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ABSTRACT Text categorization remains a formidable challenge in information retrieval, requiring effective
strategies, especially when applied to low-resource languages such as Italian. This paper delves into the
intricacies of categorizing Italian news articles, addressing the complexities arising from the language’s
unique structure andwriting style. The implementedmethodology involves preprocessing the text, generating
word embeddings, conducting feature engineering to extract meaningful representations, and training a
classifier using the document vectors. The evaluation of the model’s performance is done on a partitioned
dataset with a training set for model training and a test set for categorization, allowing assessment of
its efficacy on unseen data. Within this paper, we assessed fifteen classifiers for the categorization of
Italian news articles, scrutinizing eight models and three approaches for combining word embeddings
to derive document vectors. We conducted a comparative analysis between established models such as
Word2Vec and FastText and six novel Italian models pre-trained on native datasets. A significant highlight
of our work is the introduction of an Italian GloVe model, previously absent for the Italian language. The
datasets selected for testing the models’ performances are DICE, a dataset of 10,395 crime news articles
extracted from an Italian newspaper, and RCV2-it, a collection of 28,405 Italian news stories released by the
multinational media company Reuters Ltd. The tests conducted achieved as the best F-scores 84% and 93%.
The results underscore the efficacy of the Support Vector Classification algorithm, while also revealing the
inefficacy of Gaussian Naive Bayes, Bernoulli Naive Bayes, and Decision Tree models within the domain
of text categorization. The comparison of the word embedding models revealed the better performance of
Word2Vec and GloVe concerning FastText. The broader impact of this paper lies not only in advancing text
categorizationmethodologies for Italian documents but also in enriching the linguistic landscape by releasing
six novel Italian word embedding models.

INDEX TERMS Text categorization, text classification, word embeddings, natural language processing
(NLP), Word2Vec, FastText, GloVe.

I. INTRODUCTION
With the exponential growth of digital content across various
domains, the task of effectively organizing and managing
vast amounts of textual data has become increasingly
vital. Text categorization (sometimes referred to as text
classification) facilitates efficient data organization, retrieval,
and analysis and enables plenty of further tasks in the field
of Natural Language Processing (NLP), such as automated
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information retrieval, sentiment analysis, spam detection.
Given a predefined list of labels (also known as categories
or classes), text categorization aims at assigning one or
more labels to documents based on their content. This
process entails analyzing the inherent characteristics of the
text, extracting relevant features, and employing Machine
Learning algorithms to classify documents into predefined
categories. By automating this process, text categorization
offers a powerful solution to deal with the overwhelming
volume of textual data, facilitates decision-making processes
and streamlines information management.
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Focusing on the specific use case of news articles,
categorization poses unique challenges due to the inherent
structural complexities of news. Unlike other types of text,
news articles follow specific conventions and formats that
can impact the effectiveness of categorization algorithms.
The structure of news articles is known as an inverted
pyramid and consists of introducing the main information at
the beginning, providing details in the middle and pushing
general and background elements to the margin [1], [2].
The main challenges for news categorization arise from
the presence of noise and irrelevant information within the
articles, the use of diverse writing styles, and the varying
lengths (from brief news snippets to lengthy investigative
reports). Noise and irrelevant information within news
articles can lead to misclassification because they make it
difficult to distinguish between important and less critical
information. Filtering out the noise and identifying the most
relevant portions of the article can improve the accuracy
of news article categorization. Besides, each newspaper has
its own editorial guidelines, writing conventions, and biases
and news articles can reflect the inverted pyramid more
or less accurately. Variations in writing styles can impact
the consistency and accuracy of categorization algorithms.
A model trained on articles from one newspaper may not
generalize well to articles from another source due to
differences in terminology, language usage, and overall tone.
Adapting categorization algorithms to handle these variations
and account for different writing styles is crucial for the
accurate classification of news articles.

Several approaches to text categorization exploit word
embeddings to obtain the document vector representations to
embed into Machine Learning algorithms. Word embedding
is a continuous vector representation of words that encodes
the meaning of the word, such that the words that are closer in
the vector space are expected to be similar in meaning. There
are different models that can be used to derive these vectors,
such as Word2Vec [3], Glove [4], FastText [5].
This research paper aims to conduct a comprehensive

investigation into the application of word embeddings for cat-
egorizing Italian news articles. While numerous comparative
studies exist for languages like English, there is a notable
scarcity of tests involving Word2Vec and FastText within the
context of Italian language text categorization, with GloVe
conspicuously absent.

To the best of our knowledge, there is no prior work
that compares different word embedding techniques for the
categorization of Italian news articles. Consequently, our
research serves as a potential benchmark for the scientific
community, making a distinctive contribution by addressing
this gap and providing valuable insights into the effective
application of word embeddings in the categorization of
Italian documents.

The paper’s primary contributions are outlined as follows:
• Release of new Italian Word Embedding Models:
The paper makes a significant contribution by providing
six new Italian word embedding models. Specifically,

it contributes twoWord2Vecmodels, twoGloVemodels,
and two FastText models. These models have been
made available as open-source software on Zenodo
repositories [6], [7], [8], facilitating their potential
retraining on other datasets. As a result of this work,
Italian GloVemodels, previously unavailable, now stand
as state-of-the-art models.

• Comparative Evaluation of ItalianWord Embedding
Models inWordAnalogyTasks: The paper conducts an
initial assessment of word embedding models to gauge
their performance in resolving word analogies within
the Italian language. This evaluation is discussed in
Section IV-C. This analysis provides insights into the
strengths and weaknesses of different word embedding
models in capturing semantic relationships within the
Italian language, filling a gap in the existing literature.

• Comparison of Supervised Machine Learning Algo-
rithms for Document Categorization: In Section V,
the paper carries out extensive experiments that involve
comparing fifteen supervised machine learning algo-
rithms. These experiments are conducted on two
datasets: one comprises 1,118 manually annotated news
articles categorized into 6 distinct groups, and the other
contains 6,478 documents categorized into 4 groups.
The objectives of these experiments are as follows:

- Evaluation of document vectors based on TF-IDF
and word embeddings (Section V-A).

- Exploration of various techniques for combining
word embeddings to generate document vectors
(Section V-B).

- Analysis of different training configurations
for Word2Vec, GloVe, and FastText models
(Section V-C).

- Assessment of the impact of utilizing different
training datasets forWord2Vec and FastTextmodels
(Section V-D).

This comprehensive comparison offers valuable insights
into the effectiveness of different approaches to feature
engineering and word embedding models in the context
of document classification tasks for the Italian language.
The results that emerged in the experimental evaluation
can be leveraged by the scientific community to
make informed decisions when implementing machine
learning models for categorizing Italian news articles,
ultimately advancing the state-of-the-art in the field.

This paper extends our previous research works [9], [10]
where we limited to test only one word embedding model,
Word2Vec, to obtain the document vector representations,
and some supervised and unsupervised algorithms to catego-
rize Italian crime news articles. With respect to the previous
works, we extended the comparison to FastText and GloVe,
trained new word embedding models, refined one labelled
dataset bymanually annotating a portion of the whole dataset,
added one dataset to tests, and excluded the unsupervised
approaches.
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The paper is organized as follows: Section II delve
into a comprehensive exploration of the current state of
research in text categorization focusing on word embedding
techniques, while Section III presents our methodology to
obtain the document vector representations and categorize
the documents. In Section IV, we describe the set-up of our
experiments that are evaluated in Section V. Section VII is
devoted to discussion and conclusions.

II. LITERATURE REVIEW
This section delves into a comprehensive exploration of the
current state of research in text categorization. We start
by tracing the evolution of methodologies, beginning with
traditional approaches and progressing to advanced Machine
Learning and Deep Learning models. We depict the ascen-
dancy of neural network-based Natural Language Processing
methods, including CNNs, RNNs, LSTM, and Transformers.
We recognize the pivotal role played by word embeddings in
text representation and their significant impact on enhancing
NLP tasks, such as text categorization. We refer to numerous
studies that have compared the performance of various
word embedding models, highlighting their effectiveness
in capturing word similarity and classifying documents.
Notably, we emphasize a research gap in the context
of Italian language text categorization. While comparative
studies involving Word2Vec, GloVe, and FastText have been
conducted for other languages, such evaluations within the
Italian language remain largely unexplored. This highlights
the importance of this work and its contribution to future
research.

Over the years, researchers have developed and explored
various approaches and techniques for text categorization,
ranging from traditional methods to more advanced Machine
Learning and Deep Learning models, as reported in recent
surveys [11], [12], [13].

Traditional methods refer to approaches that require an
initial preprocessing stage to convert unprocessed textual
input into structured features suitable for input to a
Machine Learning model. More recently, there has been a
notable surge in the adoption of neural network-based NLP
methods using deep learning architectures like CNNs [14],
[15], RNNs [16], [17], LSTM [18], [19], [20], and the
cutting-edge Transformers [21], [22], [23]. In contrast
to conventional methodologies, these approaches obviate
the necessity for human-designed rules and features by
autonomously producing semantically significant representa-
tions and encapsulating intricate and non-linear correlations
within input data. Nevertheless, these benefits are counterbal-
anced by augmented intricacy and heightened computational
requirements.

Most of the works in the literature focus on the tra-
ditional methods previously described. Feature extraction
techniques commonly employed include keyword extraction,
term frequency, term frequency-inverse document frequency
(TF-IDF), N-grams, Bag-of-words, and word embeddings.
These methods are often combined with conventional

Machine Learning models for classification purposes, includ-
ing Naive Bayes, Decision Tree, Support Vector Machine,
and K-Nearest Neighbor [24], [25], [26], [27]. Among the
options for feature extraction, word embedding stands out as a
contemporary text representation method that is rapidly gain-
ing widespread usage. Using word embeddings to represent
features extracted from the text improves the performance
in many NLP tasks, including text categorization [27], [28],
[29], [30], [31], [32], [33], [34], [35], [36].

In several works, the performances of different word
embedding models have been compared in capturing word
similarity and categorizing documents. Chandrasekaran and
Mago [37] analyzed the sensitivity of various word embed-
ding models with respect to the complexity of the sentences
and demonstrated that sentence complexity has a significant
impact on the performance of the embedding models,
however, models based on BERT [21] perform better than
Word2Vec and GloVe. The authors of [27] demonstrated that
weighting Word2Vec-based word embeddings by TF-IDF
can outperform the use of simple word embeddings for text
categorization using a linear Support Vector Classification
(SVC). Averaging word embeddings using TF-IDF weights
is a powerful technique that can leverage the contextual
information and the importance of words within a document,
as supported also in [38] where the model used is GloVe.
In [39], the effect of stemming strategies on text categoriza-
tion of Arabic documents has been analyzed by comparing
the performances of different deep learning algorithms.

Word2Vec, GloVe and FastText have been compared in
several works. Their performances depend on plenty of fac-
tors: the type of documents used (e.g., news articles, tweets,
user comments), the language, the complexity of the text,
how the training phase was implemented. Nugent et al. [40]
classified English news articles according to seven categories
of natural disasters (e.g., floods, fires, storms) using RF,
SVM, CNN and HAN. The best performances were reported
by FastText regardless of the classifier used. However,
frequently, NLP tasks on English texts tend to perform
better compared to the same tasks on other languages
since a larger amount of data is available for the English
language and models can derive advantages from extensive
training. In [41], the authors proposed a binary sentiment
classification of Arabic tweets using simple average and
TF-IDF average of word embeddings. The best values of
the F-score are obtained by applying NuSVC to FastText
embeddings. However, tweets are very different from news
articles because they are limited to 140 characters and
use a simple sentence structure. Hate detection is another
sub-task of text categorization; in [42] different algorithms
are tested on Arabic content, when using Word2Vec the
best performances are achieved by Linear SVC, and by
Multilayer Perceptron when the embeddings are extracted
by FastText. In [43], Word2Vec, Glove, and TF-IDF are
tested for Named Entity Recognition on code-mixed data in
English and Indian and the best result is achieved by Linear
SVC with TF-IDF embeddings. In [44], the authors evaluate
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different methods on Portuguese intrinsically on syntactic
and semantic analogies and extrinsically on POS tagging and
sentence semantic similarity tasks. The best results are from
Wang2Vec [45], a modification of Word2Vec made in order
to take into account the lack of word order.

To the best of our knowledge, such a comparison between
Word2Vec, GloVe and FastText for the categorization of
Italian documents has not yet been performed. An analysis
of the Italian word embeddings on the word analogy test
has been conducted by Tripodi and Pira [46]. However,
the evaluation involved only Word2Vec Skip-Gram and
Word2Vec Continuous Bag-of-Words because only those
Italian word embedding models were available in 2017.
Another comparison on the word analogy test has been
conducted by Berardi et al. [47] but involved only Word2Vec
and Glove. Furthermore, we must keep in mind that previous
works highlighted the absence of correlation between the
performance of word vectors on word similarity and extrinsic
evaluation on downstream tasks like text classification,
NER, parsing and other [44], [48]. This reinforces the
need for specific tests on text categorization. BERT-based
embeddings have been tested with CNN and Logistic
Regression (LR) to detect misogyny and aggressiveness on
Italian tweets reaching an F1-score of 0.96 for misogyny
and 0.85 for aggressiveness [49]. No comparison was made
with respect to other word embedding models. Gambino and
Pirrone demonstrated that the context-free embeddings of
GloVe coupled with a deep neural classifier outperform the
contextualized embeddings of a multilingual distribution of
BERT for Italian sentiment analysis [50].

III. METHODOLOGY
Our implemented methodology, as depicted in Figure 1,
encompasses several crucial phases. The initial step involves
pre-processing the text extracted from the documents. During
this phase, we tokenize the text and eliminate stop words,
resulting in a curated list of relevant words for each document.

Subsequently, this curated word list serves as input for
a model designed to generate word embeddings. These
embeddings are aggregated using the TF-IDF weighted
average approach, enabling us to calculate a distinct vector
associated with each document. This phase, known as feature
engineering, plays a pivotal role in extracting meaningful
representations from the textual data. We have opted for
the TF-IDF (Term Frequency-Inverse Document Frequency)
function in this process. This choice is supported by
prior research findings [27], [38] demonstrating its superior
performance compared to a simple average.

Following the feature engineering phase, a classifier can
be trained using the document vectors. This classifier is then
equipped to categorize the input documents, thus facilitating
the categorization phase of our methodology.
To evaluate the effectiveness of our approach, we parti-

tioned the dataset into two subsets: the training set and the
test set. The training set serves as the foundation for training
a Machine Learning model, which is subsequently applied to

categorize the documents within the test set. This division of
data enables us to assess the model’s performance on unseen
data, a crucial step in gauging its efficacy.

A. FEATURE ENGINEERING
The process of feature engineering aims at converting text
into feature vectors. The use of dense vectors to convey the
meaning of words is known asword embedding.Word vectors
are able to capture syntactic and semantic regularities of
natural language for a more efficient understanding of the
text. Among the different models for the distributed language
representation, we selected for comparison three of them:
Word2Vec, GloVe and FastText.

1) Word2Vec
In 2013, researchers from Google proposed Word2Vec [3]
which is based on a shallow neural network with a single
hidden layer. The input data of the network are generated
by a window sliding on the text of the training corpus.
Within this window, a target word is selected and the other
words constitute the context. Two architectures can be used
to compute the continuous vectors: the Skip-Gram (SG) and
Continuous Bag-Of-Words (CBOW). The former aims to
predict the context words given a target word, maximizing the
probability of the context words given the target word.While,
in the CBOW architecture, the model predicts the target word
based on the context of surrounding words. The objective
is to maximize the probability of the target word given its
context. Through these ‘‘fake tasks’’, internal parameters
of the network are adjusted to optimize the likelihood of
correctly predicting the target word or context words. This
allows for calculating the word embeddings, which is the real
objective of training.

2) GloVe
Glove [4], developed by researchers from Stanford University
in 2014, is based on the idea that word embeddings should
encode not only the local context information of a word but
also the global statistics of word co-occurrence in a corpus.
Thus, the bilinear regression model used by GloVe combines
twomethods, i.e., the global matrix factorization and the local
context window. The training process involves constructing
a word co-occurrence matrix, which captures the frequency
of how often words appear together in the same context
within a given window size. This matrix is then used to
compute the word embeddings by optimizing an objective
function that seeks to minimize the difference between the
dot product of two word embeddings and the logarithm of
their co-occurrence probability. The model iteratively adjusts
the embeddings to better approximate the observed co-
occurrence probabilities. GloVe vectors capture the semantics
of the target word with respect to its neighboring words.

3) FASTTEXT
FastText [5] can be considered an extension of Word2Vec.
It was developed by Facebook AI Research in 2016 and
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FIGURE 1. Methodology.

can be based on SG or the CBOW. The key difference
between FastText and Word2Vec is the use of n-grams
because while Word2Vec learns vectors only for complete
words found in the training corpus, FastText learns vectors
for the n-grams that are found within each word, as well
as each complete word. Each word can be represented as
a bag of character n-grams. The model learns the vector
representations of these n-grams, considering their frequency
and context information, and words are represented as the
sum of these representations. In this way, FastText is able to
capture morphological variations, prefixes, and suffixes, that
contribute to the overall meaning of a word. The approach
used by FastText allows for computing representations even
of words that do not appear in the training data (vocabulary)
and this is very important when dealing with rare words and
languages with rich morphology.

B. CATEGORIZATION
Once the document vectors of each news article in the dataset
are extracted, plenty of algorithms can be used to identify
the category each news article belongs to. Both supervised
and unsupervised techniques can be taken into account.
The supervised text categorization algorithms predict the
topic of a document within a predefined set of categories,

named labels. This approach relies on labelled training
data, where each text document is associated with a known
category. During the training of the categorization model,
the model can capture underlying patterns and relationships
between the word embeddings and the target categories. This
learned knowledge can then be applied to accurately classify
new, unseen texts. However, the success of supervised
text categorization heavily depends on the quality and
representativeness of the training data. Adequate training
data should cover various categories and account for the
inherent diversity within the text corpus. Insufficient or
biased training data may lead to poor generalization and
inaccurate categorization of new texts.

Numerous supervised algorithms can be employed for
text categorization. Most traditional methods include Naïve
Bayes [51], [52], [53], [54], [55], k-nearest neighbors [56],
[57], [58] and Support Vector Machines.
Naïve Bayes (NB) classifier is a probabilistic classifier.

Given a document d and a set of classesC = {c1, c2, . . . , ck},
the algorithm estimates a posteriori probability P(c|d) based
on Bayes’ theorem

P(c|d) =
P(d |c)P(c)

P(d)
(1)
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TABLE 1. Datasets description.

with strong independence assumptions between the features.
There are several versions of this classifier that differ mainly
by their assumptions about the distribution P(d |c).
The K-nearest neighbors algorithm (KNN) is a non-

parametric learning method that classifies data from a simple
plurality vote of the k nearest neighbors in the training set.
Each new point is assigned the class which has the most
representatives within the k nearest neighbors of the point.

Other popular algorithms for text categorization algorithms
are the ensemble methods, which use multiple classifiers to
obtain better predictive performance than one single classifier
alone. The most famous are Decision Tree, Random Forest,
Bagging and Boosting techniques.
Decision tree [59] classifier is successfully used in many

languages for text categorization [60], [61], [62]. The main
idea is to create a decision tree based on the features of
data points. The tree is built recursively by selecting the
best attribute for each node and splitting the dataset into
smaller subsets. The selection of attributes is done through
Attribute Selection Measures, such as Information Gain
or Gini Impurity [63]. The process stops when no more
attributes or training instances remain.
Bagging classifier is based on the technique of Bootstrap

Aggregating (Bagging), which splits the original dataset into
k random subsets. On each subset, a base classifier is trained.
Each new data point is submitted to all the k classifiers and
the resulting predictions are aggregated (by major voting or
averaging) into a final one. This procedure generally leads
to better performance because the base classifiers are not
correlated and this decreases the variance without increasing
the bias [64].
Random Forest [65] classifier is an extension of the

Bagging algorithm with Decision Tree as the base classifier.
Random Forest applies the bagging also to the features. This
process, sometimes called ‘‘feature bagging’’, is performed
to handle the possible scenario where one or few features are
more decisive than others in prediction. These features would
be selected in many of the base classifiers, causing them to
become correlated.
Extra Tree [66] classifier is a variant of Random Forest

with two main differences: first, each tree is trained using the
whole training sample, and second, the top-down splitting in
base tree learners is randomized.
Boosting [67] technique involves building a sequence

of models, where each subsequent model tries to correct

the errors made by the previous model. The most famous
algorithm based on boosting is Adaboost [67], where each
subsequent model tries to focus on the samples that were
misclassified by the previous model. At each iteration of
the training process, a weight is assigned to each sample in
the training set equal to the current error on that sample.
This weight is higher for misclassified samples and lower
for the other ones. This allows the new model to focus more
on those samples which are wrongly classified. Gradient
Boosting [68] is another widely used boosting algorithm,
each subsequent model tries to correct the previous model by
minimizing its error, through the computation of the gradient
of the loss function. XGBoost [69] is an optimized distributed
gradient boosting library designed to be highly efficient,
flexible and portable.
Support Vector Machine (SVM) [70] is another popular

technique which employs a discriminative classifier for
document categorization [71], [72], [73], [74]. Given a set
of data points in a space, the idea behind SVM is building
a hyperplane or set of hyperplanes to separate points not
belonging to the same class. A good separation is achieved
by the hyperplane that has the largest distance to the nearest
training data point of any class. The larger the margin, the
lower the generalization error of the classifier, which means a
low probability of overfitting. To keep the computational load
reasonable, themappings used by SVM schemes are designed
to ensure that dot products of pairs of input data vectors may
be computed easily in terms of the variables in the original
space, by defining them in terms of a kernel function selected
to suit the problem. The most classical kernel functions are
linear, polynomial, radial basis function (rbf) and sigmoid.
Perceptron [75] is a linear classifier that makes its predic-

tions based on a linear predictor function that combines a set
of weights with the feature vector. In binary classification,
if the dot product between the vector of the weights and the
feature vector summedwith a constant value (bias) is positive,
the prediction is positive, otherwise is negative.

IV. EXPERIMENTAL SETUP
We conducted several experiments on two datasets to
compare the performances of Word2Vec, GloVe and FastText
in the categorization of Italian documents. We used different
versions of the word embedding models to obtain the
document representations that are then used to train fifteen
machine learning classifiers.

In the following, we will describe the datasets used for the
tests, the feature engineering (i.e., the process of converting
words into word embeddings for each of the employed
models and datasets), and the test to evaluate the ability of
word embedding models to solve word analogies.

A. DATASETS
DICE [76] is a Dataset of Italian Crime News articles
that we extracted from the newspaper Gazzetta di Modena1

1https://www.gazzettadimodena.it/
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TABLE 2. Crime categories in MT and manualDICE datasets.

TABLE 3. Category distribution in the RCV2 dataset.

which publishes daily news of events of the Modena
province, in Italy. We extracted these news articles from
the newspaper website by using a keyword search approach.
Firstly, we selected a list of crime categories we were
interested in and then we searched for each one of these
crime categories on the website. In this way, it is supposed
that the news articles retrieved are related to that crime
category. Thus, the category used in the keyword search
is used to label the news article, we refer to these labels
as newspaper categorization. We recently released DICE
under the CC BY-NC-SA 4.0 license.2 The dataset contains
10,395 crime news articles of 13 crime categories and was
created to address the lack of resources available for training
NLP models, particularly for Italian event extraction and
question answering systems. After some analyses of the
dataset, we discovered that the newspaper categorization
contains some errors. A subset of the 1,118 news articles
of DICE has undergone manual annotation using a complex
annotation schema which reveals, among other things, the
correct category of the news. We indicate this dataset with
the name manualDICE. On this dataset, the performance of
newspaper categorization reaches 70% of precision, 63% of
recall and 59% of F1-score.
In this work, we use manualDICE to test the categorization
methodology. To train the machine learning algorithms for
categorization we extracted 5,510 crime news articles from
another newspaper named ModenaToday (MT); these news
articles are classified by the editor of the newspaper itself
according to the type of crime event described.

We selected another dataset for experiments, named
RCV2-it. This dataset is obtained from the Reuters RCV2
dataset,3 a multilingual corpus that contains over 487,000
news stories from Reuters in thirteen languages, including
Italian. All these news stories are labeled according to the

2https://github.com/federicarollo/Italian-Crime-News
3https://trec.nist.gov/data/reuters/reuters.html

multi-label and hierarchical schema of the RCV1 dataset [77].
There are four main categories: MCAT, CCAT, ECAT and
GCAT. RCV2-it is obtained from the Italian subset (28,405
items) of RCV2. We filtered out those items that fall into more
than one of the four categories. With a view to making the
text simpler, from now on, we will refer to the portion of
RCV2-it we used as RCV2.

In Table 1, we reported some statistics on MT,
manualDICE and RCV2. Table 2 shows the number of news
articles for each category in MT and manualDICE. The
percentage of news articles in manualDICE with respect
to the whole dataset composed of manualDICE and MT for
each category is variable, from 6% for ‘‘drug’’ to 38% for
‘‘murder’’. The distribution of categories in RCV2 is reported
in Table 3. In this case, we automatically split the dataset
into balanced train and test sets. Therefore, the percentage of
news articles in the test set with respect to the whole dataset
is always the same, i.e., 30%.

B. WORD EMBEDDING MODELS
Document vectors for the news articles were computed using
various word embedding models as detailed in Section III-A.
To begin with, we looked for existing Italian models.
We employed existing Word2Vec and FastText models,
as there were no pre-trained Italian GloVe models available
at the time of this study. These two models are referred to as
the state-of-the-art (SOTA) models:

• Word2VecSOTA: This model is a Skip-gram Word2Vec
model [78] pre-trained with 300-dimensional embed-
dings. The training data for this model included a dump
of Wikipedia (as of April 1, 2019), main categories of
Italian Google News, and anonymized chats between
users and the customer care chatbot Laila.4 The dataset
used for training contained 17,305,401 sentences and
421,829,960 words, totaling 2.6 GB of raw text. The
training parameters included a window size of 10 and
20 as the number of negative samples.

• FastTextSOTA: These are pre-trained Italian word
vectors distributed by Facebook [79]. They were
trained on Common Crawl (36,237,951,419 tokens) and
Wikipedia (702,638,442 tokens) data using Continuous
Bag of Words (CBOW) with position-weights, featuring
300 dimensions, character n-grams of length 5, a win-
dow size of 5, and 10 negatives. The exact number of
training epochs is not specified.

In addition to these existing models, we trainedWord2Vec,
FastText, and GloVe from scratch using three distinct
datasets:

- A dump of ItalianWikipedia (as of December 15, 2022),
comprising 25,548,651 sentences and 526,640,982
words (3.2 GB of raw text).

- A dataset of Italian news (159,226 documents) from the
webz.io platform, crawled in October 2015, containing
44,041,823 sentences and 44,544,385 words (244 MB).

4https://www.laila.tech/
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FIGURE 2. T-SNE visualization of the document vectors.

- Either the MT dataset or the train set of RCV2, depending
on whether the model was intended for generating
embeddings for manualDICE or the test set of RCV2.

Word2Vec and FastText models are trained by using Python
library gensim,5 while Glove models are trained using the
original library released by Stanford University.6

This resulted in the following released models:

• Word2VecMT: Word2Vec model trained on a dataset
consisting of Italian Wikipedia, webz data, and MT;

• Word2VecRCV: Word2Vec model trained on a dataset
consisting of Italian Wikipedia, webz data, and RCV2
train set;

• FastTextMT: FastText model trained on a dataset
composed of Italian Wikipedia, webz data, and MT;

5https://radimrehurek.com/gensim/models/keyedvectors.html
6https://github.com/stanfordnlp/GloVe

• FastTextRCV: FastText model trained on a dataset
consisting of Italian Wikipedia, webz data, and RCV2
train set;

• GloVeMT: GloVe model trained on a dataset consisting
of Italian Wikipedia, webz data, and MT;

• GloVeRCV: GloVe model trained on a dataset consisting
of Italian Wikipedia, webz data, and RCV2 train set.

Each of these models underwent two training config-
urations, differing in the number of epochs: 20 epochs
for the first configuration and 50 epochs for the second.
Word2Vec models were trained with the same settings as
Word2VecSOTA, while FastText models were trained similarly
to FastTextSOTA. Glove models used a window size of 5,
a vector size of 300, and a minimum word frequency of
20 during training.

To provide a visual representation of the proposed models,
we employed Word2VecMT, GloVeMT, and FastTextMT, each
trained for 50 epochs, to compute document vectors for

VOLUME 12, 2024 25543



F. Rollo et al.: Comparative Analysis of Word Embeddings Techniques

TABLE 4. Accuracy results on the word analogy test.

manualDICE. These vectors are visualized in Figure 2a
using the t-SNE dimensionality reduction technique.

Similarly, we generated Figure 2b to illustrate how
documents in RCV2 are represented by Word2VecRCV,
GloVeRCV, and FastTextRCV. Different colors are assigned to
different classes for clarity.

As can be noticed from the figures, there is a substantial
overlap among data points belonging to different categories,
indicating a lack of clear separation between categories
in many instances. This overlap is even more pronounced
when FastText is utilized to calculate the document vectors.
This observation underscores the complexity of the data
and highlights potential challenges that text categorization
algorithms may encounter.

C. WORD ANALOGY TEST
A preliminary test of the word embeddings was done by
evaluating their ability to solve word analogies. Considering
the generic analogy ‘‘A is to B as C is to D’’, the test searches
for the word d whose embedding is the most similar to
the vector obtained by the formula B − A + C applied to
the embeddings of these words. The Italian analogy dataset,
developed by Berardi et al. [47], derives from the translation
of the English Google word analogy dataset, excluding
multi-word embeddings, and consists of 19,791 analogies
using 1,072 words. We found two errors in the analogy
dataset and modified them (‘‘nonno’’ instead of ‘‘nonnno’’
and ‘‘kirghizistan’’ instead of ‘‘kirghisistan’’). We tested the
SOTAmodels and our newmodels trained for 50 epochs. The

accuracy of eachmodel has been calculated using the function
evaluate_word_analogies of the Python library gensim and is
reported in Table 4. The similarity function used to solve the
analogies is the cosine similarity. For each line of Table 4, i.e.,
for each category of analogy, the higher value of accuracy is
highlighted in bold. Some words in the analogies were not
present in the vocabularies of the word embedding models,
for FastText this is not a problem because the model is able
to calculate embeddings of even out-of-vocabulary words,
for Word2Vec and GloVe these words are skipped for the
evaluation of the analogies.

A first observation is that FastTextSOTA performs better
than all the other models in semantic analogies and syntactic
analogies. Focusing on the three Word2Vec models, it can be
noticed that Word2VecSOTA fails to solve all the comparative
and plural-verbs (1st person) analogies while our new
Word2Vecmodels are able to solve some of them. The perfor-
mances of the three models on the other analogy categories
are quite similar. The GloVemodels are the ones that reported
the lowest performance on syntactic analogies, failing to
solve all the analogies on present and remote past verbs.
While Word2Vec and GloVe exhibit a decline in performance
when it comes to syntactic analogies compared to semantic
ones, FastTextSOTA maintains consistent performance in both
domains. On the other hand, comparing the three FastText
models, we can see that our new models recorded a very low
accuracy on semantic analogies while they have comparable
performances with respect to FastTextSOTA and outperform
all other models on syntactic analogies.
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TABLE 5. F1-score of text categorization using TF-IDF based document vectors and unweighted word embeddings.

V. EXPERIMENTAL EVALUATION
We selected fifteen classifiers: Naïve Bayes with Gaussian
(Gaussian NB) and multivariate Bernoulli distributions
(Bernoulli NB), the K-nearest neighbors algorithm with a
variable number of nearest neighbors (KNN), Decision Tree,
Bagging classifier with Decision Tree (Bagging (Decision
Tree)) or KNN (Bagging (KNN)) as base estimator, Random
Forest, Extra Trees, Adaboost, XGBoost, SVC classifier with
linear (SVC (linear)) and radial basis function (SVC (rbf)) as
kernel, Perceptron linear classifier (Perceptron).

We trained them on the document vectors of the MT dataset
and we tested the obtained models on the manualDICE
dataset. In the same way, the classification models obtained
after the training on the document vectors of the RCV2 train
set have been tested on the RCV2 test set.
The experiments conducted were designed with the

following objectives: (1) to assess and compare the efficacy
of various machine learning classifiers, (2) to ascertain
the benefits of using word embeddings with respect to
TF-IDF document vectors, (3) to examine variations in
text categorization performance when applying filters and/or
weights to word embeddings, (4) to compare diverse training
configurations for word embedding models, and (5) evaluate
the impact of training word embedding models on a subset of
the documents to classify.

In order to assess the efficacy of individual classifiers,
we employed the weighted-average method for evaluating
recall, precision, and the F1-score. This particular averaging
technique takes into account the imbalance in class labels
present within our datasets. It is calculated by computing the
metric independently for each category and then taking their
average weighted by the number of true instances for each
category. Consequently, this approach may yield an F1-score
that does not necessarily fall between the values of precision
and recall.

A. COMPARISON OF TF-IDF AND UNWEIGHTED WORD
EMBEDDINGS
This experiment aims to compare the performance of text
categorization when documents are represented by TF-IDF

vectors or by the document vectors of Word2VecSOTA and
FastTextSOTA.

The TF-IDF representation aims at assigning more
importance to words that appear more frequently in a
document and less in the whole dataset. We used the python
class TfidfVectorizer7 to obtain the TF-IDF representations
after the tokenization and the stop word removal. The size of
the vectors, i.e., the number of features to consider, can be set
to any number. We decided to test the maximum dimension
of 10,000 (TF-IDF10,000) which means that the size of each
document vector is at most 10,000. In addition, we performed
another test reducing the number of features to 300
(TF-IDF300) since the size of word embeddings of
Word2VecSOTA and FastTextSOTA is 300.

Table 5 shows the evaluation on manualDICE and RCV2,
the highest value for each column is reported in bold. Since
the values of precision and recall are quite similar in our
experiments, we report only the value of F1-score in the
table. On manualDICE, the highest value of the F1-score
(86%) is obtained by TF-IDF10,000. Comparing the four
methods used to obtain the document representation, it can
be noticed that there is a similar trend in the F1-scores
reported by the different algorithms. Indeed, XGBoost and
SVC are the classifiers which reach higher values than the
other algorithms in all four cases. Similar considerations can
be made for the RCV2 dataset. The highest value of F1-score
is 94% and is obtained when the TF-IDF10,000 document
representations are used by the SVC with the rbf kernel.

In most cases, TF-IDF10,000 has better performances
than Word2VecSOTA and FastTextSOTA, especially for
manualDICE. TF-IDF10,000 is always better than TF-
IDF300. In the end, TF-IDF300 shows always lower values
of F1-score except for two classifiers, the Bernoulli Naive
Bayes and the Decision Tree. This behaviour suggests that
reducing the vector size to 300, word embeddings are more
informative than the TF-IDF based vectors.

7https://scikit-learn.org/stable/modules/generated/sklearn.feature_
extraction.text.TfidfVectorizer.html
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TABLE 6. F1-score of text categorization using weight and filter on word embeddings.

B. WEIGHTING AND FILTERING WORD EMBEDDINGS
The scope of this experiment is to evaluate the impact of
weighting and filtering word embeddings before averaging
them to obtain the document vectors.

We defined three options to compare:

• OPT1: weweighword embeddings using TF-IDF, in this
way, more importance is given to the words that appear
many times in the document and few times in the entire
dataset;

• OPT2: we weigh word embeddings using TF-IDF and
apply a filter to exclude words with IDF lower than the
90th percentile of all the values of IDFs of the dataset,
in this way, we exclude words that appear very few times
in the dataset;

• OPT3: we apply only the filter to word embeddings
without weighting them.

Table 6 shows the F1-scores obtained by the classifiers
on the three options when Word2VecSOTA or FastTextSOTA
are used to extract the word embeddings. For each word
embedding model, the highest value is reported in bold.
Focusing only on Word2VecSOTA and reading the table line
by line, for both test datasets (manualDICE and RCV2),
in most cases the highest F1-score is obtained by using
OPT3. The situation is slightly different with FastTextSOTA,
in particular for RCV2. Indeed, in this case, the performances
of the three options are very similar.

Best results on manualDICE are reported by SVC and
Perceptron, while onRCV2 the highest F1-scores are obtained
by KNN, Bagging (when KNN is used as base estimator),
XGBoost and SVC.

For the other experiment, we will use OPT1.

C. WORD EMBEDDING MODEL CONFIGURATION
This experiment aims to compare the performance of the new
word embedding models we trained for 20 or 50 epochs.

The training of the word embedding models has been
executed on a server infrastructure made up of several nodes.
Each node is equipped with a 40-core Intel Xeon Gold 6230
CPU (2.10 GHz) and 62GB for mainmemory. Table 7 reports
the training time for each different configuration of the three
models on our two datasets. Even if the second dataset is
bigger than the first one, the training time is the same on
the two datasets. It is interesting to notice that GloVe is
much faster than Word2Vec and FastText. This is due to the
optimized approach of matrix factorization used by GloVe
which is more efficient in terms of computational resources
compared to the iterative methods used by Word2Vec and
FastText.

In Table 8, we show the values of F1-score for each
categorization algorithm.We report in bold the highest values
for each dataset. The SVC algorithm with the rbf kernel
reports the highest value (84%) on manualDICE using
GloVe regardless of the number of epochs used in the training
of the word embedding model, while the best F1-score on
RCV2 is 93% and is registered by XGBoost using Word2Vec
trained for 20 epochs.

Comparing the F1-scores for the two configurations of
each model, we do not notice improvements when word
embedding models are trained for 50 epochs. There are only
6 cases of an improvement higher than 3% on the F1-score,
all these cases are related to the manualDICE dataset, in
4 out of the 6 cases the 50-epochs trained model performs
better than the 20-epochs trained model. In only one case, the
F1-score increases by 18% (from 63% to 81%); this happens
when the Bagging algorithm is applied using Decision Tree
as a base estimator on the document representations of
GloVeMT.

D. IMPACT OF TRAINING DATASET ON WORD
EMBEDDING MODELS
In this Section, we want to compare the performance of the
SOTA models with respect to the models we trained on a
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TABLE 7. Training time (in hours) of the word embedding models.

TABLE 8. F1-score of text categorization using word embedding models trained for 20 or 50 epochs.

TABLE 9. F1-score of the best classifiers on manualDICE.

TABLE 10. F1-score of the best classifiers on RCV2.

dataset containing documents very similar to the documents
to classify. For this reason, in Table 9, we report the best
results of F1-score formanualDICE categorization obtained
by Word2VecSOTA and FastTextSOTA, and Word2VecMT and
FastTextMT trained for 50 epochs. In the same way, Table 10
shows the best results on theRCV2 dataset. The highest values
for each dataset are highlighted in bold. In both cases, SVC
is among the best algorithms. Focusing on Word2Vec and
considering one algorithm at a time, we can notice that the
performances of the two models are very similar with slightly
higher F1-score values when the ad-hoc trained model is

used. While with FastText, the performance is slightly better
when the SOTA model is used.

In order to understand the behaviour of the categorization,
we tried to analyze in detail the results on each category of the
test datasets. For both datasets, we selected the best algorithm
or one of the best for each word embedding model. Figure 3
shows the confusion matrices obtained in each of these cases.
In all four cases relating to the manualDICE dataset, it can
be noticed that the highest number of errors occur in two
cases: prediction of ‘‘theft’’ while the true label is ‘‘robbery’’,
and prediction of ‘‘fraud’’ when the true label is ‘‘theft’’. This
behaviour could be due to the unbalance of the dataset since
the ‘‘theft’’ class is the predominant class in manualDICE
and also in MT, while ‘‘robbery’’ and ‘‘fraud’’ are the two
classes less frequent in manualDICE. It is interesting also to
notice that the class with the lowest number of false positives
and false negatives is ‘‘drug’’ in all four cases, this class is
also the second most frequent class in the MT dataset and
the percentage of its frequency in the test dataset is very
low (just 6%) with respect to the whole dataset composed of
manualDICE and MT.

For the RCV2 dataset, the ratio between the documents
in the training set and in the test set for each category is
always the same. In this way, there is no category that is very
frequent in the training set and very infrequent in the test
set, or vice versa. Comparing the different word embedding
models, we observe that the sum of false positives and false
negatives for each category is almost the same. The categories
with the highest number of errors are ‘‘CCAT’’ and ‘‘ECAT’’,
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FIGURE 3. Confusion matrix of the best classifiers.

however, considering the percentage of errors with respect
to the total number of instances of each class in the RCV2
dataset, we discovered that the categories with the highest
error percentage (around 30%) are ‘‘ECAT’’ and ‘‘GCAT’’
which are the less frequent categories in the dataset.

VI. DISCUSSION
In this study, our primary goal was to compare various
methodologies for classifying Italian news articles into
predefined categories. To achieve this, we implemented
multiple pipelines to acquire document representations,
trained fifteen classifiers, and assessed their performance
based on precision, recall, and F1-score. Our evaluation
encompassed the use of TF-IDF document vectors and word
embeddings generated by Word2Vec, GloVe, and FastText.

Specifically, for each model, we conducted two training
sessions: one for 20 epochs and another for 50 epochs,,
both initiated from scratch. Additionally, for Word2Vec and
FastText, we examined the performance of the state-of-the-
art Italian models. Two distinct datasets were employed for
testing, one comprising six predefined categories and the
other with four.

In total, we conducted approximately 500 experiments to
thoroughly investigate and compare the effectiveness of the
various approaches employed in this study.

The results of our experiments reveal several noteworthy
findings:

• TF-IDF vs. Word Embeddings: text categoriza-
tion based on TF-IDF vectors can demonstrate a
slight performance advantage over the use of word
embeddings for document representations when the

dimensionality of the TF-IDF vectors (10,000 features)
significantly exceeds that of the word embeddings (300
features). The extent of this performance difference can
vary considerably depending on the specific dataset
under consideration. In our experiments, the highest
F1-score achieved by TF-IDF with 10,000 features on
manualDICE is 86%, whereas the highest F1-score
obtained using word embeddings is 84%. Similarly, for
RCV2, these respective values are 94% and 93%.

• Machine Learning Classifiers: Comparing fifteen
machine learning classifiers, regardless of the approach
employed to find the document vectors, we can identify
a similar trend in the categorization performance. The
SVC algorithm has very good performance in text
categorization since it achieves high F1 scores in both
datasets we used in our experiments, while Gaussian
Naive Bayes, Bernoulli Naive Bayes, and Decision Tree
report low F1 scores. Therefore, we could consider these
algorithms not suitable for text categorization.

• Precision and Recall: In all our experiments, precision
and recall have almost the same value. This means that
for each category, the number of false positives is similar
to the number of false negatives. In other words, for each
class, the categorization models have the same ability to
identify its correct instances and avoid classifying other
instances in that class, erroneously.

• Dataset Size Impact: Regardless of the method used to
obtain the document representation, we noticed higher
F1-scores on the RCV2 dataset with respect to the
manualDICE dataset. This may be due to the size
of the two datasets since RCV2 is three times bigger
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than MT+manualDICE, thus the classifiers used for
RCV2 are trained on more documents with respect to the
models used for manualDICE.

• Categorization errors (i.e., the sum of false positives
and false negatives for each category) occur most in
the less represented categories or in the categories with
a strong imbalance in the number of instances in the
test set with respect to the training set. We tested an
approach of data augmentation to compensate for the
low number of instances in certain categories. In par-
ticular, we used the Synthetic Minority Oversampling
TEchnique (SMOTE) [80] to create synthetic document
vectors for the less represented categories. However, this
approach did not improve the categorization results as
we expected. For this reason, we did not discuss in detail
the results obtained.

• Training epochs impact: Comparing the results
obtained using the new word embedding models we
trained for 20 or 50 epochs, we did not observe
the performance improvement we expected when the
number of epochs increased. Maybe, this is due to the
value of the learning rate (0.03) we used when training
the word embedding models. A possible solution to
improve the performance of these models could be to
increase the learning rate.

• New FastText models’ poor performance: FastTextMT
and FastTextRCV, regardless of the number of epochs
used, underperform compared to FastTextSOTA and
all the Word2Vec and GloVe models. This result is
confirmed by the poor performance of these models
also in the word analogy test and the strong overlap of
FastTextMT and FastTextRCV word embeddings shown
in Figure 2. The reason for this behavior could be
related to the choice of hyperparameters, including the
learning rate, the n-gram dimension, and the number of
epochs. An alternative approach could be the use of the
automatic hyperparameter optimization implemented by
Facebook researchers in the Python library fasttext.8 It
is noteworthy to notice also that the datasets used to
train FastTextMT and FastTextRCV aremuch smaller than
the dataset used for FastTextSOTA. We are unable to
find a clear explanation for the superior performance of
Word2Vec andGloVewhen they are trained from scratch
on the same dataset as FastText.

VII. CONCLUSION
This study has provided valuable insights into the classi-
fication of Italian news articles into predefined categories.
The research underscores the importance of well-constructed
word embedding models and robust machine learning
algorithms in the context of document categorization for the
Italian language.

8FastText automatic hyperparameter optimization: https://fasttext.cc/
docs/en/autotune.html

Through extensive experimentation, we have explored var-
ious document representation methods and machine learning
classifiers, shedding light on their respective strengths and
weaknesses. Our contributions extend beyond the research
domain, facilitating the broader community’s access to
high-quality Italian word embedding models (since six
new models have been released). Additionally, the insights
gained from our comparative evaluation of machine learning
algorithms provide practical guidance for researchers and
practitioners seeking to tackle similar text classification
challenges.

There can be a performance advantage of using TF-IDF-
based vectors w.r.t. word embeddings, and this becomes
apparent when working with very higher-dimensional vec-
tors. Usually, the Support Vector Classifier (SVC) is a
robust performer in text categorization, while Gaussian
Naive Bayes, Bernoulli Naive Bayes, and Decision Tree
should be used with caution in this context. However, the
classifiers are negatively affected by class imbalances in
train and test datasets. Also, the dataset size has an impact
on the categorization performance, with larger datasets
yielding more favorable results. Our experiments indicate
that training word embedding models for a high number
of epochs (i.e., 50 epochs) does not confer any advantage
in text categorization. There are still some open issues,
like the hyperparameters optimization when training word
embedding models, that could improve the performance of
text categorization, especially if a high number of epochs is
used.

Looking ahead, our study paves the way for future
investigations into more advanced techniques, such as
Transformer-based models, from autoencoding LLMs like
BERT [21] or ELECTRA [81] to autoregressive LLMs like
GPT models [82], open-source Llama 2 models [83], [84]
from Meta or the models from Mistral AI (e.g., Mistral 7B
[85]) which hold promise in further enhancing the accuracy
and sophistication of Italian text classification tasks [86],
[87], [88], [89], [90], [91]. Other future directions of our
research will include the use of multi-label categorization
models in news articles, where articles often straddle multiple
categories.

We believe this study lays the foundation for continued
exploration and improvement in the field of news article
classification and opens the street for an in-depth evaluation
of Italian models that are still not very common but are
necessary for dealing with Italian corpora. Moreover, the
released models can benefit other NLP tasks beyond news
categorization, such as sentiment analysis, entity recognition,
or machine translation.
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