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ABSTRACT In the contemporary landscape, where a huge amount of data plays a vital role, the importance
of strong and robust cybersecurity measures has become increasingly paramount. This research proposes a
review and extensively explores cybersecurity techniques within the domain of machine/deep learning and
quantum techniques, with a particular focus on cryptographic methods and methodologies applied to image
encryption. The proposed survey covers a range of cybersecurity techniques, including quantum random
number generation, secure transmission of quantum images, watermarking through quantum methods,
and quantum steganography. Moreover, it explores the domain of image encryption, which integrates
adversarial neural networks, deep learning and machine learning, transformation techniques, and chaotic
neural networks that can be used to secure digital data from cyber attacks. Our focus extends beyond
highlighting advances in investigating vulnerabilities in existing cryptographic techniques. By identifying
the challenges and weaknesses, the potential solutions are also presented, establishing a foundation for future
recommendations. These future suggestions address and overcome the vulnerabilities observed in existing
cybersecurity techniques. The aim of the extensive survey and analysis of existing cryptographic techniques
is to provide a deep understanding of innovative and diverse approaches within the cybersecurity domain.
Simultaneously, it aims to create a roadmap for the future to counter potential cyber threats and challenges.

INDEX TERMS Cybersecurity, machine learning, deep learning, quantum cryptography, cryptographic
techniques.

I. INTRODUCTION
In today’s fast-paced digital world, cybersecurity is a
shield against a growing number of threats that come with
technological advancements. Cybersecurity protocols are
important in the present era because most digital systems,
such as distributed file systems, NoSQL databases, and
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network-attached storage (NAS), are used to store large
amounts of data [1], [2], [3]. Such systems also provide
strong connectivity and convenience, but also bring some
risks related to the transformation of data over an insecure
channel known as the Internet. Sensitive data that is stored
in digital systems can face different types of cyberattacks,
such as differential attacks and statistical attacks [4], [5].
Furthermore, there is a high risk of data theft by an
unauthorized entity wheremany digital devices, such as smart
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homes, wearables, and industrial systems, are connected in
the Internet of Things (IoT) environment [6], [7], [8]. An IoT
environment is a large network where big data is being
transferred nowadays. Digital devices can be vulnerable to
cyber attacks, which is why there is a serious need for robust
cybersecurity techniques [9]. The big data means that there is
a bunch of sensitive information, including financial details
and important business data.

Modern techniques such as Advanced Persistent Threats
(APTs) [10], Ransomware [11], and Phishing [12] can
exploit and steal sensitive data. These incidents not only
result in significant financial losses for businesses and
individuals, but also damage their reputations and undermine
consumer trust. In addition to the financial impact, cyber
threats can also cause real damage to critical infrastructure.
Robust approaches, including encryption protocols [13],
segmentation networks [14], and implementation of access
controls that incorporate intrusion detection systems [15],
can be used to prevent data from being attacked. Dealing
with cybersecurity also involves policies, education, and
collaboration. It requires a great deal of effort that brings
together government initiatives, industry collaborations,
and cybersecurity education. This collective approach can
improve the understanding of attacks and improve the
integrity and confidentiality of digital data [16], [17].

A. CONFIDENTIALITY, INTEGRITY, AUTHENTICATION, AND
NON-REPUDIATION THROUGH ENCRYPTION
In the digital world, where most digital devices are inter-
connected, the use of cryptographic techniques is important
to keep conversations, communications, and sensitive data
secure [18], [19]. Cryptography is about transforming
information into an unreadable message that helps prevent
unauthorized access to confidential data and ensures that dig-
ital communication and data remain private and intact [20].
Moreover, cryptographic methods play an important role

in maintaining confidentiality [21], integrity [22], authentica-
tion [23], and nonrepudiation [24] in communication systems
where a large amount of data is transferred. Furthermore,
a cryptographic tool known as digital signatures [25] can help
streamline the signing of electronic documents or transac-
tions to validate the authenticity and integrity of the content.
Similarly, the hash function [26] facilitates the verification
of data integrity by generating unique hash values for the
original data. Cryptographic protocols like SSL/TLS [27]
authenticate website identities that provide the guarantee of
secure online transactions. Collectively, such cryptographic
methodologies strengthen communication systems in terms
of cybersecurity and establish a robust framework for secure
data exchange [28], [29]. Non-repudiation is another essential
cryptographic tool that provides a guarantee that entities in
a communication or transaction cannot later repudiate the
legitimacy of the messages exchanged. Figure 1 illustrates
the various fundamental cryptographic tools that strengthen
the robustness of sensitive information against cyberattacks.

FIGURE 1. Key cryptographic elements tools are required to enhance the
robustness of sensitive information against cyberattacks.

The development of a robust cryptographic scheme for
digital data is important for the following several reasons:

• The robust cryptographic scheme guarantees the con-
fidential transmission of sensitive information such as
military information and medical records [30].

• Encryption plays an important role in maintaining data
integrity specifically in the context of medical informa-
tion [31]. By mitigating the potential for unauthorized
alterations, encryption helps prevent the occurrence of
wrong diagnoses.

• A reliable and robust encryption system protects
sensitive information against potential breaches or
manipulations by malicious entities [32].

B. CONTRIBUTIONS OF THE PAPER
The major contributions of this research are as follows:

• Comprehensive review of cybersecurity techniques:
The proposed survey provides a comprehensive review
of the existing cryptographic technologies in the areas of
quantum encryption, machine learning, deep learning,
and cryptographic techniques. Moreover, the proposed
study also explores a variety of cutting-edge approaches
such as quantum random number generation, secure
transmission of quantum images, watermarking through
quantum methods, and quantum steganography.

• Focus on cryptographic methods for image encryp-
tion: The proposed research focuses on the
cryptographic techniques that are applied for image
encryption. Various existing cryptographic techniques
are analyzed, such as adversarial neural networks, deep
hashing, transformation techniques, and chaotic neural
networks.

• Identification of vulnerabilities and weaknesses: This
research examines and identifies the challenges and
weaknesses in the existing cryptographic techniques.
By pinpointing the vulnerabilities, the aim of the
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research is to enhance awareness of potential attacks and
gaps in the existing cryptographic techniques.

• Presentation of potential solutions: In response to the
weaknesses and vulnerabilities identified in the exist-
ing cryptographic techniques, this research proposes
potential solutions to strengthen the existing techniques
in terms of security. Moreover, the suggested potential
solutions offer valuable insights for future cybersecurity
enhancements.

• Establishment of a foundation for future recommen-
dations: The proposed research establishes a founda-
tion for future research in the field of cybersecurity.
By addressing the challenges, weaknesses, and vulner-
abilities, this survey establishes the foundation for the
advancement of cybersecurity measures.

• Creation of a roadmap for future cybersecurity: The
proposed survey provides a comprehensive roadmap
for future cybersecurity research. It aims to guide
researchers in countering potential cyber threats and
challenges by leveraging innovative, novel, and diverse
cryptographic approaches. Figure 2 shows the stepwise
contribution of the proposed survey.

The remaining part of the proposed survey is structured
as follows: Section II outlines the essential components
that should be incorporated into any cryptographic scheme.
Sections III, IV, V, VI, VII, VIII, IX and X are dedicated
to the overview of the existing cryptographic techniques.
In Section XI, challenges and research gaps in existing
cryptographic techniques are discussed, together with the
corresponding future directions to address these challenges.
Finally, Section XII concludes the proposed survey.

II. ESSENTIAL ELEMENTS OF IMAGE ENCRYPTION
During the development of an algorithm for image encryp-
tion, it should be ensured that the cryptographic components
used in it can provide robust security to digital data or
not [33], [34]. The robust encryption algorithm should
contain the following characteristics:

• Perceptual Security: Perception security relates to the
visualization of the original data. For instance, if the data
is encrypted using an encryption algorithm, the original
data should not be visible in the encrypted [35]. It must
be properly concealed.

• Keyspace Importance: Keyspace provides security to
the encrypted data from brute force attacks. According
to Alvazir [36], the key space must be equal to or greater
than 2100 in order to resist the brute force attack.

• Key Sensitivity:Key sensitivity refers to aminor change
in a secret key that can lead to a significant change
in a decrypted message [37]. To develop a highly
key-sensitive encryption algorithm, most researchers are
using chaos theory. Chaotic maps are highly sensitive to
initial conditions and control parameters, which can be
used as secret keys in an encryption algorithm [38], [39].

• Defense Against Attacks: Robust encryption should
withstand various attacks, such as ciphertext-only

attacks. known-plaintext attack, and differential
attacks [40].

• Computational Complexity: To implement an encryp-
tion scheme in real-time applications, it must be
computationally efficient. For example, in drone appli-
cations, an encryption algorithm with high computa-
tional efficiency is essential where minimal processing
is required [41], [42], [43].

• CompressionRatio Invariance (CRI):Maintaining the
CRI [44] of encrypted images is necessary to preserve
storage space, image quality, and data transfer rates [45].

• Real-Time Demands: In real-time scenarios such
as image surveillance, the encryption and decryption
processes should not cause any delays [46].

• Multi-Level Security: To maintain high-level security,
it is necessary to implement several encryption methods,
such as the bit-plane extraction method [47], chaotic
maps [48], and encryption with neural networks [49].
While maintaining multilevel security by implementing
multiple encryption methods, it is also important to keep
the processing time as low as possible.

• Transmission Error Tolerance: Robust encryption
systems should possess the capability to accurately
decrypt every individual bit of the original data, such
as textual data, from the encrypted data [50]. It is not
suitable if the original data and the decrypted data differ
after transmission through any network. In the case of
image data, achieving an exact decryption of the original
data is not mandatory; instead, it should be perceptually
identical to the original data. Figure 3 illustrates the sub-
categories associated with each respective characteristic.

A. EVALUATION OF CRYPTOGRAPHIC ALGORITHMS
To gauge the efficacy of encryption schemes, a variety of
metrics and criteria have been used in recent decades [51],
[52], [53], [54]. The assessment metrics are as follows:

• Visual Assessment:Visual assessment refers to whether
the content of the original image is present within
the encrypted image or not. The absence of visible
information in an encrypted message indicates that the
image pixels are properly concealed.

• Statistical Analysis: Analyzing the security of data
using statistical measures such as entropy, correlation,
and energy refers to statistical analysis.

• Differential Analysis:Understanding the concept of the
impact of changing a single bit of secret key on the
encrypted image.

• Security Analysis: This includes evaluating the robust-
ness of encryption techniques using key sensitivity
analysis, perceptual security, and key space analysis.
Detailed subcategories of the metrics that can be used
for the evaluation of encryption schemes are shown
in Figure 4. Additionally, the evaluation metrics are
summarized in Table 1.

In recent decades, researchers have proposed numerous
cryptographic schemes, some of which have undergone
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FIGURE 2. Stepwise contribution of the proposed survey.

FIGURE 3. Required features of image encryption and their corresponding sub-categories.

cryptanalysis, successfully revealing vulnerabilities in exist-
ing techniques [55], [56], [57], [58]. The proposed survey
examines several major categories where cryptographic
techniques have been introduced. Furthermore, the next
sections offer a thorough examination of existing crypto-
graphic techniques and highlight their vulnerabilities. The

categories of cryptographic techniques covered in this survey
are illustrated in Figure 5. Meanwhile, Table 2 outlines the
comparison between the proposed survey and the existing
ones. The table suggests that the proposed survey offers
a comprehensive review of a wide range of cryptographic
schemes in comparison with the existing surveys.

VOLUME 12, 2024 27533



A. Mehmood et al.: Advances and Vulnerabilities in Modern Cryptographic Techniques

FIGURE 4. Evaluation parameters to gauge the performance of the cryptographic algorithms.

III. HYBRID QUANTUM ENCRYPTION
This section explores existing hybrid quantum encryption
techniques, which are the cutting-edge fusion of classical and
quantum cryptography. Addressing the growing demand for
secure communication, current methodologies are examined
to show how hybrid quantum techniques enhance security
for digital data. In [63], Abdullah et al. proposed a
methodology to share cryptographic secret keys between
two parties that employs quantum key distribution (QKD)
[64]. Additionally, the authors integrated QKD with public
key cryptography [65]. Vulnerabilities in their research
include potential weaknesses in the quantum channel and
being highly dependent on traditional computational security.
Moreover, susceptibility to attacks on the hardware of
the QKD system and the implementation process entail
significant risks.

In [66], proposed a hybrid quantum-classical method for
the classification of digital images by utilizing a variational
quantum circuit (VQC) [67] and addressing qubit limitations
through multiple amplitude encoding mechanisms. Various
operations, such as convolutions [68] and optimized single-
qubit rotations, are incorporated to process the digital
images. Their cryptographic approach was assessed on mul-
tiple datasets, showcasing improved efficiency in quantum
cost compared to existing quantum encryption schemes.
However, a few vulnerabilities that need to be addressed
include the low robustness of VQCs with complex image
datasets. Moreover, the fusion of quantum computing and
quantum-classical methods might pose challenges when
developing a cryptosystem suitable for real-time applications
where low computational time is required.

In [69], Song et al. devised a quantum image enc-
ryption scheme using restricted geometric and color

transformations [70], enhancing security with sensitive
chaotic map-generated keys. However, vulnerabilities might
arise due to chaotic map predictability, risking security
breaches, and reliance on probabilistic models in the
measurement step could introduce biases affecting scheme
security.

In [71], Hao et al. devised an image encryption system
utilizing quantum principles, employing a quantum-based
PRNG [72] and NEQR model [73] for encryption. However,
potential vulnerabilities lie in the PRNG’s quantum entan-
glement basis, risking the security of the generated code
stream, and potential threats targeting quantum algorithms
might pose a security risk despite their high performance
in experiments. A summary of the existing cryptographic
technologies that incorporate hybrid quantum encryption is
given in Table 3.

IV. QUANTUM IMAGE WATERMARKING
This section explores quantum image watermarking schemes
specifically focused on enhancing their robustness in terms
of security. Furthermore, the vulnerabilities in the existing
schemes are also highlighted. In [74], Miyake et al. proposed
a watermarking technique to secure digital images. The
scheme utilizes compact quantum circuits [75] and NEQR
representations. Moreover, the method involves controlled
SWAP gates and CNOT gates [76] to integrate and
extract watermarks, demonstrating robustness in experimen-
tal results and analysis. However, the vulnerabilities in the
scheme are related to key-dependent operations if the keys
are compromised.

In [77], Iranmanesh et al. presented a quantum transmitter
and receiver circuit for a Quantum Image Watermarking
(QIW) scheme that utilizes the NEQR quantum image
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TABLE 1. Summary of the evaluation metrics.

TABLE 2. Comparison with the existing survey..

representation. Their scheme integrated IBM’s quantum oper-
ations and the MCNOT-R quantum gate. The experimental

results and simulations reveal satisfactory visual quality.
However, the implementation of the MCNOT-R gate could
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FIGURE 5. Topics covered in the proposed survey.

TABLE 3. Summary of existing techniques based on hybrid quantum encryption techniques.

compromise the security of their proposed watermarking
scheme. Moreover, this scheme is also susceptible to
adversarial attacks because of weak and time-consuming
quantum operations.

In [78], Hu et al. explored a quantum watermarking
technique that incorporates NEQR for binary images and
3-D color images. Gray code transformation [79] and least
significant bits (LSB) steganography are also used in the
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edge region of a color carrier image using LSBs. Their
scheme might face vulnerabilities due to the suscepti-
bility of gray code transformation and LSB embedding
techniques, which are ultimately weak against differential
attacks.

In [80], Wang et al. presented a watermarking scheme
by merging image self-recovery with quantum watermark-
ing. Their approach emphasizes tamper localization and
self-recovery in quantum images by using 2 × 2 non-
overlapping image pixels blocks for the generation of
watermarks, tamper detection, and recovery [81]. However,
an attacker or an unauthenticated user might launch an
attack to break the security of the system, which could
make it difficult for the receiver to recover the original
message and fix any damage. Also, this system depends on a
specific size, which makes it less able to handle complicated
attacks.

In [82], Jiang et al. proposed a quantum watermarking
scheme that combines Hilbert scrambling and Moiré fringe
steganography. The high reliance on Moiré fringe steganog-
raphy can make it easy for attackers to decrypt.

In [83], Hai et al. proposed a quantum image watermarking
method that combines LSB-based watermarking with NEQR
to enhance security via block-based scrambling. However,
the LSB-based embedding scheme has proven vulnerable to
cyberattacks. Moreover, the emphasis on higher PSNR might
limit resilience against quantum attacks due to non-complex
operations.

In [84], Zhou et al. proposed a two-bit superposition
method for image watermarking that also incorporates
encryption steps such as bit-plane encryption and Fibonacci
scramble. Such encryption schemes pose risks to the security
of the watermark. Moreover, the performance evaluation
of their scheme PSNR and image histogram analysis
lacks verification against quantum attacks that make them
vulnerable in real-time applications.

In [85], Zhou et al. proposed a watermarking scheme to
secure 3-D color quantum images. The scheme incorporates
the INCQI model and employs a few preprocessing steps,
such as color space conversion [86], noise reduction [87], and
contrast enhancement [88], before embedding the plaintext
image. However, employing basic pre-processing techniques
can create vulnerabilities in terms of weak security. The
scheme showed improved visual quality, but the resilience
of their scheme against advanced quantum attacks such as
QKD attacks, post-quantum cryptography (PQC) attacks,
and quantum side-channel (QSC) attacks remains unverified,
leading to weaknesses in real-time scenarios.

In [89], Ghai et al. introduced a quantum-based image
watermarking scheme that incorporates complex steps for
embedding such as frequency domain transformation [90],
selective embedding in regions of interest (ROIs) [91], and
dynamic embedding schemes [92]. However, dependency on
quantum techniques poses vulnerabilities, and the use of
singular value decomposition (SVD) in embedding can be
susceptible to cyberattacks.

In [93], Hu et al. proposed an image watermarking scheme
technique that utilizes the flexible representation of quantum
images. Operating through a 2n1 × 2n1 to 2n × 2n ratio,
they applied a quantum Haar wavelet transform [94]. While
simulation results show strong performance in maintaining
image similarity, the robustness of the scheme for invertible
quantum operations may pose vulnerabilities if the quan-
tum processes are compromised. Table 4 summarized the
cryptographic schemes that are based on quantum image
watermarking.

V. QUANTUM RANDOM NUMBER GENERATION
In [95], Kuang et al. introduced a pQRNG using the quantum
permutation pad (QPP), exploiting the quantum permutation
space for high entropy. However, potential vulnerabilities
might arise from errors in the QPP algorithm, impacting the
reliability of generated numbers. Over time, as with most
PRNGs, there’s a theoretical risk of predictability emerging,
potentially compromising its unpredictability.

In [96], Akhshani et al. introduced a PRNG based on
the quantum logistic map, showing strong pseudorandom
number generation. The method boasts fast computation
using equations from the quantum chaotic map and has
passed rigorous tests such as NIST, DIEHARD, and
TestU01 [97], [98], proving its reliability. However, potential
vulnerabilities in the underlying equations and untested
resilience against advanced statistical analyses or quantum
attacks pose concerns.

In [99], Iavich et al. explored quantum mechanics for
generating genuinely random numbers, crucial for modern
cryptographic protocols. The authors discussed the certifica-
tion methods for evaluating device performance and delve
into self-testing and device-independent quantum random
number generation, proposing a semi-self-testing certifica-
tion method that enhances randomness security and speed
compared to self-testing. Their scheme uses only quantum
mechanics, which can make it vulnerable to differential
attacks.Moreover, it can also reduce the accuracy of detecting
irregularities when a large dataset is used as input.

In [100], Avesani et al. developed a source-device-
independent scheme that is based on positive operator
value measurements (POVM) [101], with a major focus
on heterodyne measurements. The scheme provided a
secure generation rate of 17.42 Gbit/s without needing
initial randomness. The robustness of the scheme against
several cyberattacks in a finite-key scenario is validated.
However, the heterodyne measurements and parameters are
not optimized in the scheme, making it suspectable and
challenging for security assurances over time.

In [102], Sanguinetti et al. analyzed QRNGs and their
potential for strengthening cryptographic security by offering
highly random keys. The authors noted current QRNG limi-
tations in terms of cost, size, and power, causing widespread
adoption. Highlighting progress in making mobile cameras
better, especially in capturing very low light, they used such
improved cameras to create random numbers that are based
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TABLE 4. Summary of existing techniques based on quantum image watermarking schemes.

on quantum principles. Depending on devices such as mobile
cameras can make the system vulnerable due to its lower
sensitivity and can also be influenced by external factors,
which could ultimately impact how random and reliable the
generated numbers are.

In [103], Truong et al. performed a machine learning (ML)
analysis to evaluate the impact of deterministic classical
noise on an optical continuous variable QRNG. The ML
model successfully detected correlations in the data points
and demonstrated the resilience of the QRNG after removing
and filtering any randomness from the entire data set. Their
scheme has shown the robustness of ML approaches by
gauging the randomness of the generated numbers from
both the QRNG and a congruential RNG (CRNG) [104].
The limitations of ML include adapting to unforeseen noise
patterns and different RNG systems because it relies on
predefined parameters. Furthermore, encountering new noise
types not accounted for in the training data can compromise
the effectiveness of the ML approach in terms of evaluating
RNG quality.

In [105], Iavich et al. proposed a mathematical model
for a fast and cost-effective random number generator
that emphasizes its reliance on quantum mechanics for
randomness and unpredictability. The authors proposed

a semi-self-testing certification method for QRNG that
depends on photon arrival time (PAT) [106]. The only
dependency on PAT can affect precision, thus impacting
randomness. The effectiveness of the method in countering
all QRNG vulnerabilities remains a research gap for ensuring
robust security. The cryptographic schemes derived from
quantum random number generation are summarized in
Table 5.

VI. QUANTUM SECURE IMAGE TRANSMISSION
In this section, we delve into quantum random number
generation to secure digital data. With an increasing need
for random numbers for the security of the digital, several
researchers have proposed different techniques to generate
random numbers using the concept of quantum theory.
In [107], Anitha et al. proposed the Quantum Chaos-
based Network-centric Encryption for Data Transmission
(Q-CNEST) protocol for secure transmission of digital data.
The encryption process involves the creation of secret keys
through quantum chaotic logistic maps, which are based
on random network parameters [108], [109]. After that,
pixel diffusion and permutation are performed between
the image pixels using the generated random cipher keys.
Experimental results and analysis have shown that Q-CNEST,
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TABLE 5. Summary of existing techniques based on quantum Random Number Generation.

which utilizes network characteristics as initial conditions,
can generate highly complex encrypted data. Moreover,
Qiskit packages demonstrated the robust randomness of
the encryption scheme, which makes it effective against
conventional and differential attacks and allows the secure
transmission of medical data. However, the vulnerability of
the scheme and its untested resilience against sophisticated
cryptographic attacks remain areas of concern.

In [110], Guo et al. proposed a Feistel-based quantum
image encryption based on encryption quantum circuits. The
authors proposed a modified Feistel structure, continuing a
128-bit block cipher that merges Feistel and substitution-
permutation networks [111], [112]. The quantum circuit
designs were validated through simulations and experimental
results, which showed their resistance against statistical
attacks. However, quantum encryption circuits can be vulner-
able to future quantum computing.

In [113], Liu et al. proposed a three-level quantum
image encryption (3QIE) scheme using the Arnold transform
and logistic map, which incorporates block-level permu-
tation [114], bit-level permutation [115], and pixel-level
diffusion [116] for robust encryption. The 3QIE employs an
enhanced version of the quantum representation model for
the conversion of classical images into quantum form using
the quantum Arnold transform (QArT) [117]. The encryption
process also includes iterative block-level permutations and
bit-level rearrangements based on a logistic map-generated
sequence [118]. In recent years, the Arnold transform and
logistic map have shown non-robust encryption results.
Therefore, the 3QIE might be attacked by cipher-text-only or
cipher-text-chosen attacks.

In [119], Janani et al. investigated the efficiency of
quantum image encryption in telemedicine applications.
The investigation process involves quantum block-based
spatial transformations [120]. Their proposed cryptosystem
aimed to enhance the security of medical images with
multiple protection levels and layers [121], [122]. Using
plain image-derived seed values and quantum block-based
scrambling strengthened the security of the medical data.

The system ensured image integrity via dedicated quan-
tum encryption by concealing only the region of interest
(ROI) of the plaintext data. Simulations on the Cancer
Imaging Archive dataset [123]validated the efficiency in
terms of security of the proposed multiple-level and layer-
based encryption, ultimately fortifying medical image con-
fidentiality in telemedicine applications. Reliance on plain
image-derived seeds that are untested against differential
attacks compromises its security.

In [124], Qu et al. proposed a new protocol for
secure healthcare information transmission. The protocol
employs three layers to implement pixel embedding and
encryption simultaneously. The encrypted data are trans-
mitted through a quantum channel as a quantum state
that shows high security [125]. This protocol also serves
as a quantum image steganography method that enhances
security and prevents various cyberattacks during informa-
tion transmission. The embedding of secret information
within quantum states can pose a vulnerability to quantum
computing [126].
In [127], Wen et al. proposed a new image encryp-

tion scheme that combined a quantum chaotic map with
security-enhanced mechanisms to improve security. The
system incorporated a plaintext correlation system and a
diffusion-permutation-diffusion network that is validated on a
secure communication platform to demonstrate its robustness
against cryptographic attacks. The reliance on the quantum
chaotic map exposes vulnerabilities if patterns in these
sequences are exploited, and therefore the resilience of the
system against more advanced attacks beyond the analyzed
parameters remains unverified.

In [128], Peng et al. proposed a secure data transmission
scheme that combines image compression [129], encryption,
image fingerprinting [130], and digital image watermark-
ing [131]. Their scheme enhanced transmission efficiency,
security, and authenticity in telemedicine applications. The
high reliance on perceptual hash algorithms makes them
prone to attacks targeting hash functions that undermine
image authenticity.
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A. QUANTUM STEGANOGRAPHY
Quantum secure image transmission refers to the use of the
principles of quantum communication to ensure the secure
and confidential transmission of digital images. In recent
years, quantum computing has been frequently used for the
secure transmission of information. In [132], Jiang et al.
proposed a two-blind LSB steganography algorithm based
on quantum circuits for quantum images. The plain LSB
and block LSB methods involve substituting LSB directly
and embedding message bits in image blocks, respectively.
Experimental results showed strong invisibility and adaptable
capacity that make the encryption scheme strong against
advanced cyberattacks, and targeting LSB manipulation or
block embedding can also enhance the robustness of the
encrypted message.

In [133], Yang et al. investigated a quantum hash
function that is derived from modified quantum walks and
enhances security and privacy amplification in quantum
key distribution. The authors also highlighted the ability of
the proposed scheme for the generation of pseudo-random
numbers due to the inherent chaotic dynamics [134], [135].
After that, utilizing the quantum hash function, an image
encryption scheme is proposed for the secure transmission
of digital data. The encryption scheme is validated through
simulations and tests, which showed its adaptability across
several security tests, but it can be vulnerable in terms of
modified quantum walks. Moreover, the unverified resilience
against cyberattacks raises concerns about its effectiveness
and robustness in highly sophisticated attack scenarios.

In [136], Qu et al. proposed the controlled flexible rep-
resentation for quantum image Steganography (CFRQIES),
which offers enhanced control over information transmission
security. Their secure, controlled quantum image steganog-
raphy algorithm utilizes the controlled access mechanism
of CFRQI to enhance imperceptibility and security. The
proposed algorithm is not strong enough to defend itself
against advanced quantum attacks.

In [137], Qu et al. proposed a QIS-IEMD quantum
image steganography protocol with an enhanced Exploiting
Modification Direction (EMD) algorithm [138]. Expands
modification ranges that employ dynamic subgroup sharing
and embeds information across multiple-bit planes, demon-
strating its practicality through dedicated quantum circuits.
The experimental results and the analysis showed the superior
imperceptibility of QIS-IEMD and its efficiency rate. The
vulnerabilities in the expanded modification ranges and
dynamic subgroup sharing of the QIS-IEMD protocol can
compromise embedded information security.

In [139], Zhou et al. introduced a quantum image steganog-
raphy method using NEQR and LSB, assuming specific
image sizes and employing scrambling techniques controlled
by operator keys for embedding and extraction. Their
validation involved evaluating PSNR, capacity, security, and
circuit complexity [140], [141]. However, the vulnerability
lies in the scheme’s reliance on operator-controlled keys,

potentially leading to compromise, while the reliance on
scrambling techniques could be undermined by evolving
decryption methods.

In [142], Jiang et al. proposed a quantum image steganog-
raphy scheme using Moiré patterns by embedding and
extracting images securely without keys. Their steganog-
raphy scheme relied on NEQR and recursive quantum
circuits, which were evaluated using experimental analysis
for effectiveness. The keyless nature poses vulnerability to
unauthorized access, and the reliance on Moiré patterns is
susceptible to evolving decryption methods that compromise
long-term robustness.

In [143], Qu et al. proposed a quantum image steganog-
raphy algorithm using the EMD technique, in which
(2N+ 1) modifications are made within the groups of carriers
of pixels to represent secret digits. In their proposed encryp-
tion scheme, a quantum circuit for EMD is incorporated to
show robust performance in MATLAB simulations across
various security metrics. Several vulnerabilities related to
security and computational time complexity can arise from
the (2N + 1) notation system. Furthermore, its real-world
resilience against advanced decryption methods remains
unverified. This shows the challenging nature of the proposed
scheme in terms of robustness outside controlled settings.

In [144], Sharma et al. proposed an image steganography
scheme that uses graph signal processing. Their proposed
technique involved quantum scrambling to create a scrambled
image, followed by graph wavelet transformations [145] and
α blending of signals from the cover and encrypted images.
The method demonstrated exceptional visual quality for both
the stego and extracted encrypted images because of the
improved interpixel correlation. The vulnerabilities lie in
the highly reliance on quantum scrambling of the technique
against advanced structural analysis methods that impact the
overall security and recovery of the encrypted and hidden
information.

In [146], Atty et al. proposed a quantum image steganog-
raphy method in which Hadamard transformation and NEQR
are used to embed quantum text messages into quantum
images. This allows the message to be recovered only from
the stego image. Their proposed approach filled a prior
gap in quantum image steganography. The results of the
simulation highlighted its strong capacity, invisibility, and
security. Potential vulnerabilities as weaknesses are found in
Hadamard transformation and NEQR [147] that compromise
the security of the embedded quantum text. In addition,
real-world testing against advanced quantum decryption
techniques is crucial to assess its practical resilience.

In [148], Hu et al. proposed a quantum steganography
scheme in which binary images are embedded into a color
carrier image using a modified exploiting modification
direction algorithm. The security of the stego image is
enhanced by generating a secret key through an exclusive
OR (XOR) operation on two secret images. Detailed quantum
circuit analysis and MATLAB simulations showed the strong
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imperceptibility and security of the algorithm. The utilization
of XOR operations in the generation of secret keys can
comprise security. The real-time applications and perfor-
mance of the algorithm against advanced quantum decryption
techniques pose challenges for uncontrolled environments.
Table 6 provides a summary of cryptographic schemes based
on quantum encryption and quantum stegnography.

VII. ADVERSARIAL NEURAL NETWORKS IN IMAGE
ENCRYPTION
Adversarial neural networks in image encryption use gen-
erative adversarial networks (GANs) to create enciphered
images [149], [150], [151]. The generator network produces
encrypted images, while the discriminator network learns
to differentiate between enciphered and plaintext images.
In [152], Maung et al. presented an image encryption
scheme using adversarial defense to draw inspiration from
traditional perceptual encryption schemes. Their method
employs block-wise pixel shuffling with a secret key for both
training and test images. Evaluation against various attacks
showed its effectiveness in terms of high accuracy. having
superior performance against existing defenses, the reliance
on pixel shuffling with a secret key creates the vulnerability.
Also, its resilience against a broader range of evolving attacks
requires further verification.

In [153], Meraouche et al. proposed a multi-agent adver-
sarial neural network model for securing communication
between Alice and Bob against cyber-attacks. Unlike existing
methods such as [154], [155], [156], and [157] that require
shared symmetric information, this model allows Alice and
Bob to train themselves using asymmetric information. The
five-agent setup includes Alice, Bob, Eve (the eavesdropper),
and neural networks generating public and private keys from
secret random noise provided by Bob. This key generation
process allows encryption by Alice using the public key and
decryption by Bob with the private key, which prevents Eve
from recovering the message with the public key. The model
faces vulnerabilities in potential adversarial attacks on key
generation that compromise message integrity.

In [158], Li et al. proposed the Adversarial Network
Encryption System (ANES) by incorporating adversarial
networks with senders, receivers, and various attackers.
The authors devised three ANES variations that simu-
late various password attacks that employ a general loss
function. ANES autonomously learned one-time-pad (OTP)
algorithms through one-to-one adversarial training, showing
higher proficiency against robust opponents and showcasing
potential even when subjected to Chosen Ciphertext Attacks.
The ANES can struggle to adapt to evolving attacks,
potentially limiting its effectiveness against emerging threats.
Furthermore, its reliance on adversarial training renders it
vulnerable to adversarial examples or perturbations.

In [159], Coutinho et al. analyzed the security of crypto-
graphic algorithms that are generated via adversarial neural
cryptography (ANC). The authors used an artificial neural
network (ANN) [160] to train an advanced security system

known as the ANC model, which is how to independently
learn the OTP algorithm. This algorithm is extremely
secure for communication. The AI agents demonstrated the
capability to secure messages automatically without the need
for human involvement. The reliance of ANC on neural
networks exposes it to potential adversarial attacks targeting
the learning process, which poses a threat to its cryptographic
algorithm generation. Furthermore, with evolving AI capabil-
ities, ANC could face increased susceptibility to advances in
AI-generated attacks.

A. ADVERSARIAL NEURAL NETWORKS WITH CHAOS
In [161], Fang et al. highlighted a few flaws, such as
instability of the chaotic system [162] and limited key
space [163] in existing image encryption schemes that
employ chaotic systems. To overcome such challenges, the
authors proposed a new block-based encryption scheme.
In their encryption process, an enhanced version of the
hyperchaotic system [164] and the secret keys having a large
key space are integrated with neural networks, GANs, and
an improved Feistel structure to encrypt images at a pixel
level to enhance the security and efficiency of the encrypted
images. There are a few initial and control parameters used in
the hyperchaotic system, which makes the encryption scheme
vulnerable to brute-force attacks.

In [165], Fang et al. proposed another block-based
image encryption scheme that uses deep convolutional
generative adversarial networks (DCGANs), quaternions,
an improved Feistel network [166], and a comprehensive
scrambling-diffusion process. Their proposed encryption
scheme involved creating a new hyperchaotic system that is
integrated with DCGANs to generate a complex key stream.
This stream is combined with quaternions and an enhanced
Feistel network, which encrypts color plaintext images via a
key block matrix. The security of the encryption algorithm
is assessed in terms of quantitative and qualitative analysis.
Again, the hyperchaotic make their proposed encryption
systems vulnerable to brute-force attacks due to a small
number of initial and control parameters, which is also a
source of small key space.

In [167], Man et al. used Least Squares Generative
Adversarial Networks (LSGAN) to create a robust random
number generator that is trained with six diverse chaotic
systems. Their method successfully passes NIST randomness
tests for encryption keys. However, LSGAN’s susceptibility
to adversarial attacks.

In [168], Wu et al. merged ANC with SHA-256 [169],
which controls the chaotic systems, to strengthen the image
encryption scheme against known-plaintext and chosen-
plaintext attacks. The authors used a GAN to create an
intermediate image and then XOR it based on a logistic map
for the final ciphertext. It also leverages the non-linearity of
the neural network to improve resilience. However, there may
be weaknesses related to ANC if it has vulnerabilities or if
smart attackers use advanced techniques to understand the
complex workings of the neural network.
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TABLE 6. Summary of existing techniques based on quantum encryption and quantum stegnography.

In [170], Alsafyani et al. proposed an advanced face
feature encryptionmethod that combines image optimization,
cryptography, and deep learning. Their approach integrates
an optical chaotic map to bolster key security within a 5D
conservative chaotic method. Using ML-based concealment
of data with a hidden factor and secure Crypto GANs and
a chaotic optical map, the encryption and decryption of
facial images are controlled. However, a weak optical chaotic
map, or the Crypto GANs, makes the system vulnerable to
cyberattacks. Additionally, while aiming to maintain privacy,
adversarial methods may target the decryption process or the
ML-based data concealment, which can be risky in terms of
the security of the encrypted facial images.

In [115], Li et al. proposed a steganography method that
embeds encrypted images within plaintext cover images
using chaos encryption and CNN transformations. Employ-
ing GANs enhances the concealment by creating stego
images that resemble the cover image. Adversarial methods
might also target the weight allocation mechanism, which
affects network efficacy and compromises concealed infor-
mation secrecy.

In [171], Hao et al. developed a blockchain-based infor-
mation sharing protocol for zero-trust environments that is
specifically capable of filtering fabricated data and securing
participant privacy. Potential privacy issues may arise if the
security measures of the protocol are not sufficiently robust.
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Table 7 encapsulates an overview of cryptographic schemes
with a foundation in adversarial neural networks.

VIII. CHAOTIC NEURAL NETWORK
A chaotic neural network integrates the principles of chaos
theory to secure digital data. This incorporation of chaotic
dynamics enhances the ability of a network to handle complex
and large amounts of data and improves its robustness
in terms of security. In [172], Bigdeli et al. proposed an
image encryption/decryption algorithm based on a chaotic
convolutional neural network (CCNN) with two layers, such
as a chaotic neuron (CN) [173] and a permutation neuron
(PN) [174]. While the method aims for robustness through
iteration, vulnerabilities arise in the weaknesses of the CNN
design. Moreover, sophisticated cryptanalysis could also
exploit the patterns of the plaintext images in a few iterations.

In [175], Chauhan et al. proposed an image encryption
scheme that utilizes a CCNN and depends on unpredictable
chaotic systems to determine neural network weights.
Vulnerabilities in this approach arise in the design of the
network and the chaotic sequences that are generated for
weight determination.

In [176], Maddodi et al. combined neural networks
and chaos for the secure transmission of digital images.
By employing a CCNN for encryption and dynamic param-
eter updates, the system provides robust security for digital
data. However, there are challenges and weaknesses in the
dynamic parameters of the chaotic neural network.

In [177], Wang et al. proposed an image encryption
technique that is based on complex and time-delayed neural
networks. Their proposed scheme has a large key space
with a multicable hyperchaotic system. There are a few
vulnerabilities in the complex network that cause decryption
failure and affect the retrieval of the original image data.

In [178], Chen et al. proposed a color image encryption
technique that integrates DNA encoding [179], [180] and
chaos to enhance the security of digital data. Further, the
authors utilized a fractional-order discrete Hopfield neural
network (FODHNN) [181] for the generation of random
sequences based on chaos. Employing DNA encoding and
diffusion techniques, along with confusion and diffusion
operations, can further strengthen the security of the
encrypted data.

A. HOPFIELD CHAOTIC NN
In [182], Chen et al. proposed a three-dimensional neural
network and investigated its dynamic behavior with the
aim of focusing specifically on synchronization. They used
the synchronized network to secure the digital grayscale
images. As the synchronized network is specifically used for
distributed systems in recent years [183], [184], [185], [186],
it might not be fit to provide robust security to the digital
images, and it can also impact the encryption accuracy.

In [187], Wang et al. proposed a chaos-based color image
encryption scheme in which multiple chaotic maps and
a Hopfield chaotic neural network are incorporated. The

chaotic maps used in their proposed scheme have only two
control parameters and three initial conditions, which are
not enough to provide a large key space. A small key space
can make the encryption scheme vulnerable to brute force
attacks [56].

In [188], Hu et al. investigated an existing color image
encryption algorithm [189]. The authors used a Hopfield
chaotic neural network (HCNN) to find permutation and
diffusion keys for cryptanalysis. The weaknesses related to
a chosen plaintext attack make decryption easy for attackers
from the original data. This security challenge compromises
the integrity of the encryption scheme.

In [190], Liu et al. proposed a color image encryption
scheme that is based on diffusion and scrambling operations.
After incorporating the first-level diffusion, a second diffu-
sion matrix is also derived from a HCNN. The aim of their
proposed encryption scheme is to prevent chosen-plaintext
attacks and enhance key sensitivity. Additionally, secondary
scrambling steps target specific pixels for enhanced security.
The possible vulnerabilities in this encryption method can be
the weaknesses of the second diffusion process driven by the
HCNN and the secondary scrambling step.

In [191], Sha et al. employed fractional-order Hopfield
neural networks (FO-HNN) and a three-input logic valve-
based diffusion technique in cryptography for enhanced
image security. In [192], Wu et al. proposed a color image
encryption scheme to secure grayscale images. A distinct
five-dimensional hyperchaotic system [193] with the HCNN
is integrated into their encryption algorithm. This approach
utilized image chunking [194] for key generation and
pseudo-random sequences from these systems as key streams,
which is a source for enabling pixel-level scrambling and
the dynamic selection of DNA operation rules. However,
the generated chaotic sequences are predictable due to the
non-optimized parameters used in their scheme, which can
compromise the security of the encrypted images. The
summary of their cryptographic schemes, which are built on
chaotic neural networks, is outlined in Table 8.

IX. DEEP LEARNING BASED IMAGE ENCRYPTION
Deep learning-based image encryption utilizes neural net-
works to improve the security of digital data. These networks
are trained to learn complex patterns in images and create
robust encryption techniques. In [195], Ding et al. proposed
a deep learning-based network that acts as a stream cipher
generator to create private keys (DeepKeyGen) to encrypt
medical images. Their proposed encryption framework
employs a GAN and DeepKeyGen, which aim to learn the
mapping between initial images and their corresponding
secret keys. The authors evaluated its performance using the
Montgomery County chest radiograph dataset, the Ultrasonic
Brachial Plexus dataset, and the BraTS18 dataset. However,
the efficiency of DeepKeyGen is compromised as the GAN
struggles to capture the intricate features in medical images.

In [196], Zhou et al. introduced an optical encryption
method using two-channel detection and deep learning.
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TABLE 7. Summary of existing techniques based on adversarial neural networks.

They employed random binary masks [197] and a neural
network to encrypt and decrypt images, mapping speckled
images to their originals. However, security risks arise if
the neural network or matrix keys are exposed, allowing for
possible reverse engineering. Additionally, dependence on
deep learning for decryptionmay pose vulnerabilities in noisy
or distorted image conditions.

In [198], Ahmad et al. devised a Perceptual Encryption
(PE) method for color and grayscale images, enhancing
security with minor bitrate increases compared to traditional
methods. However, vulnerabilities may arise if smaller block
sizes compromise encryption strength, enabling potential
decryption weaknesses. Additionally, their application in a
smart hospital using outsourced healthcare cloud services
for tuberculosis diagnosis, employing an EfficientNetV2-
based model [199] and noise-based data augmentation [200],
might face challenges if synthetic data lacks accuracy or

fails to represent the complexity of medical images, affecting
diagnostic reliability.

In [201], Schiopu et al. proposed an innovative dual step
approach for lossless image compression that incorporates
deep learning to predict pixel values more accurately than
traditional methods. The context tree-based bit-plane codec
encodes prediction errors, which offers varying compression
performance and complexity trade-offs. Inefficiencies in the
ability of the codec to model and encode prediction errors
impact compression performance, especially across diverse
image datasets.

In [202], Abdellatef et al. proposed an image encryption
approach to link CT images used in the diagnosis of
COVID-19 with facial images. Using a CNN, the authors
extracted facial features to adjust initial states by generating
chaotic matrices applied in the Chaotic Magic Transform
(CMT) [203] and bitwise XOR operations. The inadequacies
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TABLE 8. Summary of existing techniques based on chaotic neural network.

in the contribution of chaotic matrices compromise the
encryption process, making it insufficient for pixel scram-
bling and affects the overall security of the encrypted CT
images.

In [204], Raja et al. proposed optimal deep learning
with secure drone communication (ODLIE-SDC) techqniue
for the classification and encryption of digital images.
Their proposed method combines hyperchaotic map-based
image encryption using the rider optimization algorithm
(ROA) [205] for key generation. In their proposed approach,
image classification is performed through the utilization
of EfficientNet-B4-CBAM [206] for feature extraction and
an enhanced stacked autoencoder (ESAE) [207] for clas-
sification. The hyperparameters of EfficientNet-B4-CBAM
are determined using Bayesian optimization (BO) [208].
However, encryption lacks resilience against sophisticated
attacks that compromise data security. Additionally, reliance
on rider optimization and Bayesian optimization limits
adaptability in dynamic scenarios.

In [209], Ding et al. proposed a DeepEDN that operates as
a deep learning-based system to secure digital images using
a Cycle-GAN [210]. Decryption involves a reconstruction
network, whereas an ROI-mining network facilitates object
extraction from enciphered images. The evaluation was
conducted on a chest X-ray dataset. The Cycle-GAN is not
suitable for proper concealment of sensitive information.

A. DEEP HASHING
In [211], Wang et al. proposed Weighted Generative
Adversarial Networks (WeGAN) to create hashing codes by
transferring clustering data from images. WeGAN involves
three key modules: hashing, learning to derive individual
image codes from image sets to generate image content,
and tag representations. While the discriminator is used
for weighted loss functions to handle uncertainties between
images and tags, the security of the WeGAN is compromised
as the discriminator fails to distinguish between generated
and original data accurately.
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In [212], Li et al. proposed a Bi-Half Net, which is an
unsupervised deep hashing layer aiming to maximize binary
code entropy by ensuring an equal distribution between bit
values. They bypassed adding terms to the loss function due
to optimization challenges, which can create a parameter-free
network layer to mold continuous image features towards
this optimal half-half bit distribution. This layer maximizes
the Wasserstein distance penalty between learned features
and the non-ideal bit distribution, which is the source of
minimizing the entropy value of the encrypted images.

In [213], Liu et al. proposed a Deep Supervised Hashing
(DSH) algorithm for efficient image retrieval on large
datasets that utilizes CNNs to tackle image variability.
Their proposed encryption scheme is trained on image pairs
(similar or dissimilar) to create similarity-preserving binary
codes. A detailed loss function enhances the discriminability
of the output space by integrating supervised information
from input pairs while regularizing real-valued outputs to
approximate desired discrete values. This allows query
image encoding through network propagation and subsequent
quantization for data retrieval. However, the hyperparameters
of CNN are not fully optimized in the encryption scheme,
making it suspectable against different cyberattacks, such as
entropy attacks, histogram attacks, and differential attacks.

In [214], Zhang et al. proposed a novel Deep Rein-
forcement Learning approach for Image Hashing (DRLIH),
presenting hashing learning as a sequential decision-making
process to enhance retrieval accuracy. This pioneering
method uses recurrent neural networks (RNNs) [215] as
agents within a hashing network, allowing sequential actions
for image projection into binary codes and considering errors
from previous functions. Furthermore, a sequential learning
strategy in DRLIH captures decision-making that makes
the combined state representation of the internal and image
features of RNN. However, the weak sequential learning
strategy might limit the overall effectiveness of DRLIH in
learning robust image hashing.

In [216], Cui et al. proposed SCAlable Deep Hashing
(SCADH) to enhance image retrieval by leveraging super-
vised user tags. Their proposed framework uses deep neural
networks to jointly learn image representations and hash
functions. This enhances the discriminative power of social
tag semantics. Additionally, a discrete hash optimization
scheme is also proposed to avoid information loss from binary
quantization. However, the effectiveness of SCADH relies on
the quality of weakly supervised user tags that can limit the
hash code’s discriminative power.

In [217], Zhang et al. proposed a supervised learning
system to generate compact hashing codes from raw images.
The authors organized triplet-based training to optimize
similarity margins and enforce adjacency consistency. The
proposed system utilizes a deep neural network for feature
extraction and hash function optimization. However, triplet-
based training does not capture real-world data.

In [218], Gattupalli et al. proposed a supervised semantic
image hashing scheme that incorporates Deep Hashing using

Tag Embeddings (WDHT) and user-generated tags to train
hash codes. The reliance of WDHT on these tags for weak
supervision limits its efficiency, as the tags inaccurately
capture image content.

In [219], Verwilst et al. proposed an improved deep
image hashing scheme by integrating variational autoencoder
advancements, which shows better performance in terms of
security and computational time complexity. This approach
struggles with diverse image features and faces chal-
lenges in handling complex representations, which affects
adaptability across different datasets. Table 9 provides a
summary of cryptographic schemes that utilize deep learning
techniques.

X. MACHINE LEARNING BASED IMAGE ENCRYPTION
In recent years, machine learning algorithms have been
employed in encryption techniques to enhance the security of
digital images while simultaneously reducing computational
complexity. The reduction in the computational time of
encryption algorithms may facilitate the seamless integration
of encryption schemes into real-time applications. In [220],
Shafique et al. developed an approach to selecting encryption
algorithms (EAs) customized for specific applications using
pattern recognition and machine learning techniques while
evaluating various methods such as suport vector machine
(SVM), linear regression (LR), decsion tree (DT). SVM
emerged as the preferred technique, exhibiting 98.7% clas-
sification accuracy. However, focusing solely on accuracy
might disregard factors like vulnerability to attacks and the
EA’s adaptability across diverse security needs. Relying on a
single machine learning model might restrict the algorithm’s
suitability across different datasets and application scenarios.

In [221], Liu et al. adapted AlexNet, a modified convo-
lutional neural network supplemented with a preprocessing
module to encrypt image text, using chaotic sequences
from Logistic-Sine and Lorenz systems. This fusion formed
a real-time encryption model, which shows a recognition
accuracy of 94.37% in the feature extraction process. AlexNet
limits its adaptability across various real-time scenarios.

In [222], Zhang et al. proposed a machine learning-
based system, High Efficiency Video Coding (HEVC), that
optimizes coding complexity through a CU depth decision
strategy. Their proposed approach integrates a joint classifier
and RD complexity model that reduces computational load
by an average of 51.45% compared to the original HEVC test
model. The efficiency of the proposed model is limited by its
inability.

In [223], Sinhal et al. proposed a secure color image
watermarking scheme by utilizingYCbCr color space, integer
wavelet transform (IWT) [224], and discrete cosine transform
(DCT) [225]. Their proposed scheme enhances the security
of the digital images through a Mersenne Twister random
number generator for block selection during watermark
insertion. An artificial neural network (ANN) optimizes
computational efficiency. The Mersenne Twister generator is
compromised, which poses a risk to watermark security.
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TABLE 9. Summary of existing techniques based on deep learning methods.

In [226], Revanna et al. proposed an image classification
and encryption system using the Optical Character Recog-
nition (OCR) [227] and K-NN methods. Their proposed
approach prioritizes documents based on OCR-identified text
and numbers and employs multi-dimensional chaotic maps
for encryption with varied security levels. The system is
vulnerable to attacks on the OCR system, which makes the
system risky.

In [228], Arumugam et al. proposed an enhanced medical
image encryption scheme by combining DNA subsequence
operations and an improved Combined Linear Congruen-
tial Generator (C-LCG). Their proposed method involves
scrambling the original image with C-LCG and bit rotation
operation (BRO), which applies the DNA subsequence
operations for effective encryption, and emphasizes safety
improvements through machine learning. The encryption
scheme is vulnerable to attacks on the underlying algorithms,
which poses a risk to information confidentiality. Crypto-
graphic schemes based on machine learning are summarized
in Table 11.

A detailed comparison of a few of the existing encryption
schemes, which are reviewed in the proposed survey, is also

conducted. The comparison is made in relation to the
applications they serve and the technologies employed
in their respective schemes. This thorough examination
aims to provide an understanding of encryption approaches
in accordance with the implementation of the encryption
scheme in real-time applications. Tables 12 and 13 provides a
summarized analysis of existing schemes, encompassing the
applications and technologies utilized in image encryption
algorithms.

XI. CHALLENGES AND FUTURE DIRECTIONS
Based on the proposed survey of the existing cryptographic
techniques, certain challenges are highlighted. Moreover, the
corresponding future directions and advancements to address
these challenges are also outlined as follows:

• Quantum Computing Threats
Challenge: The advent of quantum computers creates
threats to traditional cryptographic algorithms specif-
ically in the area of image encryption. Moreover,
quantum computers can breach the security of such
encryption schemes.
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TABLE 10. Continued: Summary of existing techniques based on deep learning methods.

TABLE 11. Summary of existing techniques based on machine learning methods.

Future Direction: Research efforts should be focused
on developing quantum-resistant encryption techniques,
exploring post-quantum cryptography, and investigat-
ing more enhanced QKD for secure transmission of
information.

• Integration of Quantum and Classical Approaches:
Challenge: Integrating quantum and classical com-
puting approaches simultaneously in image encryption

is a difficult task. Combining the strengths of both
frameworks while addressing their interoperability is a
challenge.
Future Direction: Future research should explore
hybrid encryption schemes that incorporate the com-
putational advantages of quantum computing for dif-
ferent tasks while maintaining a high level of data
security.
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TABLE 12. Evaluation of current schemes in terms of their application.

TABLE 13. Evaluation of current schemes concerning the employed technologies.

• Limited Quantum Hardware Resources: Based on
the proposed survey that highlights the vulnerabilities
of existing cryptographic approaches, several challenges
and gaps in the existing research within the field of
cryptography have been identified. Addressing these
challenges and pursuing the outlined future directions
is essential for advancing the state of cryptography. The
challenges and their corresponding future directions are
delineated below:
Challenge: Quantum hardware resources such as qubits
and quantum gates are prone to cyberattacks due to
limited error correction techniques. This limits the
practicality and efficiency of quantum-based image
encryption techniques.
Future Direction:Continued advancements in quantum
hardware and the development of scalable quantum
processors are essential to enhance the security of
quantum-based encryption techniques.

• Adversarial Attacks in Machine Learning-Based
Encryption:
Challenge:Machine learning-based encryption schemes
are vulnerable to adversarial attacks where an attacker
modifies the input data to break the integrity.

Future Direction: Developing adversarial-resistant
machine learning models and the incorporation of
techniques such as adversarial training for encryption
are significant robust directions.

• Explainability and Interpretability:
Challenge:Deep learningmodels, especially neural net-
works, are often considered as ‘‘black boxes’’ with lim-
ited interpretability. Understanding the decision-making
process of these models is crucial to robust security in
image encryption applications.
Future Direction:Developing the deep learningmodels
using strategies such as simpler model architectures,
visualization, and counterfactual explanations for image
encryption can enable the users to understand and
evaluate the security mechanisms.

• Scalability and Efficiency:
Challenge: Some machine learning-based encryption
schemes may face challenges related to scalability and
efficiency when applied to real-time applications or
large-scale image datasets.
Future Direction: Improving the scalability and effi-
ciency of these schemes through algorithmic optimiza-
tion, parallelization, batch processing, and distributed
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computing can be essential and helpful for practical
implementation.

XII. CONCLUSION
The proposed research presents a comprehensive overview of
recent cryptographic algorithms, including image encryption
algorithms. The proposed survey encompasses various cryp-
tographic categories, such as quantum encryption, quantum
random number generation for image encryption, adversarial
neural networks, deep hashing, and chaotic neural networks,
as well as machine learning and deep learning-based encryp-
tion schemes. These categories are thoroughly explored in
terms of their application domains, real-world performance,
and resilience against cyberattacks. Furthermore, the survey
identifies vulnerabilities and proposes potential solutions to
address these challenges. A detailed comparison is made
between the applications and technologies employed in
existing cryptographic schemes to determine the suitability
of each technique for specific applications. Additionally,
a comparison between the proposed survey and an existing
survey reveals a substantial difference in the covered cate-
gories. The proposed survey, which covers most categories
not included in the existing survey, proves to be invaluable
for a comprehensive understanding of existing cryptographic
techniques. Finally, the research highlights the challenges
that can be faced during the development of cryptographic
schemes and then provides the corresponding future direc-
tions that can be used to overcome these challenges and
promote advancements in cryptographic research.
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