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ABSTRACT In this paper, we propose a novel RSU-assisted hybrid road-aware routing algorithm, RHRA-
DRL, designed for urban vehicular networks to optimize real-time data delivery considering dynamic road
conditions. The algorithm minimizes broadcast overhead and efficiently determines optimal routing paths
by incorporating two key components. Firstly, a multihop road-segment reward-based ad-hoc (RRAH)
routing algorithm is introduced to adaptively respond to changing vehicle topologies within road segments.
Rewards are calculated based on performance metrics, and the segment reward integrates into RSU-to-RSU
(R2R) routing. Secondly, a distributed Q-learning-based road-aware (DQRA) routing algorithm determines
RSUs traversed during data transmission using a decentralized agent reinforcement learning approach. The
combination of these algorithms in RHRA-DRL ensures effective and consistent path establishment with
a unified reward system. Simulation results demonstrate the superiority of RHRA-DRL over AODV in
Internet of Vehicles (IoV) networks, showcasing enhanced communication, prolonged link lifetime, rapid
establishment and repair of routing paths, and reduced overhead.

INDEX TERMS Data routing, distributed reinforcement learning, intelligent transportation system, Internet

of Vehicles, vehicular ad hoc networks.

I. INTRODUCTION

The accelerated urbanization and the surging proliferation
of vehicles on roadways necessitate a critical enhance-
ment of transportation systems. Addressing this challenge
extends beyond the purview of mechanical engineering,
now encompassing the expertise of computer professionals.
Consequently, a spectrum of methods and solutions is mate-
rializing within the domain of the Internet of Vehicles (IoV).
IoV, an outgrowth of the Internet of Things (IoT), constitutes
a dynamic network infrastructure establishing connectivity
among vehicles, users, and an array of intelligent devices
through the Internet. The number of vehicles seamlessly
integrated into IoV systems is progressively on the rise, with
each vehicle assuming the role of a network node [1].
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Vehicular ad-hoc networks (VANETS) represent a spe-
cialized subset of IoV crucial for augmenting road safety,
operational efficiency, and user convenience. The distinctive
characteristic of VANET:s lies in the intricate nature of routing
decisions based on node locations, owing to the inherent high
mobility of these networks [2], [3]. Furthermore, VANETS
operate without centralized physical control, and their expan-
sive scope is marked by the perpetual variability in vehicle
speeds, resulting in frequent changes in vehicle positions
and network topology. Additionally, the transitory nature
of VANETSs necessitates frequent exchange of information
between vehicles and roadside units (RSUs) [4].

Within the realm of VANETS, a diverse range of com-
munication models is deployed, including vehicle-to-vehicle
(V2V), vehicle-to-infrastructure (V2I), and infrastructure-to-
infrastructure (I2I) communications, all of which facilitate
seamless communication among vehicles [5]. The ad-hoc

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

VOLUME 12, 2024

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 25385


https://orcid.org/0000-0002-7588-7991
https://orcid.org/0000-0002-2760-5638
https://orcid.org/0000-0003-2133-8679

IEEE Access

J.-H. Park et al.: RHRA-DRL: RSU-Assisted Hybrid Road-Aware Routing

on-demand distance vector (AODV) emerges as a widely
employed approach that considers the hop count for V2V
communication [6]. Another prominent routing strategy,
Dijkstra’s algorithm, is frequently applied to determine the
shortest paths [7]. The optimized link-state routing (OLSR)
algorithm represents an optimization of existing link-state
algorithms tailored to meet the requirements of mobile
wireless LANs [8].

Nevertheless, urban VANETSs confront a multitude of
challenges. Traditional cost-based proactive routing and on-
demand reactive routing methods encounter challenges in
promptly adapting to the dynamic environmental conditions
inherent in IoV [9]. Scaling issues arise during the recon-
struction of the entire network or reconfiguration of routes
due to minor adjustments in the road network. Frequent
route reconstructions become necessary to accommodate
environmental fluctuations, leading to significant signal
transmission and overhead. Consequently, recent studies have
witnessed a shift towards the adoption of reinforcement
learning (RL) solutions for IoV routing. However, challenges
such as slow convergence, a limited distributed system
learning structure, and reduced learning efficiency in short-
range routing between vehicles due to frequent topology
changes must be effectively addressed.

The primary contributions of this study are succinctly
summarized as follows:

o Introduction of road-segment reward-based ad-hoc
(RRAH) routing: We propose the RRAH routing method
for multi-hop vehicular route discovery and transmission
within a road segment. The Q-route discovery request-
and-reply packets are meticulously designed to update
vehicle communication information during broadcast-
ing. This strategic approach effectively reduces the
broadcast scope and expedites the repair process.

« Development of a comprehensive reward function: We
have devised a reward function to evaluate each vehicle
communication path, taking into account factors such
as vehicle movements and channel conditions. This
assessment considers total delay, total hops, minimum
link lifetime, and minimum link quality, aiding in the
determination of the optimal next node for relaying in
V2V ad-hoc routing. Moreover, this reward function is
hybridized in RSU-to-RSU (R2R) routing to ascertain
the next road segment.

o Introduction of distributed reinforcement learning
(DRL) routing scheme: We propose a DRL routing
scheme that adeptly responds to frequent changes
in topology and dynamic environments. Distributed
Q-learning-based road-aware (DQRA) routing is imple-
mented among RSUs, with multiple RSUs serving as
agents at intersections to facilitate R2R routing. This
enhances awareness of road traffic and ensures timely
responses to situational changes.

o Presentation of RSU-assisted hybrid road-aware dis-
tributed reinforcement learning (RHRA-DRL) routing
algorithm: We introduce the RHRA-DRL routing
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algorithm for the IoV, executing a two-step routing
process involving RRAH and DQRA. This innovative
approach establishes real-time data routing paths com-
prising a sequential set of vehicles and RSUs, thereby
minimizing overheads, enhancing environmental aware-
ness, and dynamically adapting to network changes.
The remainder of this paper is structured as follows:
Section II presents related work. Section III elaborates on
the proposed system model and the distributed reinforce-
ment learning-based RSU-assisted hybrid road-aware routing
algorithm. Section IV presents the simulation results and
performance comparisons with existing approaches. Finally,
Section V concludes the paper.

Il. RELATED WORK

This section provides an in-depth exploration of data routing
research, covering both traditional methods and intelligent
approaches to IoV. The greedy perimeter stateless routing
(GPSR) algorithm makes routing decisions based on the local
information regarding neighboring routers in a network topol-
ogy [10]. Proactive AODV (Pro-AODV)-based approaches
use AODV routing table information to minimize congestion
in VANETSs while maintaining other performance indicators
at acceptable levels [11]. Ant colony optimization (ACO)
and dynamic source routing (DSR) protocol-based routing
methods have been proposed for reactive path discovery
protocols that consider speed and fading conditions [12]. Ina
dynamic urban environment with constantly changing road
conditions, focusing solely on V2V routing for data delivery
is challenging.

Research has also been conducted on V2V and R2R
routing with RSU support in real-time changing road
environments. GyTAR is a geographic routing protocol based
on intersections in urban environments, where intersections
are dynamically selected based on changes in vehicle
traffic and distance. Vehicles select the nearest vehicle as
the next node towards the destination intersection [13].
Direction geographic source routing (DGSR) protocol com-
bines directional delivery strategy with geographic source
routing (GSR) in urban environments. The source node
obtains the location information of the destination node and
calculates the shortest path to the destination using Dijkstra’s
algorithm [14]. A new infrastructure-based connection-aware
routing protocol called iCAR-II was proposed to enable
multihop vehicle applications [15]. Another reliable traffic-
aware routing protocol was proposed in [16], which selects
the next hop based on the road structure, neighbor position
prediction, received signal strength, and mobility information
from the neighbors.

Recently, artificial intelligence (AI) technologies have
seen active advancements in routing path optimization using
deep learning. In [17], a bat algorithm served as a vital
factor, providing inputs that enabled the deep neural network
(DNN) routing algorithm to make optimal decisions, and
thus alleviate network traffic congestion. DNN efficiently
processes routing decisions at a faster pace and offer network
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solutions for setting optimal paths, thereby reducing network
congestion more swiftly. Simple modifications to the stochas-
tic gradient descent (SGD) framework provide dynamic
and expectation-maximization (EM) routing behaviors in
convolutional neural networks (CNN) [18]. Neural networks
offer advantages in terms of performance enhancement.
However, it is worth noting that the use of large neural
networks may introduce increased access delays, additional
resources, and memory usage.

RL has garnered increasing interest in recent research on
data routing. A Q-learning algorithm is used to infer network
state information and ensure real-time route availability
through unicast control packets in the Q-learning AODV
(QLAODV) routing protocol [19]. The RSU-supported Q-
learning-based traffic-aware routing (QTAR) employs a Q-
greedy geographical forwarding (QGGF) strategy to achieve
distributed V2V Q-learning, reduce delivery delays, and
mitigate the impact of fast vehicle movement on route
sensitivity [20]. RL-based routing with infrastructure node
data dissemination in a vehicle network, called RRIN,
uses two Q-routing methods: road model segment selection
and intermediate vehicle selection. R2R routing considers
the shortest distance and a higher connectivity distribution
for efficient road-segment determination, whereas V2V
routing considers factors such as vehicle speed differences
and number of data packets to find efficient next-hop
deliverers [21]. In [22], an adaptive intersection-based
distributed routing (IDR) method was proposed to enhance
adaptability to dynamically changing networks by con-
sidering the impact of vehicle movement, traffic signals,
and road traffic conditions on the routing performance in
urban VANETSs. An intersection-based vehicle-to-everything
(V2X) routing protocol was proposed, leveraging Q-learning
to learn routing strategies based on past traffic flows and
monitoring real-time network conditions [23]. RL enhances
the efficiency and adaptation of data routing. However,
it is crucial to note that employing RL for both R2R
and V2V routing can lead to convergence issues. Because
the convergence speed of RL is relatively slow compared
to short-term inter-vehicle communication and changes in
the driving environment, routing path establishment using
RL for V2V communication within a road segment has
problems.

Ill. RSU-ASSISTED HYBRID ROAD-AWARE ROUTING
WITH DISTRIBUTED Q-LEARNING (RHRA-DRL) IN
VEHICULAR NETWORKS

A. SYSTEM MODEL

Given the dynamic nature of vehicular topology in expansive
urban areas, existing routing strategies encounter numerous
challenges. While fully distributed AODV-based reactive
methods offer optimization, their notable control overhead
poses concerns. To address this, this study introduces
a constrained broadcast process, specifically targeting a
single road segment. This approach utilizes a reward-based

VOLUME 12, 2024

Q-route discovery request-and-reply mechanism to optimize
communication.

Conventional centralized routing schemes, while effective,
introduce frequent communication exchanges, potentially
resulting in access delays and resource wastage. These
schemes may struggle to promptly capture local condition
changes. In response, this paper advocates for a distributed
reinforcement learning scheme tailored to adapt to the
dynamic and nonstationary nature of the environment.
Notably, the focus is on the independent learning of
intersection-based routing path decisions.

Within the DRL framework, RSUs function as multi-
agents, leveraging their capabilities to expedite learn-
ing convergence and enhance decision-making processes.
Distributed Q-learning incorporates within-road-segment
rewards, fostering road awareness at the between-road
segment level. This integrated approach promotes adaptive
routing, enhancing the system’s ability to respond to changing
conditions. The decentralized and responsive nature of
this system enhances its efficiency in traffic management,
offering a more adaptive and nuanced approach to the
challenges posed by dynamic urban environments.
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FIGURE 1. Network scenario.

The overall network scenario is depicted in Fig. 1, where
each RSU strategically occupies positions at intersections.
Vehicles navigate freely along road segments connecting
neighboring RSUs, demonstrating random speeds and direc-
tions. Our proposed routing model comprises two key
components:

i) RSU-to-RSU routing path decision process: This com-
ponent involves determining the optimal next RSU for
data transfer from the source RSU to the destination
RSU. It employs RSU-assisted distributed Q-learning
to facilitate the decision-making process. This method
ensures efficient and informed routing decisions in the
transfer of data between RSUs.
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ii) Inter-vehicle data transfer within a road segment: The
second aspect pertains to data transfer occurring within
a road segment between two adjacent RSUs. This
process encompasses constrained RSU broadcasting
and reward-based intra-segment path decisions. The
constrained broadcast approach optimizes communica-
tion within the specific road segment, enhancing the
efficiency of data transfer between vehicles in the

designated area.
In summary, our routing model encompasses both inter-

RSU and intra-segment data transfer mechanisms, utilizing
RSU-assisted distributed Q-learning and reward-based deci-
sion processes. This dual approach aims to optimize routing
efficiency within the vehicular network, addressing the
challenges posed by random vehicle speeds and directions in
dynamic urban environments.

Through the integration of both RSU-to-RSU data transfer
paths using distributed Q-learning and intra-segment inter-
vehicle data transfer with constrained RSU broadcasting and
reward-based decisions, we have developed a hybrid routing
scheme aimed at achieving road awareness and deriving
optimal routing paths. We define the set of RSUs as RSU £
{RSUy, -+ ,RSU;, --- ,RSU;}, where I is the total number
of RSUs. Each RSU maintains an independent knowledge
table called Q-table, and the set of these Q-tables is denoted
as Qrsu = {Orsuy. -+ » Orsuis -+ » Orsu, }» where Qgsu;
represents the Q-table of RSU;.

R2R Routing V2V Routing
(DQRA) (RRAH)
action
fedhet) Q-RDREQ —>  QRDREP
Q-learning min lifetime lifetime calculated
min link quality link quality reward |neXtnode
cumulative total delay delay
rewards total hops total hops
quj::\f: [maxQvalle reward forward table
:> function
data
9 vehicle's
calculated| next node
K reward
B
backward table ——
RSU; Q-table

FIGURE 2. Block diagram.

Fig. 2 illustrates a block diagram of the proposed
method, where the RRAH is employed in V2V routing for
communication establishment and evaluation. The Q-route
discovery requests (Q-RDREQs) are strategically designed
to update vehicle communication information and construct
a backward table during broadcasting. A reward function is
implemented to assess various factors, including total delay,
total hops, minimum link lifetime, and minimum link quality,
in the evaluation of vehicle communication information.
Subsequently, Q-route discovery replies, denoted as Q-
RDREPs, are utilized to construct the forward table for
vehicles. For R2R routing, a distributed Q-learning scheme
named DQRA is deployed. Each RSU maintains a Q-table
for iterative learning and updates the Q-value by receiving
rewards from V2V routing. These Q-values accurately depict
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an RSU’s experience in selecting the next RSU to forward
the data packets, contributing to the efficient establishment
of routing paths in both V2V and R2R scenarios.

B. ROAD-SEGMENT REWARD-BASED AH HOC (RRAH)
ROUTING

In this subsection, we provide a detailed overview of the
RRAH approach for discovering and transmitting multi-
hop vehicle routes within a road segment, as illustrated
in Fig. 3. In the proposed RRAH routing mechanism,
an RSU initiates a broadcast of the Q-RDREQ packet,
which is received by vehicles within its transmission range.
These vehicles subsequently rebroadcast the packet until
it reaches the next RSU, serving as the neighboring RSU
in the road segment. Upon reception of the Q-RDREQ
packet, the neighboring RSU transmits the Q-RDREP packet
backward through the vehicles, ultimately reaching the
RSU that initially broadcasted the Q-RDREQ packet. This
bidirectional transmission ensures the efficient narrowing of
the broadcast scope, expediting the route repair process, and
facilitating the determination of the optimal next node for
relaying in V2V ad-hoc routing.

1 e m— = 1
L. T ] g
e il ~e -l BSOS NPy 1
. 1 Pl g S>17 ~5¢ AN !
7 1 I‘( .7 I’\ AR N
/ : ’ AN ;N \ N I"\
T ’ 7 T \
! @ VA, L@\ -
Sroccs AT e N N R e
| SR R.S‘lll N -—=-= === = RSUj!
I N7 N 7 [
\ " AV AA , U ,' [
\ o S\ N P L
N LN L’ \\\\ IS e Pte },
So |a N o Nl Ak == 1
SN S O 4
) —_———— —_———— —_———— i

= . Q-RDREQ Path
=== : Q-RDREP Path

FIGURE 3. RRAH routing mechanism.

1) Q-ROUTE DISCOVERY REQUEST AND REWARD
FUNCTION

An RSU selects the neighboring RSU based on its Q-table
when data packets arrive and broadcasts the Q-RDREQ
packet to nodes in the direction of the selected neighboring
RSU if it lacks a fresh route to the selected RSU, with
freshness determined by the sequence number (SEQ) of
existing route information. The structure of a Q-RDREQ
packet is illustrated in Fig. 4(a), where the sending node
includes information about the forwarding vehicle, such as
its ID, location, and speed. The sending RSU represents the
RSU ID and location of the RSU sending the Q-RDREQ
packet. The receiving RSU is the next RSU where the Q-
RDREQ packet should finally arrive, which is determined
by the sending RSU. The destination RSU is the ID and
location of the RSU to which the data must arrive finally.
SEQ endingrsu 1s the sequence number of the RSU generating
the Q-RDREQ. SEQ,, civingrsu 1 the sequence number that
the sending RSU knows and sends to the receiving RSU.
If the sending RSU does not have any sequence information
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about the receiving RSU, SEQ,cejvingrsu 18 set to zero. The
timestamp stores the initial time at which the packet was
sent. The remaining four items are evaluations of the route:
TotalDelay, TotalHops, min LT, and min LQ.

TotalDelay represents the cumulative time taken for the Q-
RDREQ packet to be transmitted from the sending RSU to
the packet receiving vehicle or RSU, denoted as delaygsy;—v
and derived as in (1).

delaygrsy,—v = delayrsu,—v, + delay,,—, (1)

TotalHops indicate the number of intermediate vehicles
traversed by the Q-RDREQ packet from sending the RSU to
the current vehicle or the next RSU. It increases by 1 each
time a vehicle receives a Q-RDREQ packet. The number
of hops hopggy,—,, from RSU; to the current vehicle v is
defined by the sum of hopggy, ., and 1 as hopgsy, ., =
hopgsy;—v, + 1.

The minimum link lifetime (minl7) represents the
estimated minimum expiration time of communication links
among all the links on a path on which vehicles receive
the Q-RDREQ packet. In general, when two vehicles
travel at similar speeds and in the same direction, they
can maintain stable communication, resulting in a long
link lifetime. If the distance between the two vehicles is
greater than the maximum communication distance (d""), the
communication link between them will be disconnected. The
link disconnection condition is expressed as in (2)

dvp—w (f + LTVP—>V) > d” (2)

where dvp_w (t + LTvp—w) represents the geometric distance
between vehicle v, and v at time ¢ + LTy, . LTy, is the
link lifetime between vehicles v, and v. The lifetime LTy,
is derived by solving (3).

2
dv,,%v (t + LTVPHV)
2
= [(xv + vaLTvp—w) - (xvp + vapLTvp—w):I

2
+ [(yv + VvaTv,,—w) - (yvp + VyvpLTvp—w)] =d"
3

where V., and V,, denote the velocities along the x-axis for
vehicles v and vj, respectively. Vy, and V,, = represent the
velocities along the y-axis for vehicles v and v,, respectively.
x, and Xy, correspond to the x-axis coordinates of vehicles
v and v, respectively. y, and y,, correspond to the y-axis
coordinates of vehicles v and v, respectively. The maximum
communication distance d', is computed using the path loss
model incorporating log-normal shadowing, and is expressed
as

tr

d
P‘r}f’v_)v = Ptx + IOZOgloK - 10/310g10 (d_o) +Xg— (4)

with
G,G, )2
(4m)?
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where P}, is the received power of vehicle v from previous
node v, Py is the transmission power, 8 is the path loss
exponent, dy is the reference distance (equal to 1 m),
G; and G, are antenna gains for transmitter and receiver,
respectively, and A is the wavelength. X, represents a zero-
mean Gaussian random variable with a variance of o2,
commonly referred to as the shadowing variance. We obtain
the minimum link lifetime minLTgsy,—, from RSU; to
vehicle v which is defined as in

minLTgsy;—y = min[minLTRSU,-ﬁvp, LTvp—w] 5

where minLTgsy >V the minimum link lifetime from RSU;
to the previous vehicle v, which is included in the Q-REREQ
packet sent from the vehicle v,,.

The minimum link quality (min LQ) represents the min-
imum receive strength among all the links on a path when
vehicles receive the Q-RDREQ packet. In general, when
two vehicles are closer together, a higher link quality is
observed during communication. Link quality between v,
and v (LQy, ) is estimated at vehicle v. The minimum link
quality minLQgsy,— from RSU RSU; to vehicle v is defined
as in

minLQRsy,;—y = min [minLQRSU,-—w,,, LQV,,—W] (6)

where minLQRSUva is the minimum link quality from RSU;
to the previous vehicle v,, which is included in the Q-REREQ
packet sent from the vehicle v,,.

When the vehicle v received the Q-RDREQ packet from
the previous vehicle, it can derive the route reward rrsy;—v
from RSU; to the vehicle v using the computed total delay,
total hops, the minimum link lifetime, and the minimum link
quality as expressed in

_ delayRSU,——)v hOPRSU,-_>v
TRSUi—v = — @1 delay™ — @2 hop"o™
minLTRsy ;v minLORsy ;—v )
minL.T""™ minL Q"""
with

4

zn:l wy =1

where w1, wy, w3, and w4 are the weight parameters of each
evaluation; delay™™, hop™™, minLT"°™, and minLQ™"™
represent the predefined normalization values of total delay,
total hops, the minimum link lifetime, and the minimum link
quality, respectively.

Whenever vehicle v receives a Q-RDREQ packet, it cal-
culates the reward value rgsy,—, using (7) and stores
the previous vehicle v, and the calculated reward value.
If vehicle v receives multiple Q-RDREQ packets from
the same RSU and sends identical RSU SEQ numbers to
multiple neighboring vehicles, it saves the vehicle with the
highest reward value. After calculating the reward, vehicle v
constructs a backward table for the reverse path to RSU; to
which it broadcasts the packet, as shown in Fig. 4(b). The
backward table consists of the source and destination of the
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reverse path for the Q-RDREQ packet, sequence number of
the sending RSU that sends the Q-RDREQ, route reward from
the sending RSU to the vehicle, and next node to deliver the
packet backward, which is the previous vehicle.

When Q-RDREQ reaches the next RSU;, the R2R route
reward between RSU; and RSU; is defined as

TRSU—RSU; = Max  [rrsy;—rsu; (V)] (3)

VveSNV_RSU;

where SNV_RSU; is the set of neighboring vehicles
that transmit the Q-RDREQ packets received by RSU;.
TRSU ;— RSUj(v) is the computed reward based on the Q-
RDREQ packet transmitted by vehicle v. rgsy;— RSU; Tepre-
sents the maximum reward through all the possible paths from
RSU;to RSU|. This value is utilized as a reward value in DRL
for R2R routing to simultaneously provide road traffic and in-
time situational awareness.

Sending node
Sending RSU
Receiving RSU

Sending node information

RSUs information

Destination RSU

SEQsendingRSU

Sequence number of RSUs
SEQreceivingRSU

TimeStamp Sending RSU TimeStamp
Total Delay
Total Hops . .
Information for route evaluation
min LT
min LQ
(a)
1 1
1
g X
1 1
1 1
1 Q — RDREQ 1
1 1
G O, & <= -5 %) ==
""" A B N ---------}VA oo
fad RSU; oy ——> B ——> G RSU;
1 1
I i | v's Backward Table | i I
source of | destination of

SEQsendingrsu| Trsui—v | next node

reverse path| reverse path
T T

(b)
FIGURE 4. (a) Q-RDREQ structure, and (b) backward table update process.

2) Q-ROUTE DISCOVERY REPLY

When the next RSU receives a Q-RDREQ packet, it generates
a Q-RDREP packet in the reverse direction of the discovered
path. The proposed Q-RDREP packet structure is illustrated
in Fig. 5(a). The sending node field contains information
regarding the node that transmits the Q-RDREP packet,
including its ID, location, and speed. The receiving node
field includes information regarding the node that receives
the Q-RDREP packet, such as its ID, location, and speed.
The sending and receiving RSU fields provide information
about the RSUs that send and receive Q-RDREP packets.
SEQ engingrsu 1s the sequence number of the RSU that sends
the Q-RDREP. SEQ,,ivingrsy is the sequence number that
sends the RSU or the sending node maintained for the
receiving RSU. The destination RSU indicates the destination
of the data packets. The total route reward is obtained
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Sending node
Node information

Receiving node

Sending RSU

Receiving RSU RSU information

Destination RSU

SEQsendingRSU

Sequence number of RSUs
SEQreceivingRSU

Route reward Route evaluation reward

max QRSUj (RSUg,%)
(a)

Max Q—value of next RSU Q—table

i i
¥ ¥ §
1 1
1 1
! Q—RDREP| !
@Aﬂ PRt - ® = (H el
________________________ vo-=m A T
Lad RSU; S 4= B e " RSU;
1 1
I ! I v's Forward Table I ! I
source of destination of
SE i next node
forward path | forward path Qsendingrsu

(b)
FIGURE 5. (a) Q-RDREP structure, and (b) forward table update process.

from the Q-RDREQ packet. maxQRSU_I. (RSU 4, %) provides
information regarding the maximum Q-value in the Q-table of
RSUj corresponding to destination RSU RSU ;. Whenever the
vehicles receive a Q-RDREP packet, they construct a forward
table to designate the forward path to RSU;. In Fig. 5(b), the
forward table of a vehicle stores the source and destinations
of the forward path for the Q-RDREP packet, the sequence
number of the RSU that sends the Q-RDREP, and the next
node to deliver the packet in a forward manner.

C. DISTRIBUTED Q-LEARNING-BASED RSU-ASSISTED
HYBRID ROAD-AWARE (RHRA-DRL) ROUTING
ALGORITHM

We propose a distributed Q-learning-based road-aware RSU-
to-RSU routing scheme, referred to as DQRA, which strate-
gically positions multiple RSUs as agents at intersections
to enhance the R2R routing efficiency and increase the
awareness of road traffic and conditions. The RSU that
receives the data packet determines the destination RSU,,
where the final destination vehicle is located on the road
segment, using the location service. To deliver the data
packet to RSU 4, the RSU selects the optimal RSU from the
surrounding road segments through distributed Q-learning.
Once the road segment on which the next RSU is located
has been determined, data packets are delivered through the
forward tables of vehicles on the road between the two RSUs.
When the next RSU receives a data packet, it returns an
ACK packet to the data-transmitting RSU to update its route
knowledge to the destination RSU. The proposed RRAH
and DQRA integrate the RHRA-DRL routing algorithm.
At the end of this subsection, example scenarios are
presented to illustrate route discovery and Q-table update
mechanisms.
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1) Q-LEARNING SCHEME

Q-learning is a model-free RL algorithm that learns without
the use of a predefined environmental model. In Q-learning,
the state space comprises descriptions of the current situation
or configuration of the environment, whereas the action
space represents the possible decisions or moves available
in a given state. A Q-table is a structured representation of
these Q-values, where each row corresponds to a state, each
column corresponds to an action, and the entries indicate
the associated Q-values. A Q-table serves as a data structure
that conveys the value of a particular action in a specific
state. The Q-learning algorithm employs temporal difference
learning to update Q-values. Through this iterative process,
the agent refines its understanding of the environment by
adjusting the Q-values based on the observed rewards and
estimated future rewards. The Q-table update is expressed
as follows:

0 (s, a)<(1—a) O (5¢, ar)+a(r+y \%ax O (st+1, Ar+1))
9

where Q (s¢, a;) represents the Q-value for taking action a; in
state s; at time ¢, and r denotes the reward obtained when the
agent takes action a;. The parameter « signifies the learning
rate (ranging from O to 1), determining the weight of the
new information compared to the existing Q-value, and y
serves as the discount factor (ranging from 0 to 1), balancing

immediate and future rewards. The term max Q (s;+1, sr+1)
Va1

represents the maximum Q-value for the next state at time
t + 1 among all possible actions at ¢ + 1.

During the Q-learning process, an agent explores the envi-
ronment, performs actions, and receives rewards. Through
this iterative process, the Q-table gradually converges to val-
ues that approximate the optimal Q-values. This convergence
leads to a policy that guides the agent to make optimal
decisions in different states. When selecting the next action,
the Q-learning algorithm employs a decaying epsilon-greedy
strategy to balance the exploration and exploitation. The
parameter ¢ (ranging from 0 to 1), gradually decreases with
increasing episodes as in

€ = € — Edecay (10)

where ¢ starts as a hyperparameter with an initial value
(8max) and decreases by the specified value (£gecay) for
each episode. This reduction continues until ¢ reaches the
predefined minimal value (g,,;,), rather than reducing it all the
way to 0. The decision to avoid reducing ¢ to O is deliberate
to prevent purely greedy choices from persisting, which
could lead to consistently selecting the initially specified
path. In real-world traffic scenarios, while initially favoring a
specific route may seem beneficial, the dynamic movement
of vehicles on the road may later make that path less
optimal. Therefore, to encourage exploration with a certain
probability, ¢ is decreased until it reaches &;,;j,.
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2) DISTRIBUTED Q-LEARNING-BASED RSU-ASSISTED
(DQRA) ROUTING

In distributed Q-learning, the fundamental concepts of
Q-tables and learning remain similar to those of traditional
Q-learning; however, the key difference lies in the distribution
of the Q-table and learning process across multiple agents.
The goal of distributed Q-learning is for each agent to learn
an optimal policy for its local environment, while leveraging
communication to benefit from the collective knowledge of
the entire distributed system. This is particularly useful when
a centralized approach is impractical owing to scalability,
communication constraints, or the distributed nature of the
environment.

In the proposed method, each RSU acts as an individual
agent with a dedicated Q-table. In the proposed distributed
RL, the set of states for agent RSU; is defined by all
destination RSUs as S; £ {RSU{, --- ,RSU;}, where I is the
total number of RSUs. Because each RSU can be a destination
for a data packet, the set of states includes all the RSUs
installed at intersections. The set of actions in the Q-table of
the RSU agent is defined as all neighboring RSUs, denoted
asA; 2 {RSU!, --- , RSUX}, where K is the total number of
neighboring RSUs of RSU;.

The reward function for DQRA is defined using the
segment reward, as in the RRAH routing process. The R2R
reward is defined as follows:

if RSU; # RSUy
if RSU; =RSUy

TRSU;—RSU
TRSU;—RSU; + ¥d;

TROR = (11)
where the reward value is divided into two parts, rrsy,— rsU f
represents the reward obtained between RSU; and the next
RSU;. If the next RSU; is not the destination RSU 4, the
reward rgsy;— RSU; is assigned. However, if the next RSU; is
the ultimate destination RSU 4, a predefined terminal reward
rq is given. The Q-table update in (12) is illustrated in Fig. 6.

Orsu; (RSU4, RSU;)
= (1 — &) Qrsu; (RSUq, RSU;j)

+alrpor + v max

Qrsu,(RSU4, RSUY)]
VRSU/ e SNR_RSU;

(12)

where Qgsu; (RSUd, RSU j) represent the state-action Q-
values for state RSU, and action RSU; of the RSU; Q-table,
respectively. SNR_RSU; is the set of neighboring RSUs of
RSU;. This value is then scaled by the learning rate o
and added to the product of the discount factory and the
maximum Q-value from the neighboring RSU’s Q-table,
denoted as max QRSU_/.(RS Ui, RSU Jk )]. The result
VRSUF eSNR_RSU;
is added to the previous Q-value Qgsy; (RS Uy, RSU ;) after
applying a factor (1 — o). .

When each RSU receives a data packet, it determines the
optimum next RSU to reach the destination by using the
current Q-table. With (1—¢) probability, it selects the action
(i.e., the next RSU) that has the largest Q-value for the given
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destination RSU, and with ¢ probability it selects a random
action. Once the next RSU is determined, the vehicle route
on the road segment is determined using the proposed RRAH
process. For each vehicle, data packets are forwarded using
the forward table obtained, whereas ACK packets are sent
back using the backward table.

. B
= action (RSU; 's neighbor RSUs) ~ action (RSU; 's neighbor RSUs)
=
2 2
= |Qrsu,| rRsu | | Rsuk| Qrsy; | RSU} | | RSUF| -

(=}
g (|rsu RSU,
g : :

v B . v -

= © -

RN | 5[ max

“ 9 K @ .
= (L :

2 RSU, RSU;
=3
&

K x (RSU4, RSU¥
update Qrsy,(RSUg, RSUF) vesuFEsnsrst, Qrsu;(RSUq, RSU)

(a) (b)

FIGURE 6. Q-value update with (a) the current Q-table, and (b) the next
Q-table.

Sending node

Receiving node

Sending RSU
Receiving RSU Sequence
Destination RSU S:rf:tij :ffe nu(rl'nber orACK

TimeStamp Receiving node

Total Delay Sending RSU

Total Hops Receiving RSU
min LT Destination RSU
min LQ Route reward
DATA Payload | max Qrsu; (RSU4*)

(a) (b)
FIGURE 7. Structures of (a) data packet, and (b) ACK packet.

The structure of a data packet is illustrated in Fig. 7(a).
The sending node field contains information regarding the
node that sends the data packet, including its ID, location,
and speed. The receiving node field represents information
regarding the node that receives the data packet. This
information is related to the details of the next node, which are
listed in the forward table. The sending RSU field represents
the ID and location of the RSU sending the data packet. The
receiving RSU was the RSU selected from the sending RSU
Q-table. The destination RSU is the RSU ID, which is the
final data destination. A timestamp stores the time at which
a data packet is sent from the sending RSU. Four additional
metric fields (Total Delay, Total Hops, min LT and min LQ)
are updated for each vehicle on the path using (1)—(6). The
remainder of the packet is the payload. Finally, when the
data packet from RSU; is delivered to the next RSU intended
(RSUj), RSU;j computes the route reward rgrsy,—Rsy; using
four metric fields in the data packet using (7). The ACK
packet structure is shown in Fig. 7(b). The ACKED SEQ
stores the ACK sequence numbers. The receiving node
is identified using a backward table to receive the RSU.
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The sending and receiving RSU indicate the ACK packet-
initiated RSU and the destination RSU of the ACK packet,
respectively. The route reward is set by the ACK packet,
which sends the RSU to the computed route reward for the
data packet. The max Qgsy;(RSU 4, *) includes the maximum
Q-value among all actions of the RSU that sends the ACK
packet for state RSU 4. This value is used to update the Q-table
of the RSU that receives the ACK packet, as shown in (12).

QRSl/g RSU{] QRsu,- RSU]."
'

1

1

1

H RSU4 | x
1 .

1
. 1

1

RSUS| W H
- 1

1

|

—>: Data path
===> : ACK path

FIGURE 8. DQRA routing process.

In Fig. 8, we illustrate the data routing process for DQRA.
When RSU; receives a Q-RDREP packet from RSU;, RSU;
sends a data packet to RSUj; as in step 1. Upon receiving the
data packet, RSU; checks its Q-table for the maximum Q-
value with the corresponding state and computes the route
reward for the data, as in step 2. Then, the ACK packets are
sent back to RSU; in the reverse path, as in step 3. Once RSU;
receives the ACK packet, it updates its Q-table, as in step 4.

vy Q — RDREQ v, Q — RDREQ
Total Delay 1 Total Delay 1
, Total Hops | 3 Total Hops | 3 ,
Q | minLT 1 minLT 4 . @
: minLQ 3 minLQ 1 :
: TRsUs—v; (V1) = —0.1375 Trsy v, (V2) = —0.125 :
1 |
@ -5 - @ L]
________ fa________viﬁ___________ A I S
g RSUs H— e RSU,
1 |
1 v3 s Backward Table 1
1 1
! i | RSU, | RSUs |SEQRSL,5 |—0.125 | v, | 1 !
1 1
1 1

FIGURE 9. Example of backward table update.

3) EXAMPLE SCENARIO

Fig. 9 provides an example illustrating the update of the
backward table when broadcasting Q-RDREQ packets to
neighboring nodes. Vehicles v; and v, deliver the Q-RDREQ
packet with the same timestamp as vehicle v3. In this scenario,
v3 calculates rewards using the total delay, total hops, minLT
and minLQ among v; and v, in the Q-RDREQ packets.
Assuming that the weight parameters are 0.25, delay™™,
hop™™, minLT"™, and minLQ"™™ are 4, 6, 20, and 20,
respectively. The reward from RSUs5 to v3 through v was
—0.1375 and the reward from RSU5 to v3 through v, was
—0.125. Because the path through v, had a larger reward,v;
was selected as the next node in the backward table.
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RSUs | 1 7 15 RSUs | 3 5 116 | 8

FIGURE 10. Example of Q-table update.

In this scenario, the Q-table updates for the proposed
method are shown in Fig. 10. If RSUs receives a data packet
with RSUy as the final destination RSU, it refers to its Q-table
(Qrsus) for state RSUg. Among the state-action Q-values,
the entry Qgsys (RSUg, RSUs) exhibit the maximum value,
which is 10, RSUg is chosen as the next RSU in the routing
path. Subsequently, RSU5 broadcasts the Q-RDREQ to RSUs.
Upon receiving Q-RDREQ, RSUjg processes the information,
noting a route reward of —0.5 and consulting its Q-table to
find the maximum value for state RSUy. In this example, it is
Orsug (RSUg, RSUg) = 15. This information is conveyed in
the Q-RDREP until it reaches RSUs. Assuming a learning rate
of 0.2, discount factor of 1, and utilizing (12), the Q-values
Orsus (RSUg, RSUg) are updated to 10.9. Subsequently, the
data packet is successfully delivered using the forward tables
of the relay vehicles and an ACK is sent back to the sending
RSU using the backward tables. The ACK includes a new
route reward of —0.6 and the latest maximum Q-value at
the next RSU. The Q-values of Qgrsy; (RSUg, RSUg) were
updated again, resulting in a new value of 11.6. The Q-table
updates exclusively upon receiving Q-RREP or ACK packets
from the next RSU. The number of vehicles within a road
segment has no impact on the update count and maintenance
of the Q-table. However, as the demand increases with more
vehicles, the Q-table update count rises, contributing to faster
convergence.

FIGURE 11. Simulation topology in unity 3D environment.

IV. SIMULATION RESULTS
In this study, the simulation experiments are conducted in a
Unity 3D environment. Unity is a powerful and widely used
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TABLE 1. Simulation experimental parameters.

Parameter Value Parameter Value
Number of vehicles | 900 Epsilon minand max |~ 0.5,
value(€p0x) Emin) 0.1
Epsilon d I
Number of RSUs 25 pstion decay value 1 o.01
(Sdecay)
30 km/h, ..
Vehicular speed 40 km/h, Mlmmur(x)lvf]i:rcodable d-}gfn
50 km/h P
. Transmission 15
Learning rate (a) 0.2 power (P.,) dBm
Discount factor (y) 0.9 Antenna gains (G, G,) 1
Terminal 59
reward () 200 Frequency GHz
Weight parameters
0.25 Path loss exponent 3
(W1, Wy, W3, Wy) i P i ®
Data packet size 512 bytes Shadow1(nf)var1ance 2

game development engine that allows developers to create
two-dimensional (2D) and three-dimensional (3D) games
across multiple platforms. It provides a user-friendly interface
and vast asset stores, and supports the building of a real-world
road and traffic environment. The simulation topology for this
environment is shown in Fig. 11. We deployed 25 RSUs at
each intersection and systematically positioned RSU1 at the
top-left, RSUS at the top-right, RSU21 at the bottom-left, and
RSU25 at the bottom-right. Each road-segment length was set
to 500 m, and the number of lanes was four for the interior
roads and eight for the border roads to increase the capacity
of the topology. A total of 900 vehicles were randomly moved
on roads at speeds of 30, 40, and 50 km/h. Once each vehicle
passes an intersection, its speed is reset using three speed
options. The experimental parameters used for the simulation
are listed in Table 1. We set the starting RSU randomly and the
destination RSUs as RSU21, RSU22, RSU23, RSU24, and
RSU25.

In our simulation experiments, we conducted learning
using three learning rates (0.1, 0.2, and 0.3) to identify the
most suitable rate for our proposed approach. The results are
shown in Fig. 12, where the x-axis represents the episodes
and the y-axis represents the maximum Q-value at RSUI.
An episode is considered complete when the data packets
successfully reach the destination RSUs 21, 22, 23, 24, and
25 sequentially from the source RSU. From the perspective
of the source RSU, a higher Q-value is obtained when the
number of intermediate RSUs decreases from the source RSU
to the destination RSU. As shown in Fig. 12, a higher learning
rate results in a faster convergence speed. Specifically,
when the learning rate was 0.1, convergence occurred at
around 120 episodes; for a learning rate of 0.2, convergence
occurred at around 60 episodes; and for a learning rate of
0.3, convergence occurred at around 40 episodes. However,
when the learning rate increased to 0.3, larger fluctuations
in the Q-values were observed compared to the other
cases. A learning rate of 0.2 is applied to the following
experiments.
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FIGURE 12. Learning rates comparison of (a) 0.1, (b) 0.2, and (c) 0.3.

We examined the convergence characteristics of different
performance metrics, as shown in Fig. 13. In Fig. 13(a),
the horizontal axis represents the episodes, whereas the
vertical axis depicts the sum of the packet delays from the
source RSU (RSU1) to the destination RSUs. Initially, with
limited learning progress, a notable increase in delay values
was observed. Nevertheless, as learning advanced, the delay
values gradually decreased, ultimately showing a significant
reduction. As shown in Figs. 13(b) and 13(c), as the number
of episodes increased, the required hops gradually decreased,
and the cumulative minimum link quality from the source
RSU to the destination RSUs increased. Fig. 13(d) shows
the cumulative rewards. As is evident from the figure,
the cumulative reward value increased rapidly in the early
episodes but exhibited relatively large fluctuations. However,
after approximately 60 episodes, the reward value stabilized
and consistently converged.

In Fig. 14, a comparison is made between the proposed
method and AODV-based approach regarding the average
minimum link lifetime, which is calculated for the established
routes from the source RSU and five destination RSUs.
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FIGURE 13. Learning convergences (a) average packet delay, (b) average
packet hops, (c) average minimum link quality, and (d) average reward for
all paths from source to destinations.

As the episode count increased, the proposed method initially
exhibited a relatively good link lifetime owing to the uniform
random distribution of vehicles. However, as vehicles move
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FIGURE 14. Average minimum link lifetime comparison.

on the road in different directions and at different speeds, the
arrangement of vehicles gradually becomes uneven, leading
to a decrease in the lifetime of the paths compared with the
initial stages. However, as the episodes progressed and the
Q-table converged, the link lifetime of the proposed method
increased. In contrast, the AODV-based approach requires
frequent path disconnections and re-establishments because
of the end-to-end path setup through broadcasting across the
entire IoV network, rather than a distributed path setup at
the road-segment level. Therefore, the average link lifetime
of AODV was consistently lower than that of the proposed
RHRA-DRL.
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FIGURE 15. Number of broadcasts comparison.

Frequent broadcasts carry the risk of consuming a
substantial portion of the bandwidth, leading to increased
collision risks and, consequently, deteriorating the overall
network performance. Fig. 15 depicts the correlation between
the number of vehicles and total number of broadcasts.
The AODV approach exhibited a sharp increase in the
number of broadcasts as the number of vehicles in the net-
work increased. Conversely, the proposed method employs
segment-specific broadcasting, which restricts broadcasts to
a specific segment when the lifetime of the path expires.
As aresult, AODV incurs a significantly higher broadcasting
overhead than the proposed method.
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V. CONCLUSION

To achieve fast and reliable data delivery in urban vehicular
networks, it is essential to adapt quickly to dynamic
road conditions and continuously derive optimal routes
in real-time by considering various performance metrics.
To address these challenges, this study proposes an RSU-
assisted hybrid road-aware routing algorithm, RHRA-DRL,
aimed at minimizing the broadcast overhead while effi-
ciently determining the optimal routing paths. In this study,
we propose a multihop road-segment reward-based ad-
hoc (RRAH) routing algorithm to adaptively respond to
rapidly changing vehicle topologies within the road segment
between two RSUs installed at an intersection. To establish
the optimal V2V path within the segment, rewards are
calculated by considering various performance metrics, and
the final computed segment reward is directly incorporated
into the R2R routing. To determine the RSUs traversed
during data transmission from the source RSU to the final
destination RSU, we propose a distributed Q-learning-based
road-aware (DQRA) routing using a decentralized agent RL
approach. Ultimately, by combining the two routings, RHRA-
DRL performs more effectively and consistently in path
establishment, utilizing a consistent reward system, despite
employing different approaches for intra-segment and inter-
segment routing. The simulation results demonstrate that the
proposed method enhances communication with a longer link
lifetime and rapidly establishes and repairs routing paths
while reducing overhead when compared to AODV in the
context of IoV networks.
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