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ABSTRACT With the widespread application of LiDAR and camera, the integration of LIDAR and camera
has become an urgent issue. In this study, we proposed a optimal layout method for roadside LiDAR and
camera. Firstly, the experimental design phase took into consideration various application scenarios, such as
curved road sections and gradient road sections. Secondly, the video data and point cloud data collected from
different experimental setups were subjected to object detection and recognition using YOLOvS5s weights and
PointPillars weights, respectively. These weights are applied to the video data under different layout schemes
to output the mAP value of each scheme. By comparing the mAP values under different layout schemes,
the optimal layout scheme for the road scene is determined. Thirdly, the four road scene parameters and six
installation parameters from all scenarios were collected into a database. Furthermore, five machine learning
algorithms were employed for optimal selection. Finally, the three regression algorithms with the highest
accuracy are selected for the final prediction model based on different control groups. Through the field
experiment, the results show that the optimized layout method can significantly reduce blind spot detection
and vehicle occlusion problems for camera and LiDAR. The optimal deployment method can increase the
Mean Average Precision (MAP) by over 4% through adjusting the installation parameters. The regression
algorithm used can predict the optimal deployment scheme for roadside LiDAR and cameras in unknown
scenarios with over 95% accuracy. This optimal deployment method improves the detection accuracy of
roadside devices for road vehicles by changing the installation parameters and provides guidance for the
future installation of roadside LiDAR and camera.

INDEX TERMS Optimal layout, YOLOVS, OpenPCDet, PointPillars, mAP, regression algorithms.

I. INTRODUCTION

Transportation is the key to national revitalization and the
foundation of a strong country. With three significant charac-
teristics of fundamental, pioneering, and strategic, transporta-
tion plays a significant role in the national economy. As a
landmark product of the deep integration of new-generation
information technology and transportation system, intelligent
highway is changing the way people travel. LiDAR and
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camera, an essential part of the vehicle-road coordination
system and intelligent highway, have the advantages of high
accuracy and a wide range of applications. The accuracy of
camera is heavily affected by light. Its detection accuracy will
be affected somewhat at a low light intensity. On the other
hand, LiDAR [1], [2], [3], [4] can work well in nighttime
conditions. However, it has not been possible to calculate the
best layout method for other scenarios based on the data of
known layout methods.

In terms of optimal deployment research for roadside
perception devices, Kim et al. [5] proposed a method for
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positioning a multi-sensor system in roadside infrastructure.
They introduced a voxel grid and utilized a genetic algorithm
to address the optimization challenge. Hussain et al. [6]
presented a multi-objective optimization model to study the
installation positions of perception devices on the roadside
and proposed a hybrid evolutionary multi-objective algorithm
to validate the model. Empirical results demonstrated that this
algorithm outperformed existing ones in terms of both accu-
racy and stability. Twahirwa et al. [7] used a driving matrix
scheme based on classical incremental strategies to opti-
mize the deployment of intelligent roadside units. Simulation
results showed that, under different vehicle density scenarios,
this deployment of the travel matrix could reduce the number
of roadside units while enhancing vehicle communication
capabilities. Ahmad et al. [8] proposed a positioning scheme
based on received signal strength. By detecting signals within
the range of roadside devices, establishing communication,
and developing an algorithm, their positioning algorithm
helped determine the precise location of vehicles. A com-
parison with existing algorithms revealed that this algorithm
exhibited superior performance.

Currently, research on roadside sensor layout is limited
to the macro level. However, with the development of the
concept of vehicle-road coordination, the optimal layout of
sensors at individual pole locations is equally important. The
essence of vehicle detection and recognition using roadside
devices such as cameras and LiDAR lies in the number of pix-
els in video data and the number of point cloud points in point
cloud data. Based on this point, this paper proposes an opti-
mal method for roadside intelligent perception devices based
on neural networks. This method uses the YOLOVS5 algorithm
and the PointPillars algorithm in the OpenPCDet framework
as performance metrics for vehicle detection by roadside
devices. This approach ensures that roadside devices can
achieve optimal performance when integrating algorithms.

Regarding the YOLOVS5 algorithm, Kumar et al. [9] pro-
posed an intelligent and efficient solution based on YOLOVS
to address the detection and tracking of vehicles. The
algorithm’s outstanding results were verified through simu-
lated dataset experiments. Scholars [10] integrated an atten-
tion mechanism module into the YOLOvVS5 network to reduce
the number of parameters and floating-point operations per
second, thereby reducing model parameters while ensur-
ing detection accuracy. Another group of researchers [11]
employed the YOLOVS model and replaced the bottleneck
portion of YOLOvVS with a convolutional block attention
module based on attention mechanism to improve the model’s
accuracy and speed. Kumar et al. [12] enhanced the net-
work’s recognition capabilities by introducing channel and
spatial attention modules into the YOLOv5 model. As for the
network architecture under YOLOVS, Desta et al. [13] com-
pared the YOLOV5 network models, including YOLOVSs,
YOLOv5m, YOLOvVS5], and YOLOvSX, and pointed out that
as the model size increases, training accuracy increases, but
so does training time. Hofinger et al. [14] compared various
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network architectures of YOLOvVS and ultimately chose to use
YOLOVS5s as their research architecture. Subsequent exper-
iments demonstrated that this network architecture could
achieve superior results with less workload. Efrem et al. [15]
integrated a coordinated attention module into the YOLOvS5s
backbone to effectively distinguish useful features by captur-
ing channel and position information. Experimental results
not only showed that the improved YOLOvS5s model out-
performed the baseline model trained only on real-world
images in mixed datasets but also demonstrated its ability
to address potential overlap and occlusion issues at various
spatial scales. Nnadozie et al. [16] evaluated two versions of
the YOLOVS5 neural network, YOLOvS5N and YOLOVSS, and
found that YOLOVSs achieved the highest accuracy, while
YOLOv5n had the fastest inference speed. In terms of false
detection rate, compared to YOLOv5n, YOLOvSs achieved
more accurate target counting under interference conditions.

In the context of laser radar data, Alaba and Ball [17] pro-
cessed three-dimensional laser radar data using low-frequency
and high-frequency coefficients as filters. Experimental
results showed that this method can construct a lightweight
network without significant performance loss. Silva et al. [18]
proposed a dedicated model for roadside edge computing
devices to perform airborne inference for roadside laser radar
target detection algorithms, addressing the high equipment
requirements. Experimental results demonstrated that this
method exhibits high real-time performance under spatial and
power constraints and achieves detection accuracy compara-
ble to deep learning methods. Zhang et al. [19] introduced
a feature fusion module with high attention and channel
attention for feature fusion of multiple pseudo images. The
method not only overcomes the sparsity of point clouds
but also reduces interference caused by uneven point cloud
distribution. Zhang et al. [20] proposed an improved Point-
Pillars algorithm. After dividing the point cloud into several
pillars, global context features and local structural features
are extracted using a multi-head attention mechanism for
feature encoding, and the generated two-dimensional pseudo
images are used for feature learning with a two-dimensional
convolutional neural network. Finally, a solid-state LiDAR
is used for 3D object detection. The improved algorithm
achieved a significant increase in average precision on a pub-
lic test dataset. Singh [21] proposed an improved PointPillars
algorithm leveraging the sparsity of point clouds and hier-
archical feature learning of PointNet. Extensive experiments
demonstrated that the algorithm has a significant advantage in
accuracy over existing encoders while maintaining fast opera-
tional speed. Additionally, researchers [22] directly modified
the three-dimensional object detection network based on laser
radar in the PointPillars algorithm using information from
multiple sensors. Experimental results showed a significant
improvement in average precision (mAP) compared to the
traditional PointPillars method.

After obtaining the optimal layout plans for LiDAR and
camera using respective algorithms, a layout method for
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FIGURE 1. Flow chart of the optimal layout method.

roadside devices applicable in multiple scenarios is derived.
Subsequently, the optimal layout plan data for various sce-
narios are collected in a dataset. This dataset is then utilized
to predict layout plans for unknown scenarios based on the
available scenario data. In this paper, five machine learning
algorithms are introduced, namely the decision tree algorithm
[23], random forest algorithm [24], backpropagation neural
network algorithm [25], support vector regression algorithm
[26], and linear regression neural network algorithm [27].
The fitting effects of these algorithms are compared, and
the algorithm with better performance is selected for predic-
tion. In this paper, the YOLOVS algorithm and PointPillars
algorithm are used to measure the accuracy and confidence
of vehicle pixel points and point cloud points obtained by
camera and LiDAR in the road environment. The overall
process is shown in Figure 1.

The weights of YOLOvVSs and PointPillar are applied to
video and point cloud data, respectively, and the mAP val-
ues under different layout schemes in the scene are used to
determine the optimal layout scheme. The road information
and optimal installation parameter data are then inputted into
a database. We constructed six groups of many-to-one data
correspondence models and applied five different algorithms
to fit and predict them respectively. The algorithm with
the best fitting performance among different multiple-to-one
relationships is selected based on the fitting rate of the data.
The required algorithms are incorporated into the overall
prediction algorithm framework. The regression algorithm
with the highest fitting rate is employed in the prediction
models of six dependent variables.

Il. EXPERIMENTAL DESIGN

The experiment examines the relationship between those
mentioned above and the independent and dependent vari-
ables. By systematically varying the lane width, road slope,
curve radius, and distance from the road, we can observe the
corresponding changes in the installation height, installation
angles, and installation distance of the LiDAR and camera
[28], [29]. Furthermore, the experiment acknowledges the
influence of diverse road conditions on the performance of the
LiDAR and camera systems. Consequently, the layout meth-
ods are adjusted to optimize the accuracy and effectiveness
of data collection in this specific scenario. Ultimately, this
experiment seeks insights into the optimal configuration and
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FIGURE 3. Coordinate plot of LiDAR and camera.

layout strategies for LIDAR and camera systems in different
road scenarios while enhancing their perception capabilities
and data acquisition efficiency.

A. EXPERIMENTAL DESIGN OF ROADSIDE EQUIPMENT IN
A STRAIGHT ROAD SCENARIO

In the experimental setup, a LIDAR model named Raishen
C32 and a camera model named HY 1080 were used. The
experimental layout diagram is shown in Figure 2 (taking
LiDAR as an example).

The installation height of LIDAR and cameras can directly
result in the occurrence of vehicle occlusion and detection
blind spot issues [30]. Adding rotation angles to both sensors
and adjusting the installation distance from the road can effec-
tively alleviate this issue. Excessive tilt angle of the LiDAR
can cause point clouds to become too dense at close range
and too sparse in the distance, resulting in lower detection
accuracy. A higher installation height of the LiDAR leads
to overall sparsity in point cloud data, thus reducing data
accuracy.

Similarly, a larger tilt angle of the camera results in a
decrease in the detection distance. In contrast, a higher instal-
lation height of the camera causes blurred target images in the
collected data. In practical applications, the distance of road-
side pillars is usually predetermined. Therefore, the distance
from the road will be one of the dependent variables in this
experiment. Similarly, the different widths of the road will
also have an impact on the installation plan of the roadside
sensors. Therefore, in this experiment, the width of the road
will be set as the independent variable.

In the dependent variable section, the installation height
of the LiDAR, the installation height of the camera, the
installation tilt angle of the LiDAR around the X-axis and
Y-axis, and the installation tilt angle of the camera around the
X-axis and Y-axis were set. In all scenarios, the installation
height range for the LiDAR and camera is 2.5m to 5m.
The installation height increases by 0.5m during the actual
installation process. At each height, the installation tilt angle
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FIGURE 4. Layout of the optimization diagram.

of the camera and LiDAR around the X-axis is adjusted. The
coordinate system of LiDAR and the camera is shown in
Figure 3. The tilt range for the LiDAR installation angle is
0° to 12°, with a step size of 4°. The camera tilt angle range
is also from 0° to 12°. The layout parameters and the data
collected by the sensors for road vehicles are recorded for
each detection scheme.

After acquiring video and point cloud data, target cali-
bration and convolutional neural network construction are
performed separately. To reduce the amount of data pro-
cessing and expedite the determination of optimal layout
solutions in different scenarios. The trained neural network
models are then validated on other data in the same scene.
The overall accuracy of target recognition is used to select
the most reasonable set of current layout schemes. A similar
set of schemes is also selected based on this group, with
the current scheme as the center point but with changes
in installation height and tilt angle. Data collection, neural
network construction, and accuracy determination are then
performed for similar layout schemes. If the accuracy of the
center point scheme is the highest among the five groups, it is
chosen as the optimal layout scheme. Otherwise, the group
with the highest accuracy is selected again, and a similar set of
schemes is tested repeatedly. The layout optimization process
is shown in Figure 4.

Initially, the most accurate one is selected from 28 groups
of neural networks as the optimal layout 1. Subsequently, this
network is used as the center point in the graph for data col-
lection, calibration, and validation steps for its similar layout
1. The accuracy of four layout schemes is then obtained. The
layout scheme with the highest accuracy at this point is then
chosen. If this layout scheme is the initial optimal layout 1,
then this scheme is the optimal layout point. However, if the
newly added layout scheme is currently the most accurate,
this point is selected as the optimal layout 2. This step is
repeated until the optimal layout three is more accurate than
the similar layout points. At this point, this point becomes the
optimal layout scheme for this scenario.

To validate the rationality of each proposed approach,
we adopted mAP (mean Average Precision) as the evalua-
tion metric for assessing the performance of neural networks
under different schemes. In our experimental, we utilized the
17-13700kf CPU and NVIDIA GeForce RTX 4070Ti GPU
for model training and testing. The evaluation criterion IoU
was set to 0.5. We employed mAP to represent the detection
results of each model and to quantify the average precision
of the network under a given scheme. Recall, also known
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as the positive rate, indicates the ratio of correctly detected
objects (TP) to all that should have been detected (TP + FN).
Precision, on the other hand, represents the ratio of correctly
detected objects (TP) to all detected (TP + FP). The formulas
for these evaluation metrics are provided below.

.. TP )
recision =——————
P TP + FP

TP

Recall =———— )

TP + FN
1
AP = / P(R)A(R) 3)
0
1 N
mAP == > AP; 4)

I=1
Here, TP refers to true positives (objects correctly
detected), FN refers to false negatives (objects that should
have been detected but were missed), and FP refers to false
positives (objects incorrectly detected). These metrics serve
as comprehensive indicators of the network’s performance in
terms of both sensitivity and specificity.

B. EXPERIMENTAL DESIGN OF ROADSIDE EQUIPMENT IN
SLOPE SCENARIO

In the scenario of a sloping road segment, the lane slope
parameters can affect the detection range of the LiDAR and
camera. For the LiDAR, when there is a significant uphill
or downhill slope on the lane, the actual distance and height
information may be affected. In the case of an uphill slope,
one side of the LiDAR may detect a shorter distance while
the other side may experience sparse point cloud due to
the road inclination, leading to reduced detection accuracy.
Conversely, in the case of a downhill slope, the LiDAR
may experience reduced detection distance and sparse point
cloud due to the angle of inclination, ultimately resulting in
decreased accuracy in vehicle detection.

Similarly, changes in lane slope can also affect the camera’s
field of view and target detection. In uphill situations, the
camera may face a higher angle, which could lead to a wider
field of view or interference from the sky area. On the other
hand, in downhill situations, the camera may face a lower
angle, leading to limited visibility and difficulty in target
detection.

Therefore, in the experimental design for sloped road sec-
tions, the camera and LiDAR are tilted around the Y-axis at
an angle that matches the slope of the road in that particular
scene. Subsequently, experiments were carried out with dif-
ferent heights and inclination angles.

C. EXPERIMENTAL DESIGN OF ROADSIDE EQUIPMENT IN
CURVED ROAD SCENARIO

Curved road segments also have specific effects on the detec-
tion of vehicles by LiDAR and camera. The specific impact
depends on the radius of curvature of the bend. For LiDAR,
when vehicles pass through a curve, the laser beams may
not align perfectly with the curvature of the curve, leading
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FIGURE 5. YOLOV5 architecture diagram.
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FIGURE 6. Schematic diagram of the Focus layer.

to distance measurement errors. The LiDAR on the outside
of the curve may detect shorter distances, while the LiDAR
on the inside of the curve may detect longer distances. This
can affect the perception of the driving scenario and the
estimation of vehicle positions.

For camera, curved road sections can cause changes in the
field of view. Camera located on the outside of the curve may
experience greater changes in the field of view, leading to
distortion in object shapes and sizes. Camera located on the
inside of the curve may experience smaller changes in the
field of view, which may result in object occlusion or partial
omission.

Therefore, in experiments, it is necessary to modify the
installation distance of sensors from the road and determine
whether the camera and LiDAR should be deployed on the
outer or inner side of the road, building upon the existing
experimental setup.

IIl. NEURAL NETWORK CONSTRUCTION BASED ON
OBJECT RECOGNITION

To determine the accuracy of vehicle detection under different
installation schemes, it is necessary to train corresponding
neural network models for each layout scheme. For the
camera, the YOLOVS5 algorithm is employed to process the
two-dimensional video data, and the YOLOvV5s model is
used as the detection weight. For the LiDAR, the PointPillar
algorithm within the OpenPCDet framework is utilized to
process the three-dimensional point cloud information, and
the open-source PointPillar model is employed as the detec-
tion weight. The mAP values are then calculated for each
scene, and based on these values, the optimal layout method
for each scene is determined.

A. VIDEO DATA PROCESSING BASED ON YOLOV5
YOLOVS, proposed in 2020, is an efficient object detec-
tion algorithm. Compared to its previous versions, YOLOvVS
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FIGURE 7. SPP architecture diagram.
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FIGURE 8. Schematic diagram of the CSP_X module.

adopts a simpler architecture while optimizing detection
speed, accuracy, and model size. This algorithm employs
an anchor-free approach for object detection. Additionally,
it utilizes the SPP (Spatial Pyramid Pooling) structure and
PAN (Path Aggregation Network) module for feature extrac-
tion. Moreover, sampling strategies and training methods are
optimized, leading to further improvement in detection per-
formance. Figure 5 shows the network architecture diagram
of YOLOVS.

The Backbone module primarily focuses on feature extrac-
tion, extracting object-related information from the images
using convolutional networks for subsequent object detec-
tion. The Neck module blends and combines these features
to enhance the network’s robustness and strengthen its object
detection capabilities. These features are then passed to the
Convolutional layer for prediction.

The principle of the Focus layer is similar to that
of the PassThrough layer. It utilizes slicing operations
to divide high-resolution images into multiple low-
resolution sub-images/feature maps, accomplished through
column-wise sampling and concatenation.

The SPP architecture utilizes spatial pyramid pooling to
transform feature maps of arbitrary sizes into fixed-size fea-
ture vectors.

The backbone is a relatively deep network, and the addi-
tion of CSP_X modules can increase the gradient values in
backpropagation between layers, preventing gradient disap-
pearance caused by deepening of the network. This allows
for more fine-grained feature extraction without concerns of
network degradation.

In the YOLOVS model, the Bounding Box Loss function
is used to optimize the alignment between the ground truth
detection boxes and the model’s predicted output boxes,
which is then employed for backpropagation to optimize the
model.

The principle of the Focus layer is similar to that of
the PassThrough layer. It utilizes slicing operations to
divide high-resolution images into multiple low-resolution
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TABLE 1. The map value of object detection in the video.

eight(m)
Tile 2.5 3 3.5 4 4.5 5
angle(®)
0 0773 0795 0779 0798 0.766  0.765
4 0772 0789 0787 0.795 0.766  0.753
8 0781 0732 0774 0801 0.768 0.761
12 0769 0791 0773 0792 0765 0.764

sub-images/feature mAP, accomplished through column-wise
sampling and concatenation. The SPP architecture utilizes
spatial pyramid pooling to transform feature mAPs of arbi-
trary sizes into fixed-size feature vectors. The backbone is a
relatively deep network, and the addition of CSP_X modules
can increase the gradient values in backpropagation between
layers, preventing gradient disappearance caused by the deep-
ening of the network. This allows for more fine-grained
feature extraction without concerns of network degradation.

Overall, YOLOvVS is a single-stage object detection
algorithm. This algorithm incorporates several new improve-
ments on top of the original algorithm, resulting in significant
performance improvements in speed and accuracy. These
improvements include Mosaic data augmentation at the input
stage, adaptive anchor box calculation, and adaptive image
scaling operations. Additionally, the algorithm utilizes the
Focus and CSP structures at the backbone stage, SPP and
FPN+PAN structures at the neck stage, and GIOU_Loss as
the loss function at the output stage, along with DIOU_nms
for prediction box filtering.

The following is a method for selecting the optimal cam-
era layout scheme based on the YOLOVS algorithm in the
scenario of a one-way three-lane road. Firstly, 28 image data
groups were collected in a one-way, three-lane road with a
lane width of 15.5m. The collection rule was to increase
the collection height by 0.5m each time and to increase the
rotation angle of the camera by 4° at each layout height. The
accumulated data was labeled and trained. The initial training
effect is shown in Figure 9.

After obtaining the neural network for each scene, various
metrics were calculated to evaluate their performance. The
mAP values obtained are shown in Table 1:

Based on the mAP values, the preliminary optimal layout
scheme was determined to be a mounting height of 4m and
an installation angle 8°. Similar layout points were selected,
including four layout schemes with mounting heights of 4m
and installation angles of 7°, 9°, as well as a mounting height
of 4.1m and an installation angle of 8°, and a mounting height
of 3.9m and an installation angle of 7°. Subsequently, data
collection, annotation, network construction, and mAP value
output were performed. After comparing the results, it was
found that the layout scheme with the highest accuracy was a
mounting height of 4.1m and an installation angle of 8°, with
an mAP value of 0.808. Following the steps mentioned above,
the optimal layout scheme for this scene was determined to
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FIGURE 9. Object detection picture of camera.
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FIGURE 10. PCDet data-model separation code frame.

FIGURE 11. Standardized 3D inspection frame used by PCDet.

be a mounting height of 4.3m and an installation angle of 7°,
with an improved mAP value of 0.811.

B. POINT CLOUD DATA PROCESSING BASED ON
OPENPCDET

Different from image processing, the diversity of datasets in
point cloud 3D object detection results in a large amount
of data and difficulties in processing. To address this issue,
PCDet defines a unified normalized 3D coordinate repre-
sentation that runs through the entire data processing and
model calculation, completely separating the data module
from the model processing module. The advantage is that
when developing different structured models, a standardized
3D coordinate system is used for various related processes
(such as calculating loss, Rol pooling, and post-processing)
without considering the differences in coordinate represen-
tations of different datasets. Moreover, when adding new
datasets, only a tiny amount of code is required to convert the
original data to the standardized coordinate definition. PCDet
will automatically perform data augmentation and adapt to
various models. The top-level design of PCDet’s data-model
separation enables easy adaptation of various models to dif-
ferent point cloud 3D object detection datasets, eliminating
the problem of getting lost in 3D coordinate transformations
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FIGURE 12. 3D object detection framework based on PCDet modularity.

during model development. The data-model separation code
framework of PCDet is shown in Figure 10.

Different point cloud datasets often have inconsistent
coordinate systems and definitions for 3D bounding boxes.
Therefore, a fixed unified point cloud coordinate system is
used in PCDet, as shown in Figure 11, and a more consistent
definition for 3D detection bounding boxes is used to ensure
consistency throughout the entire data augmentation, pro-
cessing, model computation, and post-detection processing
pipeline.

Among them, (cx, cy, cz) represents the geometric center
position of the 3D bounding box, and (dx, dy, dz) represents
the lengths of the 3D bounding box along the x, y, and z
directions when the heading angle is 0. The heading angle
refers to the orientation angle of the object in the top-down
view (0 degrees along the x-axis direction, increasing coun-
terclockwise from x to y).

With the standardized 3D bounding box definition adopted
by PCDet, there is no need to worry about whether it rep-
resents the center of the object or the bottom center of the
object. There is also no need to worry about the arrange-
ment of the object’s three-dimensional dimensions in terms
of length-width-height or width-length-height. Furthermore,
there is no need to be concerned about the exact orientation
of the 0-degree heading angle and whether it increases in a
clockwise or counterclockwise direction. Based on the flex-
ible and comprehensive modular design shown in Figure 12,
building a 3D object detection framework in PCDet only
requires writing a configuration file to clearly define the
required modules. PCDet will then automatically combine
these modules in the topological order to construct a 3D
object detection framework for training and testing purposes.

In the OpenPCDet framework, PointPillars algorithm is
selected as the detection algorithm for target detection.
A schematic diagram of the PointPillar algorithm in operation
in the PCDet framework is shown in Figure 13.

The PointPillars algorithm transforms point cloud data
into two-dimensional images using a Pillar structure, signifi-
cantly reducing computational complexity and memory con-
sumption. Compared to other point cloud-based algorithms,
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FIGURE 13. Schematic of the operation of the PointPillar algorithm in the
PCDet framework.

FIGURE 14. Object detection picture of LiDAR.

TABLE 2. The map value of object detection in the point cloud.

25 3 3.5 4 45 5
0 0773 0795 0779 0798 0.766  0.765
4 0772 0789 0787 0795 0766  0.753
8 0781 0732 0774 0801 0.768  0.761
12 0769 0791 0773 0792 0765 0.764

PointPillars achieves higher detection speed while maintain-
ing accuracy. The algorithm employs a unique point cloud
encoding method to extract feature information from the point
cloud effectively. Additionally, multiple convolutional neural
networks are utilized to capture objects of different sizes and
shapes better. PointPillars algorithm is adaptable to various
scenarios and targets as it does not require complex prepro-
cessing or prior knowledge input. Therefore, the PointPillars
algorithm is selected as the target detection algorithm in this

study.
The set of M schemes includes 3D bounding boxes
B ={bi}}\i1, where b; = {x,y,z, 1, h, w,68}. Here, X, vy,

and z represent the center position of the box, 1, h, and
w represent the dimensions (length, height, and width) of
the box, and 6 represents the orientation angle of the box.
And confidence scores S = {SI}?i | obtained from any one-
stage detectors. By utilizin% the point cloud P and camera
image [ = {Ii eR3 XHlxwl}i:l, the detection results can be
enhanced.

(Br, S;) =R(B, P, D) &)
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FIGURE 15. Structure diagram of the decision tree.

In the equation, B; and S; represent the corrected bounding
boxes and confidence scores, respectively. R represents the
proposed network.

In this chapter, point cloud data was collected in a deployed
scenario, and the PointPillars algorithm from OpenPCDet
was used as the network training and inference tool. The
example scenario considered is a bidirectional eight-lane
road. Firstly, 28 sets of image data were collected on a unidi-
rectional three-lane road with a lane width of 16.3m. The data
collection followed the same rules as the camera setup, with
the height incrementing by 0.5m each time and the rotation
angle of the LiDAR increasing by 4° at each height setting.
The accumulated data was labeled and used for training. The
detection diagram is shown in Figure 14.

After obtaining the neural network for each scenario, var-
ious metrics were calculated. Table 2 shows the calculated
mAP values.

Based on the mAP values, the preliminary optimal layout
scheme is determined to be a mounting height of 3.5m and an
installation angle of 4°. The similar layout points selected are:
mounting height of 3.5m with installation angles of 3° and
5°, mounting height of 3.4m with an installation angle of 4°,
and mounting height of 3.6m with an installation angle of 4°.
Subsequently, through data collection, annotation, network
construction, and mAP value output, a comparison is made,
and the layout scheme with the highest accuracy is identified
as a mounting height of 3.6m and an installation angle of 4°,
with an mAP value of 0.595. Following these steps, the final
optimal layout scheme for this scenario is determined to be
a mounting height of 3.7m and an installation angle of 6°,
resulting in an mAP value of 0.595.

The road parameters are independent variables, includ-
ing lane width, slope, curve radius, and installation distance
from the road. The installation parameters of roadside
devices include the installation height of LiDAR, the instal-
lation height of the camera, the installation tilt angle
of LiDAR (around the X-axis), the installation tilt angle of
the camera (around the X-axis), the installation tilt angle of
LiDAR (around the Y-axis), and the installation tilt angle
of the camera (around the Y-axis). The dataset records the
optimal layout solutions for 360 road scenarios. Accurately
predicting layout solutions for different road scenarios based
on existing data is a pressing issue.

IV. EVALUATION
To achieve optimal layout compatibility of camera and
LiDAR in different scenarios, this study conducted data
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regression and prediction processing on the experimental
database obtained. The processed dataset includes four inde-
pendent variables and six dependent variables. To make more
accurate predictions for the combined layout schemes, this
paper selected five popular linear regression algorithms for
comparative experiments: random forest algorithm, decision
tree algorithm, BP neural network algorithm, SVR neural
network algorithm, and linear regression algorithm. The oper-
ational parameters of each algorithm were adjusted to achieve
optimal fitting accuracy. Then, a quarter of the independent
variable data was extracted from the dataset and inputted into
the algorithm models. The primary evaluation metrics for the
performance of the regression prediction model include mean
squared error (MSE), root mean squared error (RMSE), mean
absolute error (MAE), and coefficient of determination (R2).
In this study, MSE, MAE, and R2 are utilized to gauge the
model’s performance.

A. DECISION TREE

Decision tree is a classification and regression algorithm
based on a tree-like structure [31]. Its principle involves recur-
sively partitioning the dataset selecting the optimal feature at
each node for splitting until a predefined termination condi-
tion is met. For a given overall training set T, consisting of N
samples, the random selection of N samples with replacement
(since it is with replacement, it is impossible to traverse all
samples) is performed. These selected N samples are then
used to train a decision tree. Firstly, from the total N samples
in T, N samples are randomly selected with replacement.
These selected N samples are used to train a decision tree as
the samples at the root node of the tree. Secondly, when each
sample has M attributes and a node in the decision tree needs
to split, m attributes are randomly chosen from the available
M attributes, satisfying the condition m << M. Then, a specific
strategy is employed to select one attribute from these m
attributes as the splitting attribute for that node [32]. The pro-
cess of forming the decision tree continues, with each node
undergoing the split step, following the procedure above, until
further splitting is no longer possible. The structure of the
decision tree is shown in Figure 15.

Initially, the voting process starts from the initial position
and all the data is partitioned into a single node. Then,
go through the following two steps: If the data is an empty set,
exit the loop. If the node is the root node, return null. If the
node is an internal node, label it with the class that appears
most frequently in the training data. If all samples belong to
the same class, exit the loop. The flowchart for decision tree
regression is shown below.

The algorithm begins by partitioning the sample set into the
root node. Then it searches for the optimal split point, which
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FIGURE 17. Structure diagram of a random forest.

refers to a certain value (s) of a certain attribute (j). The data
is then divided into child nodes using the optimal split point
(, s), with the attribute values less than s assigned to one node
and those greater than s assigned to another node. The output
value of each node is the average of the samples within it. The
regression decision tree seeks the optimal splitting point (j, s)
by utilizing the least squares method. The following objective
function is defined:

mnmine S -+ > Gi—eP] (6

xi€R1(j,s) xi€R2(j,s)

The algorithm will iterate over each attribute and its cor-
responding values (j, s). When reaching attribute j and value
s, the sample set will be divided into two subsets (x<=s and
x>=s), denoted as R1 and R2. The algorithm aims to find the
optimal values C1 and C2 that minimize the sum of squared
errors for R1 and R2, respectively. It can be mathematically
proven that C1 and C2 should be chosen as the mean values
of y in subsets R1 and R2, respectively. The equation can also
be written as follows:

mC S Gi—e)+C D Gi—edl ()

xi€R1(j,s) xi€R2(j,8)

For each (j, s), we obtain a numerical value based on the
aforementioned equation. Subsequently, we select the (j, s)
pair that minimizes the value of the equation as the optimal
splitting point. The algorithm then checks if the termination
conditions are met; if so, it ends, otherwise it continues to
partition. There are various termination conditions, such as
the minimum number of samples in a child node or the
maximum depth of the decision tree. Finally, the decision tree
is formed.

B. RANDOM FOREST

Random forest is a specific implementation of the bagging
method that trains multiple decision trees and combines
the results to produce the final output [33]. For regression
problems, the predicted result of random forest is the mean
output of all decision trees. Compared to a single decision
tree algorithm, random forest performs well on datasets.
The introduction of two sources of randomness makes it
less likely to overfit, although overfitting is still possible
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for small datasets. Furthermore, random forest can handle
high-dimensional data without feature selection, adapt to
datasets strongly, and process discrete and continuous data.
The data sets being processed do not need to be normalized
[34]. Random Forest requires the combination of multiple
decision trees to achieve regression tasks. It involves con-
structing multiple decision trees and combining them into
a regression model. Firstly, a random subset of samples is
selected as the training set for each decision tree. Then,
a portion of features (the square root of the total number
of features) is randomly chosen as the feature set for each
decision tree. Consequently, decision trees are built based
on the training set and feature set until a predetermined
number of leaf nodes is reached or further division is not
possible. This procedure is repeated to build multiple decision
trees. For a new sample, it is inputted into each decision
tree, resulting in multiple prediction outcomes. Finally, the
average of the multiple prediction outcomes is calculated to
obtain the final prediction result. The algorithm formula is
based on the decision tree regression model. The prediction
function for each decision tree can be represented as shown
in Equation (8):
Tk
fi(x) = D exgl(x €Ry) ®)
j=1
In the equation, “k’” represents the k-th decision tree, “X”
denotes the input sample, “L” represents the number of leaf
nodes in the k-th decision tree, “Y” signifies the predicted
value of the i-th leaf node in the k-th decision tree, and “D”
represents the sample set associated with the i-th leaf node
in the k-th decision tree. The prediction function for multiple
decision trees can be expressed as:

K
1
) =2 > fk(x) ©)
K=1

where K denotes the number of decision trees. A schematic
diagram of the structure of the random forest is shown in
Figure 17.

Numerous studies have shown that ensemble classifiers
outperform individual classifiers regarding classification
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FIGURE 19. BP neural network flow diagram.

performance. Random Forest is a method that utilizes multi-
ple classification trees to discriminate and classify data. It not
only performs classification on the data but also provides
importance scores for each variable, evaluating their respec-
tive contributions to the classification process.

C. BP NEURAL NETWORK

The BP neural network can be divided into two compo-
nents, namely backpropagation (BP) and the neural network
itself [35]. BP stands for Back Propagation. The BP net-
work is capable of learning and storing a large number of
input-output pattern mappings without the need for revealing
explicit mathematical equations describing these mappings
in advance. Its learning rule employs the method of steepest
descent, adjusting the network’s weights and thresholds con-
tinuously through backward propagation to minimize the sum
of squared errors [36]. The infrastructure of the BP neural
network is shown in Figure 18.

The input layer serves as the entry point for information.
In contrast, the hidden layer acts as the processing unit and
allows for the specification of its number of layers. Finally,
the output layer serves as the information output. The weights
from the input layer to the hidden layer and from the hidden
layer to the output layer are denoted as v and w, respectively.
For the neural network model depicted in the figure with only
one hidden layer, the process of the BP neural network can be
divided into two stages. The BP neural network flowchart is
shown in Figure 19.

1 K
) = > f(x) (10)
K=1

The first stage is the forward propagation of signals, which
starts from the input layer, passes through the hidden layer
and reaches the output layer. The second stage is the back-
ward propagation of errors, which flows from the output
layer, through the hidden layer, and ultimately reaches the
input layer. During this stage, the weights and biases between
the hidden layer and the output layer, as well as those between
the input layer and the hidden layer, are adjusted sequentially.

D. SVR NEURAL NETWORK

SVR regression finds a regression plane that makes the
distance between all data points in a set and the plane as
close as possible. Unlike general regression models, the sup-
port vector regression (SVR) allows for a certain degree of
bias in the model [37]. The points within the bias range
are not considered problematic by the model, while those
outside are included in the loss calculation. Therefore, for
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FIGURE 21. Schematic diagram of a linear regression algorithm.

SVR, the points within the support vector range affect the
model, while the points outside the support vector range are
used to calculate the loss. This regression method is effec-
tive in solving classification and regression problems with
high-dimensional features and has good performance even
when the feature dimension exceeds the number of samples.
For databases with non-massive data samples, SVR has high
classification accuracy and strong generalization ability [38].
A schematic of regression for the SVR neural network is
shown in Figure 20.

The formula for Support Vector Regression (SVR) is repre-
sented as w'x 4+ b = 0, with & denoting the fitting accuracy.
In SVR, values within the dashed line are considered cor-
rectly predicted, and the loss is calculated only for values
outside the dashed line. Taking into account the scenario
of linear inseparability in SVM, the introduction of slack
variables ¢; > 0 and si* > 0 leads to the final optimization
problem of Support Vector Machine Regression:

. 1 n
ming,be lol +C Y7 i+e) (D
o'xi+b—yi < e +¢f (12)

The linear regression function can be obtained by intro-
ducing Lagrange multipliers and solving a series of dual
problems. The resulting function is given by:

f(x) = x +b = Z; (@ +e)xx)+b (13

In the aforementioned equations, o; and o] represent
the Lagrange multipliers. By introducing a kernel function,
we have the following expression:

f(x) =wTx + b = ZLI (@i + oK x) +b  (14)
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TABLE 3. Evaluation table for different algorithm models.

) ) LiDAR LiDAR . - -
Models LiDAR height inclination(X) inclination(Y) Camera height camera inclination(X)  camera inclination(Y)
R2 MSE MAE R2 MSE MAE R2 MSE MAE R2 MSE MAE R2 MSE MAE R2 MSE MAE
Detcr‘eséon 095 097 086 093 104 093 092 161 138 093 195 099 093 098 071 097 064 061
Rand
?;‘re:tm 097 063 043 095 089 073 098 064 061 097 071 043 088 182 143 095 132 112
BP 093 113 098 095 071 057 093 177 166 096 098 078 098 053 055 099 030 0.29
SVR 086 156 104 098 059 052 080 226 194 089 354 121 095 066 061 088 186 1.65
Linear
) 127 118 091 165 102 097 089 072 082 427 393 097 067 081 093 109 097
regressmn

Therefore, the advantage of the SVR neural network lies
in its ability to handle nonlinear and high-dimensional data
while exhibiting good generalization performance. By setting
appropriate parameters, the SVR neural network can flexibly
control the model’s complexity and tolerance, thus adapting
to different regression tasks. Furthermore, the SVR neural
network can help address common regression issues such
as overfitting and underfitting, thereby improving prediction
accuracy.

E. LINEAR REGRESSION

Regression is a widely employed predictive modeling tech-
nique where the core aspect lies in predicting continuous
variables [39]. It is an essential problem in supervised learn-
ing, aiming to predict the relationship between input and
output variables. Specifically, it investigates how the values
of the output variable change with variations in the input
variables. A regression model represents the function map-
ping from input variables to output variables. Learning a
regression problem is equivalent to function fitting: select-
ing a function curve that fits known data well and predicts
unknown data accurately. In statistics, linear regression is a
regression analysis that models the relationship between one
or more independent variables and a dependent variable using
a linear regression equation, also known as the least squares
function. This function is a linear combination of model
parameters called regression coefficients. The case with only
one independent variable is called simple regression, while
the scenario with multiple independent variables is known as
multivariate regression [40]. A schematic of linear regression
is shown in Figure 21.

When modeling income datasets, it is necessary to con-
struct different lines, forming a family of parameters. Within
this parameter family, there exists an optimal combination
that can statistically describe the dataset in the best possible
way. The process of supervised learning can be defined as the
task of finding the best parameters given the data, enabling
the model to fit the data better. Linear regression is a function
that predicts the outcome by utilizing a linear combination of
attributes, which can be expressed as follows:

f{(X) =wix1 + w2x2+ . . .w3xq+b (15)
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FIGURE 22. Installation diagram of roadside equipment pile points.

In the above equation, we are given an example
X = (X1;X2; . ..;wq) described by d attributes, where x; rep-
resents the value of x for the i-th attribute. In vector form,
it can be expressed as:

f(x) =W'x + b (16)

The meaning of W = (w1;ws; . ..;®q) can be interpreted
as the weight parameter of each feature. To find the optimal
fitting line, machine learning employs a loss function to
measure this problem. The loss function, also known as the
cost function, quantifies the discrepancy between the model’s
predicted values and the actual values. The training of a
linear regression model aims to make the predicted score
values close to the true values. The key to this process lies in
defining a loss function that measures the difference between
the predicted values and the true values. Mean squared error
(MSE) is the most commonly used performance metric in
regression tasks, which can be defined as:

1 m 1 m
loss = - Zi:l fx) — y)2 = - Zizl (y—wx — b)2
(17

Thus, we can attempt to minimize the mean square error
and solve for the parameters w and b that minimize the loss
value. A more significant loss function indicates a poorer
model performance and a remarkable inability to fit the data.

The decision tree algorithm can deal with nonlinear rela-
tionships and exhibits robustness in handling missing values
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and outliers. However, its susceptibility to overfitting, espe-
cially in complex datasets, should be noted. In contrast, the
random forest algorithm effectively handles many features
and samples. The BP neural network regression algorithm
is well-suited for addressing complex problems and pattern
recognition tasks due to its high flexibility and generalization
ability. However, it requires a substantial amount of data
and careful selection of hyperparameters, as well as a slower
training speed. SVR regression, on the other hand, is effective
in handling high-dimensional data and nonlinear problems.
It demonstrates robustness in the presence of a small amount
of noise and outliers, but training on large-scale datasets may
be time-consuming. The regression equation algorithm is
simple and easy to understand, allowing for quick model con-
struction and predictions. However, its ability to fit nonlinear
relationships is relatively limited. Additionally, it should be
noted that different algorithms may produce varying results
when applied to the same database. The R2, MSE, and
MAE parameters for different algorithms on the same dataset
are shown in Table 3. The R2 represents the coefficient of
determination, with a higher R2 indicating a better fit for
the model. Meanwhile, MSE represents the mean squared
error and MAE represents the mean absolute error. Smaller
values of these parameters indicate lower error rates for the
model. This paper employs these three evaluation metrics as
standards for assessing the model’s performance. According
to Table 3, random forests have the highest fit rate for the
installation height of the LiDAR and camera, as well as the
tilt angle of the LiDAR (around the Y-axis). The BP neural
network regression algorithm has the best performance in
handling the installation tilt angle data of the camera. The
SVM neural network algorithm performs best in handling the
tilt angle of the LiDAR (around the X-axis). In this study,
these three algorithms are used to process data from different
groups to obtain the most accurate prediction results.

V. SCENARIO VERIFICATION

To validate the feasibility of the proposed installation method,
we selected a single three-lane road scenario and conducted
measurements on the road parameters in this scenario. The
road width was 11.5m, the distance between the pillars and
the road was 0.7m, the turning radius was Om, and the road
slope was 2.3°. The aforementioned data were separately
input into the random forest, BP neural network, and SVR
neural network models to predict six installation parameters.
The predicted installation height, tilt angle around the X-axis,
and tilt angle around the Y-axis for the camera were 4.1m,
7.1°, and 2.3°, respectively. The predicted installation height,
tilt angle around the X-axis, and tilt angle around the Y-axis
for the LiDAR were 3.22m, 6.5°, and 2.4°, respectively. The
LiDAR and camera were installed on the roadside according
to this layout scheme, as shown in Figure 22.

Under this installation scheme, the YOLOVS5 algorithm and
the PointPillars algorithm in the OpenPCDet framework were
separately used to perform target detection on the collected
video and point cloud data of passing vehicles. The obtained
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mAP values for the video and LiDAR were 0.823 and 0.627,
respectively. Following the experimental process in Chapter
2 and the optimal installation method in Chapter 3, the opti-
mal installation scheme for this scenario was determined. The
installation height, tilt angle around the X-axis, and tilt angle
around the Y-axis for the camera were 4.1m, 7°, and 2.3°,
respectively. The installation height, tilt angle around the X-
axis, and tilt angle around the Y-axis for the LiDAR were
3.2m, 6°, and 2.3°, respectively. Moreover, under this instal-
lation scheme, the mAP values for the camera and LiDAR
were 0.824 and 0.626, respectively. The experimental results
demonstrate that the proposed optimal installation method
for roadside LiDAR and camera can quickly and accurately
output the optimal layout scheme at the centimeter level.

VI. CONCLUSION

In this study, we investigate the optimal layout of roadside
LiDAR and cameras. Firstly, experiments are designed to
compare the factors of lane slope and turning lane with the
straight lane, considering the actual road construction pro-
cess. Then, parameter measurements are conducted on the
road under different scenarios. Different installation schemes
for LiDAR and camera are applied on the road, and point
cloud data and video data are collected separately. Subse-
quently, the Intersection over Union (IOU) value for object
detection is set to 0.5. Object detection is then performed
using the PointPillars algorithm based on the OpenPCDet
framework on the Ubuntu system, as well as the YOLOv5
algorithm on the Windows 11 system. The mAP values of
the neural networks are obtained for each layout scheme. The
average accuracy of vehicle detection is used as a criterion to
measure the priority of different layout schemes. A unique
optimal layout scheme is determined for each road scenario.
The layout schemes, including the four independent and six
dependent variables, are summarized in a database to con-
struct a high-precision combined layout model. In this paper,
the decision tree algorithm, random forest algorithm, BP neu-
ral network algorithm, SVR neural network algorithm, and
regression linear algorithm are introduced. Multiple regres-
sion models, each with one independent variable and six
dependent variables, are constructed. One-fourth of the inde-
pendent variable data is randomly selected as input for each
model. The output data is compared with the original data
in the database. In this study, the performance of the model
is evaluated using Mean Squared Error (MSE), Mean Abso-
lute Error (MAE), and R-squared (R2). For each predicted
installation parameter, the model with the maximum R2 value
and the minimum MSE and MAE values is selected as the
single-parameter prediction model. For example, in the case
of the installation height parameter of the laser radar, the
Random Forest algorithm with an R2 value of 0.97, MSE
value of 0.63, and MAE value of 0.43 was chosen. Similarly,
the best-performing Random Forest algorithm was selected
for the installation height of the laser radar, rotation angle
around the Y-axis, and camera precision. The SVR algorithm
was chosen for the rotation angle around the X-axis of the
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laser radar. The BP neural network algorithm was selected
for the camera rotation angle parameter. These selected mod-
els were integrated into an overall prediction model, thus
completing the method for the layout of the combination
of laser radar and camera. Subsequently, experiments are
conducted in the actual field to deploy LiDAR and cameras,
and the mAP values for vehicle detection are obtained. The
experimental process described in Chapter 2 and Chapter
3 of this paper is replicated in this specific scene. The layout
schemes and mAP values obtained from the experiments are
then compared with the layout schemes predicted by the
prediction model and the mAP values obtained from the
actual scene. The results indicate that the optimal layout
solutions for laser radar and camera predicted by the optimal
deployment method achieved mAP values of 0.823 and 0.627,
respectively, for road vehicle target detection. Compared to
the optimal layout solutions determined in chapters two and
three, the mAP value errors do not exceed 1%. This exper-
iment demonstrates that the proposed optimal deployment
method for laser radar and camera not only improves target
detection accuracy by changing installation parameters but
also accurately predicts the optimal deployment solutions in
unknown scenarios based on known scene layouts. It provides
new ideas and guidance for the optimal deployment of future
roadside intelligent perception devices.

However, there are certain aspects that can be improved in
this study. For instance, the data acquisition and processing
of roadside intelligent perception devices in this research
require significant human and material resources. Addition-
ally, using YOLOv5s and PointPillars as the computational
weights for object detection may lead to performance vari-
ations and hinder obtaining more accurate optimal layout
strategies in different scenarios. Training weights for dif-
ferent installation conditions can greatly enhance overall
accuracy. Furthermore, the prediction model is limited to
fixed models or similar parameter combinations of LiDAR
and cameras, making it unsuitable for all LIDAR and camera
configurations. Moreover, although this optimal deployment
method considers various road scenarios such as sloping
sections and curved sections, it falls short of being applicable
to various other scenarios like merging/diverging areas and
intersections. We believe that this research approach can also
be extended to other roadside sensors such as RSUs and
millimeter-wave radars.
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