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ABSTRACT The proliferation of over-the-top (OTT) systems has led to a tremendous amount of video
content over the Internet that users can watch them regardless of time or location restrictions. For sports
games, highlight videos allow users to check the results of games without watching or listening in real-
time. Despite these advances, the number of OTT companies broadcasting sports games in real-time is
rising. This demonstrates that sports games are valuable video content to view in real-time. However, sports
games generally last long, making continuous viewing difficult. To address this issue, X’s posts have been
employed to support sports viewing to users. However, X’s limits on reading and posting and its introduction
of paid features, an alternative to X need to be found. In this paper, we propose a novel approach as an
alternative to X, using sports commentary to keep track of the state of a game in real-time. In order to
classify players’ at-bat results from sports commentary, we combine pre-trained speech recognition and
language models. In experiments, we used various pre-trained speech recognition models to create a dataset
for fine-tuning, fine-tuned several pre-trained language models using this dataset, and compared the models
to identify the best combination of pre-trained speech recognition and language models for classifying at-
bat results. Moreover, by using both the speech recognition models and the fine-tuned language models,
we compared in terms of real-time performance and classification accuracy across multiple games to verify
their effectiveness.

INDEX TERMS Real-time systems, at-bat results classification, commentary, sports viewing support,
combination of pre-trained speech recognition and language models.

I. INTRODUCTION
The rise of smartphones and increased communication speed
have led to the advent of numerous over-the-top (OTT) [1]
services that provide access to content over the Internet, with
an increasing number of OTT [1] companies offering these
services. This has enabled users to enjoy unlimited internet
video content irrespective of time or place. Despite this era,
sports games are typically broadcast in real-time, which sug-
gests that sports games are video content that is valuable to
watch in real-time. The Sports DX Report [2], a summary
of the Study Group on Rights for the Expansion of Sports
Content and Data Business held jointly by Japan’s Ministry
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of Economy, Trade and Industry and the Japan Sports Agency,
states: ‘‘In an age where a variety of content such as TV
dramas and movies can be viewed anytime, anywhere, live
sports broadcasts are one of the few video contents that are
worth watching in real-time. The one and only nature of
sports content can lead to differentiation from competitors
for business, which is thought to contribute to the increase
in valuation.’’ Given these factors, sports video content plays
a crucial role in business.

However, sports games are typically quite long; the average
length of a Major League Baseball (MLB) game during the
2022 season was 3 hours and 6 minutes [3]. Many users have
difficulty watching games in real-time due to work, school,
or time differences. Others have difficulty maintaining con-
centration for a long time or are interested only in specific
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players. Moreover, unlike the other major sports, baseball
games do not have a specific duration and are likely to run
long. These factors have alienated younger fans from the
game, presenting a serious problem. To address the issue,
MLB has implemented several strategies to shorten games—
introducing the batter’s box rule [4] in 2015, the intentional
walk [5] in 2017, limits to mound visits [6] in 2018, and the
pitch timer [7] in 2023. Owing to the pitch timer [7], the
average length of a game in the 2023 season was reduced
to 2 hours, 42 minutes—a reduction of over 20 minutes.
However, as baseball has no set game time, there are limits
to the extent by which a game can be shortened.

In this paper, we focus on the MLB, one of the ‘‘Big
Four,’’ and propose a method of automatically classifying
player at-bat results in real-time from baseball commentary,
enabling fans to join in the enthusiasm for a game without
watching it nonstop. The system also allows viewers to be
updated on the course of a game quickly and efficiently
compared to long-term viewing. In the current breaking news
system, two to three people continuously watch the game,
judging at-bat results and pitch types visually and inputting
results manually; the goal of the proposed method in this
paper is to support the current human-powered breaking news
system. The contributions of our paper are as follows:

• We improve the real-time performance of traditional
sports viewing support by using commentary.

• We propose a novel approach that combines pre-trained
speech recognition and language models to keep track of
the state of the game in real-time—not via social media
or videos, but through sports commentary.

• We enhance the versatility and usability of exist-
ing speech recognition models by adapting them for
real-time speech recognition, thereby broadening their
range of potential applications.

• We create an adaptable, general-purpose system whose
use of pre-trained models enables it to be applied to
sports other than baseball.

The remainder of this paper is structured as follows:
Section II discusses related work and its issues. Section III
elaborates upon the proposed approach. Section IV evaluates
the results, and finally, Section V concludes the paper.

II. RELATED WORK
To provide sports viewing support to users, a continu-
ous understanding of the state of the game in real-time is
necessary. Previous research uses X (formerly Twitter) to
understand the state of the game in real-time [8], [9] instead
of the approach proposed in this paper, which uses sports
commentary. X displays posts in real-time and excels at the
immediacy and reach of its information, so it is widely used as
a social sensor not just in sports but in real-time event detec-
tion [10], such as stock prices [11], traffic reports [12], during
earthquakes and other disasters [13].We have also researched
classifying at-bat results in baseball using real-time posts on
X [14].

However, the majority of posts concern the posters’ emo-
tional responses, not detailed play information or at-bat
results, making it challenging to derive at-bat results from
these posts. Moreover, when multiple games are taking
place simultaneously, posts about the games outside the tar-
get scope become noise, decreasing accuracy. Furthermore,
it takes time for users to enter texts and make a post to X
after a play, leading to reduced immediacy over commentary.
X’s limits on reading and posting and its introduction of paid
features have been cited as the primary challenges in using
X in this manner. These factors might accelerate the flight of
users fromX,making it difficult to obtain a continuous stream
of posts from X in the future and posing problems for using
the platform for at-bat result classification.

Research has also been conducted into generating highlight
videos from game videos automatically [15], [16], [17], [18],
[19], [20], as well as into scene classification [21], [22]
and the generation of commentary [23], [24], [25]. How-
ever, numerous viewers prefer watching games in real-time,
and highlight videos may not be sports viewing support.
Furthermore, commentary generation requires listening to
the game nonstop, so the time investment is no different
from watching in real-time. In recent times, value has been
identified in the commentaries themselves, with the unique-
ness of commentaries becoming newsworthy; whenmachines
become involved with commentaries, it can decrease excite-
ment among fans.

The system proposed by this study uses language models
and speech recognition models. After the debut of Generative
Pre-trained Transformer (GPT) [26], a succession of language
models pre-trained on large amounts of unlabeled text data,
such as Bidirectional Encoder Representations from Trans-
formers (BERT) [27] and Text-to-Text Transfer Transformer
(T5) [28], have also appeared. These pre-trained models are
called ‘‘Foundation models’’ [29] and frequently use the
Transformer [30] architecture. Before the development of the
Transformer, Natural Language Processing (NLP) used large
amounts of labeled data geared to the task at hand, with the
data used by the machine to train language understanding and
category characteristics. However, as language understand-
ing is standard and not task-specific, numerous pre-trained
models using the Transformer, which excel at parallel pro-
cessing, have been developed. These models have already
learned general language patterns through pre-training, mak-
ing it possible to build models that specialize in downstream
tasks.

For speech recognition models, the significant cost of
creating labeled audio data for pre-training has been cited
as a challenge. Therefore, the debut of wav2vec 2.0 [31]—
which takes self-supervised learning practices that have been
successful in NLP and applies them to speech recognition—
has dramatically enhanced speech recognition accuracy. NLP
approaches for speech recognition based on the Transformer
and BERT-based models have also been developed; for exam-
ple, Conformer [32], which applies the Transformer and
Convolutional Neural Networks (CNNs) in combination to

27200 VOLUME 12, 2024



R. Ikeda et al.: Breaking News System of At-Bat Results From Sports Commentary

speech recognition tasks, as well as HuBERT [33] andGoogle
USM [34], which use both the Conformer and BERT pre-
training methods. However, these models require fine-tuning
and are not very versatile. Attention has therefore turned
to Whisper [35]: an Automatic Speech Recognition (ASR)
model that uses large-scale labeled audio data for pre-training
and does not require fine-tuning. A speech recognition model
trained with the large-scale Japanese audio corpus Reazon-
Speech [36] is also being developed, with the development of
supervised datasets also flourishing.

III. METHOD
Figure 1 shows the overall process of the proposedmethod. Its
proposed method is divided into two parts: preprocessing and
real-time processing. In preprocessing, speech recognition
models are used to create labeled text data for fine-tuning; the
pre-trained language models are then fine-tuned. In real-time
processing, speech recognition models are used to produce
transcripts of commentary from game videos automatically
in real-time. The transcripts are input into the fine-tuned lan-
guage models created during preprocessing, and at-bat results
are classified. The data preparation, and fine-tuning processes
conducted in preprocessing are explained in Sections A and
B respectively, while real-time processing is explained in
Section C.

A. DATA PREPARATION
For commentary in highlight videos, speech recognition
models are used to produce transcripts automatically. The
transcripts are then annotated. To classify at-bat results for
this paper, it is necessary to prepare categories and corre-
sponding labels for at-bat results in advance. Regarding the
speech recognition models, due to the substantial cost associ-
ated with creating labeled audio data, we use not models that
require fine-tuning like [31], [32], and [33] but Whisper and
ReazonSpeech, both of which achieve accuracy comparable
to [31], [32], and [33].

1) WHISPER
Whisper is an ASR model pre-trained on 681,070 hours of
labeled audio data. Whisper does not require fine-tuning; it
can perform various speech input tasks such as multilingual
speech transcription, translation, spoken language identi-
fication, Voice Activity Detection (VAD), and alignment.
Whisper architecture uses the Transformer, demonstrating
robustness in large-scale supervised pre-training for speech
recognition. Whisper offers 7,054 hours of Japanese labeled
audio data. Five models with different numbers of parameters
have been developed; we use the Large V2 [35] model, which
features the largest number of parameters.

2) REAZONSPEECH
ReazonSpeech is a Japanese audio corpus composed of
15,735 hours of audio data. ASR models trained on Rea-
zonSpeech have also been developed. The training uses a
recipe provided by End-to-End Speech Processing Toolkit

(ESPnet) [37]; the architecture is CTC segmentation [38].
Unlike Whisper, ReazonSpeech only produces transcripts
from Japanese to Japanese; however, as ReazonSpeech fea-
tures far more audio data than Whisper, it can produce
accuracy equivalent to Whisper Large V2 using far fewer
parameters.

B. FINE-TUNING
To specialize the pre-trained language models in classifica-
tion tasks, fine-tuning is conducted using labeled text data
created via the method described in Section III-A. The com-
mentary transcripts include sports-specific expressions and
keywords. For example, the commentary ‘‘He missed a hit.’’
In such instances of commentary, classifying based solely on
a word dictionary or keywords could misclassify the at-bat as
a hit when it was out. To avoidmisclassifications, comprehen-
sion of the transcript’s meaning is essential. Therefore, in this
paper, we use BERT and its derivations a distilled version of
BERT (DistilBERT) [39], and A Robustly Optimized BERT
Pretraining Approach (RoBERTa) [40]—which are capable
of understanding context bidirectionally.

C. REAL-TIME PROCESSING
The proposed method of this paper, in order to keep track
of the state of the game in real-time from sports commen-
tary requires ‘‘real-time transcription of sports commentary’’
and ‘‘real-time classification of the sports commentary tran-
scription.’’ However,Whisper and ReazonSpeech accept only
audio files as input. In other words, these models are limited
to transcribing audio files. Therefore, it is impossible to rec-
ognize speech in real-time by using these models as they are.
To address the limitations of existing models, we first capture
the audio output from the speaker and use VAD to detect
silent segments within the audio. When silence is detected,
the preceding audio is saved temporarily as a file and is
inputted into a speech recognition model for transcription.
This process is looped to enable real-time transcription of
sports commentary. Furthermore, by instantly inputting the
transcription into a fine-tuned BERT model, we also make it
possible to classify the at-bat results in real-time.

1) BERT
BERT is the first fine-tuning-based language representation
model. BERT is distinguished by its capability to understand
context not from left-to-right as in the past [26], but bidirec-
tionally through masked language modeling in pre-training.
Pre-trained on deep bidirectional representations, BERT can
construct state-of-the-art models through fine-tuning using
a small quantity of labeled text. Pre-trained models are
dependent on the size of training data. Therefore, nowa-
days, many models that dwarf their predecessors in size have
been developed. However, as the model size increases, so do
deduction time, power consumption, and costs; the perfor-
mance of PCs capable of running the model also becomes
limited. Therefore, models derived from BERT were also
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FIGURE 1. Overall process of the proposed method. The proposed method has two parts. We perform Data preparation as described in Section III-A
and Fine-tuning as described in Section III-B. After that, we perform Real-time Processing as described in Section III-C.

developed—DistilBERT, which reduces the size of BERT
while maintaining its performance in downstream tasks, and
RoBERTa, which maintains the size of BERT but improves
its performance in downstream tasks.

IV. EVALUATION
In this section, we use the method detailed in Section III to
create labeled text data, fine-tune, and conduct processing in
real-time, then evaluate the proposed method. The following

hardware was used to conduct the fine-tuning and evaluations
in this paper:

• CPU: Intel(R) Core (TM) i9-13900KF
• GPU: NVIDIA GeForce RTX 4090

A. DATASET
In this paper, we use speech from Japanese commentary
highlight videos from the 2022 MLB season released on
YouTube as a dataset for fine-tuning. A total of 134 videos
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TABLE 1. Keywords for annotation.

were used. By focusing on the specific domain of MLB
highlight video commentary and limiting the commentary
to the Japanese, we can create a unique and innovative
dataset that does not exist elsewhere. Furthermore, as the
highlight video content features at-bat scenes compiled from
the games, creating a dataset from highlight video content
is significantly more efficient than creating one from the
entire game footage. We use Whisper and ReazonSpeech
for automatic transcription of the commentary audio in the
highlight videos to generate transcripts for all video content.
Table 1 lists the categories used in the paper. Transcripts
generated using Whisper featured a lot of noise, and labeling
the data using keywords was deemed difficult, so the data was
labeled manually. By labeling manually, the quality of the
dataset is ensured. On the other hand, transcripts generated
using ReazonSpeech featured minimal noise, so this data
was labeled using keywords. The keywords used for label-
ing are shown in Table 1. By using keywords for labeling,
it is possible to reduce the time cost, which is the greatest
challenge in data creation. Additionally, it becomes possible
to eliminate annotator bias and construct a consistent dataset.
Among the keywords, ‘‘left-eno,’’ ‘‘center-eno,’’ and ‘‘right-
eno’’ were added with eno, indicating direction, because
when only ‘‘left,’’ ‘‘center,’’ and ‘‘right’’ were used, home
run commentary was mistakenly labeled as ‘‘Flyout.’’ Also,
‘‘gou’’ was added for the number of home runs, as there were
many commentaries that only mentioned the number of home
runs, as there were many commentaries that only mentioned
the number of home runs for the season, without including
‘‘home run.’’ The categories are explained in Section B.

The evaluation used commentary from the March 12, 2023
(local date)WBCPool B Japan vs. Australia game, theMarch
21, 2023 (local date) WBC United States vs. Japan champi-
onship game, and the July 11, 2023 (local date) MLBAll-Star
Game. Transcripts were generated in real-time and then input
as necessary into the fine-tuned BERT model to classify at-
bat results.

In this paper, we target speech in Japanese rather
than English. Unlike English, Japanese has a large num-
ber of homophones and does not use spaces to sepa-
rate words, requiring morphological analysis for contextual

understanding. Therefore, speech recognition and contextual
understanding are more complex tasks in Japanese than in
English. There is also far less labeled speech and text data in
Japanese than in English. In this paper, we targeted Japanese
in the belief that a system demonstrating sufficient accuracy
in Japanese would also be capable of being applied to other
languages. Several BERT pre-trained on large-scale Japanese
corpora have been released, but such corpora are extremely
limited, with most of them based on Japanese Wikipedia.
Therefore, out of the eight models we found, we selected
the BERT BASE and BERT LARGE models with the same
architecture as the original BERT [27], which are the latest
versions released by TohokuUniversity.1 For DistilBERT, out
of the two models we found, only one was pre-trained on
Japanese Wikipedia, so we selected the DistilBERT model
released by Bandai Namco Research Inc.2 For RoBERTa,
since all sevenmodels we found were pre-trained on Japanese
Wikipedia, we chose the RoBERTa BASE model released by
rinna Co., Ltd.,3 which had the highest download count, and
the RoBERTa LARGE model released by Waseda Univer-
sity.4 We fine-tune the above five language models for at-bat
classification and use them in our model.

B. CATEGORY
The Official Baseball Rules 2023 Edition [41] defines base-
ball as a game where the offensive team’s objective is to
have its batter become a runner and its runners advance, with
the defensive team’s objective is to prevent that. In other
words, at-bat results are whether a batter becomes a runner
or an out. There are three scenarios where a batter is out:
a flyout, a groundout, or a strikeout. In other scenarios,
the batter becomes a runner: a base on balls (BB), a hit,
a hit by pitch, a home run, or an intentional walk. In this
paper, we used seven annotated categories: ‘‘BB,’’ ‘‘Flyout,’’
‘‘Groundout,’’ ‘‘Hit,’’ ‘‘Home Run,’’ ‘‘Strikeout,’’ and ‘‘Oth-
ers.’’ The highlight videos had very few BBs, hits by pitch,
or intentional walks; therefore, we combined those three sce-
narios into the ‘‘BB’’ category. Likewise, the ‘‘Hit’’ category
can be divided into single, double, and triple, but as triple
was exceedingly rare, these three scenarios were combined
into the ‘‘Hit’’ category. As for the ‘‘Others’’ category, if the
transcript included characteristics of multiple categories—for
example, ‘‘the pitcher gave up a hit before but is manag-
ing a strikeout’’—classification under one of the established
categories would reduce the Recall score; therefore, data
examples that included target keywords but concerned the
previous at-bat or discussed the previous day’s scores were
given the ‘‘Others’’ label.

A total of 840 examples were chosen and fine-tuned from
the labeled text data—120 examples per category. Examples

1[Online]. Available: https://github.com/cl-tohoku/bert-japanese
2[Online]. Available: https://github.com/BandaiNamcoResearchInc/

DistilBERT-base-jp
3[Online]. Available: https://github.com/rinnakk/japanese-pretrained-

models
4[Online]. Available: https://huggingface.co/nlp-waseda
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TABLE 2. Examples of sports commentary transcripts using ReazonSpeech (Japanese translated into English).

TABLE 3. Results and model comparisons from fine-tuning on labeled text data using Whisper (10 epochs, 30 epochs, 100 epochs, and 300 epochs).

of sports commentary transcripts used for fine-tuning, trans-
lated into English, are shown in Table 2.

C. FINE-TUNING AND COMPARISON USING WHISPER
Table 3 shows average values for the time needed for fine-
tuning, loss, and classification accuracy using labeled text
data composed of transcripts generated by using Whis-
per with each fine-tuned ten times for 10, 30, 100, and
300 epochs. However, when increasing the number of epochs
resulted in a decrease in loss of at least 0.05, the number of
epochs was further boosted, and fine-tuning was conducted.
The labeled text data used during fine-tuning was randomly

divided into training data (60%), validation data (20%), and
test data (20%), then fine-tuned. In performance evaluation,
fine-tuning was conducted ten times to reduce the validation
in accuracy by category; average accuracy was then calcu-
lated, and the models were compared.

As shown in Table 3, fine-tuning with a small num-
ber of epochs produced lower classification accuracy for
the ‘‘Groundout’’ and ‘‘Others’’ categories, which did not
improve much even as the number of epochs increased.
For the Groundouts, accuracy did not improve because the
transcripts were longer than in the other categories and the
expressions used had a great deal of variety, resulting in
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TABLE 4. Results and model comparisons from fine-tuning on labeled text data using ReazonSpeech (10 epochs, 30 epochs, 100 epochs, and 300 epochs).

frequent speech recognition errors. For the Others, accuracy
did not improve because the category featured vocabu-
lary found in the other categories and similar transcripts.
Furthermore, the impact of model size differences on accu-
racy is minimal, and it is believed that even the BASE
model can sufficiently understand the context of the sports
commentary.

The model used in the evaluation is DistilBERT BASE,
which demonstrated the highest classification accuracy over-
all, fine-tuned at 300 epochs.

D. FINE-TUNING AND COMPARISON USING
REAZONSPEECH
Table 4 shows the results of fine-tuning conducted using the
same method detailed in Section III-C on labeled text data
composed of transcripts generated by using ReazonSpeech.
Each model proved capable of achieving accuracy close to
0.9 in all categories except Others. As with Section III-C,
the ‘‘Others’’ category produced decreased accuracy due to
the presence of vocabulary shared by the other categories
and similar transcripts. Furthermore, as in Section IV-C, the
impact of model size differences on accuracy is minimal,
so it is believed that even the BASE model can sufficiently
understand the context.

The model used in the evaluation was BERT BASE, which
demonstrated the overall highest classification accuracy, fine-
tuned at 30 epochs.

E. REAL-TIME PROCESSING RESULTS
In this Section, we evaluate models on the three games
described in Section IV-A by using combinations of Whisper
and DistilBERT BASE, as well as ReazonSpeech and BERT
BASE, respectively.

TABLE 5. Precision, Recall, F-measure, and Support in Japan vs. Australia
in the 2023 WBC.

1) JAPAN VS. AUSTRALIA IN THE 2023 WBC
Table 5 shows the Precision, Recall, F-measure, and Support
of inputting transcriptions of the commentary of Japan vs
Australia in the 2023 WBC into a fine-tuned best model. The
Support is the number of occurrences of each category in the
‘‘accurate response’’ category.

It is evident that when Whisper and DistilBERT BASE
are used, the ‘‘BB’’ and ‘‘Flyout’’ categories demonstrate a
greater gap between Precision and Recall, with misclassifi-
cations into the ‘‘BB’’ category and with flyouts overlooked.
Content tends to be misclassified as BB for inaccurate
transcripts—particularly the ones that are ungrammatical or
not well-formed. As for overlooked flyouts, the lack of a Line

VOLUME 12, 2024 27205



R. Ikeda et al.: Breaking News System of At-Bat Results From Sports Commentary

TABLE 6. Precision, Recall, F-measure, and Support in United States vs.
Japan in the 2023 WBC.

Drive category caused almost all line drives to be overlooked
and misclassified as Groundout. All home runs were over-
looked. As home runs result in a great deal of excitement,
the crowd’s roar would often drown out the commentators,
leading to difficulties in transcription. For strikeouts, the
transcripts include the word Sanshin (‘‘strikeout’’), resulting
in favorable accuracy.

When ReazonSpeech and BERT BASE were used, the
difference between precision and recall narrowed for the
‘‘BB’’ and ‘‘Flyout’’ categories; in particular, the improve-
ment in recall for the ‘‘Flyout’’ category demonstrates the
good performance of the models. As line drives were mis-
classified under the ‘‘Groundout’’ category, accuracy there
did not improve. For home runs, ReazonSpeech accurately
transcribed the ‘‘home run’’ that Whisper did not, resulting
in improved accuracy.

Transcription using Whisper accuracy proved poor for
speech recognition, with manymisclassified transcripts being
poorly formed grammatically or incomplete. On the other
hand, ReazonSpeech demonstrated good transcription accu-
racy, with grammatically correct sentences; however, for
short speech samples, the model could not recognize the first
half of the sample, leading to misclassifications.

2) UNITED STATES VS. JAPAN IN THE 2023 WBC
Table 6 shows the Precision, Recall, F-measure, and Sup-
port of inputting transcriptions of the commentary of United
States vs. Japan in the 2023 WBC into a fine-tuned best
model.

When Whisper and DistilBERT BASE were used, the
results demonstrated overall poor accuracy. In particular,
there is a significant gap between precision and recall for the
‘‘Hit’’ and ‘‘Home run’’ categories, with overlooks common
in both. Also, accuracy was very poor for the ‘‘Ground-
out’’ category; when accurately classified transcripts were
compared with misclassified transcripts, the misclassified

TABLE 7. Precision, Recall, F-measure, and Support in the 2023 MLB
all-star game.

transcripts were poorly-formed grammatically, and there
were difficulties in understanding the context, suggesting
issues with the speech recognition, not the fine-tuning.
As with the Japan vs. Australia game, when audience cheers
and commentator voices overlapped, the model generated
poor transcriptions and decreased accuracy.

When ReazonSpeech and BERT BASE were used, the
results demonstrated improved accuracy over Whisper and
DistilBERT BASE. The model performed strongly, able
to classify line drives as flyouts half the time. However,
the ‘‘BB’’ category has many misclassifications, with short
speech samples and failure to transcribe the first half of the
speech samples to blame. For the ‘‘Hit’’ category, Japanese
uses a number of phrases other than ‘‘hit’’ to indicate hits,
such as sentaa mae (‘‘In front of center’’) and sentaa no mae
ni ochiru (‘‘Falls in front of center’’), and so hits are fre-
quently misclassified as flyouts; there is, therefore, a need to
re-examine the labeled text data and increase the amount used
in fine-tuning. Similarly, for the ‘‘Strikeout’’ category, the
shortness of the speech samples and the use of phrases other
than ‘‘strikeout,’’ such as subarashii koosu ni nagekonde
kimashita (‘‘Pitched in a great course’’) and saigo wa Ohtani
Shohei ga shimekukutta (‘‘Shohei Ohtani finishes it off.’’), led
many strikeouts to be misclassified as flyouts or BBs.

3) 2023 MLB ALL-STAR GAME
Table 7 shows the Precision, Recall, F-measure, and Sup-
port of inputting transcriptions of the commentary of
the 2023 MLB All-Star Game into a fine-tuned best model.

The MLB All-Star Game included many scenarios where
the commentator was not commenting on the game itself,
such as segments where a baseball analyst was continuing
to talk or interviewing a local player—with these segments
representing 11 out of the 75 at-bats. As these segments do not
communicate information about the state of the game, these
were excluded from the evaluation.
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TABLE 8. Average time for transcription and classification (Japan vs.
Australia and United States vs. Japan in the 2023 WBC, and the 2023 MLB
All-Star Game).

Comparing the results of Tables 5 and 6 reveals that
classification accuracy improved overall and that there were
gaps between models in classification accuracy. Video of
the All-Star Game reveals that compared to the WBC game,
audience cheers were kept to a lower volume, and transcrip-
tion accuracy was improved. Also, as the commentary team
consisted of only one commentator and one baseball analyst,
and as this was not a game played by Japanese teams, the
commentator was more laid-back and less excited in their
delivery, talking over each other less and facilitating, it is
believed, a calmer broadcast and better transcripts.

For Whisper and DistilBERT BASE, precision in the BB
category was low; as with the other games, low-accuracy
transcripts tended to be classified under BB. In Japanese,
‘‘BB’’ is called foabooru(‘‘Four-ball’’), so transcripts with
the word booru (‘‘ball’’) in them had a strong tendency to be
misclassified as BBs. The dataset used for fine-tuning needs
to be improved. For the ‘‘Groundout’’ category, recall was
particularly low. This is due to the Japanese expression saado-
goro (‘‘grounder to third’’), where goro is misrecognized as
‘‘ball’’ in the transcripts, leading to frequent misclassifica-
tions under BB.

ReazonSpeech and BERT BASE were confirmed a dra-
matic increase in accuracy. The results demonstrate that the
proposed method in this paper can yield sufficient accuracy
in quiet environments. The results of a ‘‘challenge’’ revealed
some misclassifications in particular circumstances, such as
scenarios where hits were misclassified as BBs.

4) AVERAGE TIME FOR TRANSCRIPTION AND
CLASSIFICATION
Table 8 shows the average time it takes to detect a cer-
tain period of silence using VAD, transcribe audio, classify
the transcript, and output the results. In this paper, real-
time performance—the time required for transcription and
classification—is important. As shown in Table 8, the pro-
posed method in this paper shows a degree of immediacy
that is difficult for the studies using the previous X-based
method and for manual, human-powered systems to achieve
manually.

V. CONCLUSION
In this paper, we proposed a method combining pre-trained
speech recognition and language models to classify at-bat
results in real-time from sports commentary. It also imple-
mented fine-tuning to specialize BERT for the at-bat results
classification task. The results confirmed that in situations
where the impact of speech from parties other than com-
mentators was low, the proposed method in this paper
demonstrated sufficient performance in its task. In par-
ticular, for real-time performance, we performed at-bat
results classification at a speed that is difficult to achieve
manually.

Regarding the speech recognition models, we have demon-
strated that the constraints of Whisper and ReazonSpeech
have been eliminated, making them adaptable for real-time
speech recognition. This enhances the models’ versatil-
ity and usability, contributing to the expansion of their
applications. Furthermore, by conducting a comparative
evaluation between the two speech recognition models,
Whisper and ReazonSpeech, we have identified the spe-
cific challenges of each model, providing insights for model
selection.

In terms of data collection and data creation, by using
highlight videos instead of full-game footage and limiting
the language to Japanese, we have been able to efficiently
construct a novel dataset with high originality that did not
exist previously. We have also clarified the challenges the
speech recognition models faced with the commentary, rec-
ommending manual labeling for transcripts by Whisper, and
keyword-based labeling for transcripts by ReazonSpeech,
thus ensuring the quality of each dataset. Additionally, by pro-
viding the keywords used for labeling, we believe this will
serve as a guideline for constructing larger datasets in the
future.

Regarding language models, for the task of classifying
at-bat results from sports commentary, we found that even
the smaller BASE model can be sufficiently used. Since we
conducted comparisons acrossmultiple languagemodels, this
outcome indicates the high quality of the fine-tuning dataset
we have constructed, while for the speech recognition model,
the difference in the size of the training data is reflected in the
performance difference, although there are differences in the
architecture.

As this paper identified a need for a Line Drive category,
an increased amount of labeled text data, and more-accurate
speech recognition in the proposed method, we would in the
future like to increase the number of datasets and fine-tune
the speech recognition models. Furthermore, there are cur-
rently seven categories; but, as Flyout and Groundout can
be divided into more detailed at-bat results depending on the
player position being processed and the Hit category has three
variants (single, double, and triple), we would like to imple-
ment more detailed categories for at-bat results. Furthermore,
we evaluate the proposed method targeting Japanese speech;
we would also like to examine the method’s applicability to
other languages.
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