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ABSTRACT Building a human-like dialogue system is a challenging task that requires effective use
of context, common sense and personal information. In a conversation, the responder usually analyzes
the emotion, intention, and common sense involved in the speaker’s sentence. Based on this analysis,
the responder considers both the above-mentioned content and their personal information to formulate a
response. Previous work in this area has only focused on one or some aspects, such as emotion, intention,
common sense or persona, rather than considering all of them together. To address this issue, we propose
a response generation framework called EFCP, which is based on empathy factors, common sense, and
persona. This framework simulates a rich dialogue generation process that is rarely seen in previous work.
In predicting the type of empathy factors a responder should adopt, we consider both the responder’s personal
information and the conversation history. Our experiments show that this method effectively improves the
accuracy of prediction. EFCP outperforms the baseline on a variety of automatic metrics and manual metrics,
showing its potential for building more effective and human-like dialogue systems.

INDEX TERMS Communication systems, emotional responses, frequency response, natural language
processing.

I. INTRODUCTION
Large-scale pre-trained language models, as described in [1],
have demonstrated outstanding performance across various
natural language understanding tasks [2]. In open-domain
dialogue systems, the Multi-GPT2 model, which is based on
pre-trained language models, can accept multiple inputs to
create more personalized and diverse dialogues [3]. Empathy
is a crucial capability in open-domain dialog systems,
as described in [4]. Conversational models that integrate
empathy can improve user satisfaction and receive more
positive feedback in various domains [5].

The associate editor coordinating the review of this manuscript and
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Many factors contribute to the expression of empathy.
The communication mechanism plays a critical role in
empathy expression. Based on the theoretical definition of
empathy, [6] identified three communication mechanisms
for text-based empathy expression: emotional reaction (ER),
interpretation (IP), and exploration (EX). Moreover, empathy
comprises two broad aspects related to cognition and
affection [7], [8]. These two aspects are reflected in the
dialog acts (DA) taken [9] and the emotion (EM) expressed
in the conversation, respectively. Reference [10] conducted a
study on the EmpatheticDialogues dataset [11] to investigate
the empathic response intentions associated with listeners in
reaction to different emotional situations. Through manual
analysis, they identified nine kinds of empathic response
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intentions (e.g., agreeing, questioning). The affective aspect
of empathy pertains to expressing emotion appropriately
in response to the experiences and feelings shared by the
interlocutor (e.g., fear, anger) [12].
Understanding user emotions and expressions can be

enhanced by incorporating common sense into the dialogue
system. This approach can lead to more empathetic and
informative responses [13], [14]. For instance, when PersonA
shares their experience of being reunited with their lost fur
baby, we can deduce from common sense that PersonA is
feeling happy. Additionally, since the fur baby was lost for
four years, PersonA will likely be more careful with it.
By combining these insights, the listener can craft a more
appropriate and emotional response. Moreover, persona is
a critical aspect that plays a significant role in generating
empathetic responses. According to [15], users tend to
adopt different styles when expressing empathy, and personal
information can help to personalize conversation content.
Therefore, it cannot be ignored. Persona has been shown to be
highly correlated with personality [16], and it influences the
expression of empathy and response generation. For instance,
assuming PersonB is a friendly person, he might reply to
PersonA with, ‘‘I am really happy for you.’’ Conversely,
assuming PersonC has difficulty expressing themselves and
is harsh, he might reply to PersonA with, ‘‘Do not fall in the
same place twice.’’

To generate emotional responses in dialogue, it is impor-
tant to consider elements such as communication mech-
anism (CM), dialogue act (DA), dialogue emotion (EM),
common sense, and personal information. To achieve this,
we have designed a data processing flow that incorporates all
these elements. Here’s how the flow works: upon receiving a
sentence, the responder uses common sense to comprehend
it and then analyzes its intention and emotion. Based on the
available information, the responder evaluates their personal
information and selects a communication method, intention,
and emotional tone to generate a response. This paper intro-
duces a response generation framework called EFCP, which
comprises Empathy Factors,1 Common sense, and Persona.
The EFCP concept will be discussed in detail in Section IV.
The contributions of this paper are summarized below:

1) We propose a data processing flow that generates
responses using empathy factors, common sense, and
persona.

2) Common sense enriches the context and predicts empa-
thy factors, whereas persona information improves
response quality and predicts empathy factors.

3) Automatic andmanual evaluations demonstrate that the
proposed model outperforms the strong baseline and
produces more sensible empathetic responses.

II. RELATED WORK
Several studies have been conducted to develop models that
can enhance empathy factors in the responses generated by

1For ease of description, the empathy factors CM, DA, and EM are
collectively referred to.

TABLE 1. The data set size (size) and average token count (avg) in
context of dialogue are reported for different splits.

chatbots. Reference [17] introduced an Emotional Chatting
Machine that uses both internal and external memory. The
model takes context x and emotion e as inputs and generates
responses that contain the specified emotion. Reference [18]
combined modeling of emotion (EM), dialogue acts (DA),
and dialogue topics with the dialogue history, achieving a
lower perplexity than the baseline. Reference [19] further
showed that there is a hierarchical relationship between CM,
DA, and EM They found that modeling the hierarchy CM →

DA → EM achieves better performance than predicting each
factor separately.

Daily conversations often involve commonsense reason-
ing. It has been demonstrated that integrating commonsense
knowledge into dialogue systems is feasible. In a study
by [13], the COMET was employed to rewrite the context
to obtain commonsense knowledge, thereby improving the
quality and empathy of the responses. Reference [20]
constructed a large-scale Chinese commonsense knowledge
graph, from which they trained a model to suggest relevant
commonsense knowledge based on the context, using a
Teacher-Student approach [21].

It is important to consider the aspect of emotional
expression known as persona, as it is highly correlated with
personality [22]. Although the connection between persona
and empathy expression is not fully understood, it has been
suggested that different speakers may have different styles
for expressing empathy, which is natural. To address the
limitation of a single input source for transformer-based pre-
trained language models, [3] introduced the bidirectional
attention module and the attention fusion module into the
block of GPT-2.

III. DATA PREPARATION
To train ourmodel, we require a dataset that contains empathy
factor labels, persona, and common sense. We choose the
PEC [22] dataset that meets these requirements. The dataset is
labeled with CM (ER, IP, EX), DA, and EM by [19], who also
filtered out some unsentimental data if the response was not
labeled with any of ER, IP or EX. To reason about the context
on several dimensions, we used the COMET model [23] and
took the resulting results as common sense. After processing,
the dataset size is shown in Table 1 and a sample of the input
data is provided in Table 2. Tomake it easier to understand the
data processing flow, we provide a diagram in Fig. 1. We will
now describe in detail the process of preparing the data.

A. PARTITIONING THE DATASET
The dataset consists of two domains: happy and offmychest.
We have noticed that some of the responders appear in
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TABLE 2. An example of data set after data processing.

FIGURE 1. Data processing flow diagram.

different splits. For instance, a responder named Evref
appears in Train, Validation, and Test sets of the happy
domain. Since our work involves using personal information,
the evaluation results of the model on the validation and
test sets may be biased if these responders are not divided.
To avoid this, we have ensured that the same person only
appears in one split.

B. FILTERING PERSONA
It’s important to note that just because there are multiple
persona sentences in the dataset doesn’t mean that all of
them will be used when generating responses. To filter the
original persona sentences, we use a well-trained RoBERTa
model with an accuracy of 90.8% on DialogueNLI dev set
as a Natural Language Inference (NLI) model. This model,
released by [25], helps us preserve only 530,675 (7.1%)
unique persona sentences related to the ground response.
We discard data that has no persona associated with the reply.
Additionally, in cases where there is more than one persona

related to the reply, we only keep the persona with the highest
relevance score.

C. PROCESSING CONTEXT
Some studies have indicated that using a transformer
encoder-decoder model results in higher attention weights on
the last transformer layer for the last utterance as compared
to the average of the others. This has been observed in
research works such as [25], [26], and [27]. Therefore, for
each conversation, we only consider the last sentence of the
dialogue history as the context.

D. INTRODUCING COMMON SENSE
It has been shown that introducing common sense to language
models can help them better understand the context and
generate more emotional responses [13]. To achieve this,
we use a BART-based variation of COMET2 that is trained
on the ATOMIC-2020 dataset [28]. By inputting an event
and the reasoning dimension into COMET, we can obtain
common sense expansions for that event. ATOMIC infers six
commonsense relations for the person involved in the event:
the effect of the event on the person (xEffect), their reaction
to the event (xReact), their intent before the event (xIntent),
what they need for the event to happen (xNeed), what they
would want after the event (xWant), and an inferred attribute
of the person’s characteristics (xAttr). Since predicting a
person’s attributes merely based on a given event would
include judging the other person, which is not included in
the empathetic process [29], we neglect xAttr and use the
remaining five relations.

2https://github.com/allenai/comet-atomic-2020
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E. REWRITING PERSONA
Having human-written interpretations of a persona sentence
by rephrasing can often help provide novel information
in persona grounding. Therefore, similar to the approach
taken in [31], we use COMET to rewrite persona sentences.
We choose to expand the relations xReact, xIntent, xWant,
xNeed, xEffect, and xAttr, and generate five expansions per
relation for each sentence. Since original persona sentences
usually start with ‘‘I’’ (e.g. ‘‘I do’’,‘‘I feel’’), the extensions
generated by COMET are words or phrases (see Table 2).
Therefore, for each expansion, we preprocess the generated
commonsense inferences to add suitable prefixes to make
them similar to the original persona. For example, expansions
relating to ‘‘xWant’’ and ‘‘xAttr’’ are prefixed with ‘‘I want’’
and ‘‘I am’’, respectively. Then, we concatenate all the
expanded sentences to replace the original persona sentences.

IV. METHODOLOGY
In this section, we will describe the response generation
process proposed in the introduction. The overall EFCP
architecture is depicted in Fig. 2.

A. ENRICHED BY COMMON SENSE
Firstly, the responder analyzes the contextual information
related to the conversation. This common sense information
is then used to enrich the context. We combine the original
context x with the generated common sense sentences to
create a new sentence x ′

= [t1, t2, . . . , tN ], where N is the
length of x ′.

B. ENHANCED BY EMPATHY FACTORS
In the second step of our response generation process,
we infer the speaker’s intent and emotion based on contextual
clues. To achieve this, we utilized data from [19], where
they fine-tuned RoBERTa model [32]3 as DA classifier and
EM classifier respectively on EmpatheticIntents [10] and
GoEmotions [12]. The context and response in PEC [22]
were labeled, and the speaker’s intent was derived from the
categories embedded during the data pre-processing stage.
To integrate empathy factors with context, we describe the
process below.

In the first step, we create a special token [USR] to
represent the speaker and add it to the vocabulary. Then,
we create two embedding layers with sizes MA ∈ R9×d

and ME ∈ R10×d to convert the numerical class labels for
DA and EM into vectors. In the second step, we obtain the
embedding ex ′ of x ′ by summing up the word embedding,
positional embedding, [USR] embedding, DA embedding,
and EM embedding. This final result is used for integration,
and the formula is expressed as follows:

eti = MW [wti ] +MW
[
w[USR]

]
+ MP

[
pti

]
+MA [Ax] +ME [Ex] (1)

ex ′ =
[
et1; et2 , . . . , etN

]
, (2)

3https://huggingface.co/roberta-base

where MW is an embedding matrix that represents words,
while MP is an embedding matrix that represents positions.
Here, V is the vocabulary. The variable pti represents the
position number of the token ti, and w∗ represents the
token id of ∗. We use Ax and Ex to represent the speaker’s
dialog intention category and emotion category, respectively.
[·] indicates an indexing operation, and [; ] denotes vector
concatenation. We denote the output hidden states after
feeding x ′ into the encoder as Hx ∈ Rlx×d , where lx is the
length of x ′.

Hx = Enc(ex) (3)

C. EMPATHY FACTORS PREDICTION
This section describes the third step of our design process.
In this step, we rely on context, common sense, and personal
information to make predictions about the communication
mechanism, response intention, and emotion that the respon-
der should adopt. The context and common sense are merged
into a vector Hx to aid in these predictions. To start,
we introduce a unique token called [PERSONA]. This token
is added to the vocabulary and serves to represent the persona
of the responder. Additionally, we create three embedding
layers: M (ER)

C , M (EX)
C , M (IP)

C . These layers are of size R2×d

and are used to convert the numerical class labels for ER,
EX, and IP into vectors. We then obtain the embedding ep
of persona p by adding up the word embedding, positional
embedding, and [PERSONA] embedding. Next, we feed this
embedding into the encoder to obtain Hp ∈ Rlp×d , where lp
represents the length of the persona sentence.

Hp = Enc
(
ep

)
(4)

In the process, a non-linear network is utilized to convert
[ĥx; ĥp] ∈ R2d into H t ∈ Rd . Here, ĥx and ĥp refer to the
hidden state at the final position of Hx and Hp, respectively.
H t is now a combination of context, common sense, and
personal information.We use it to predict the empathy factors
of the response y. It should be noted that in this paper, the
ground truth value and predicted value of a variable X are
represented by X∗ and X̂ , respectively.

We predict whether to adopt each CM separately: Ĉ (i)
y ∈

{0, 1} for i ∈ {ER,EX,IP}.

h(i)C = F(i)
C (H t) ∈ Rd (5)

Ĉ (i)
y ∼ P

(
C (i)
y | x,CS, p

)
= softmax

(
M (i)

C h
(i)
C

)
(6)

Ĉy =

(
Ĉ (ER)
y , Ĉ (IP)

y , Ĉ (EX)
y

)
(7)

eĈy =

∑
i∈{ER,IP,EX}

M (i)
C

[
Ĉ (i)
y

]
, (8)

where each F(i)
C is a non-linear layer. Based on the context x

and the predicted CMs Ĉy, we next predict DA:

hA = FA
([
H t ; eĈy

])
∈ Rd (9)

Ây ∼ P
(
Ay | x,CS, p, Ĉy

)
= softmax (MAhA) (10)

eÂy = MA
[̂
Ay

]
, (11)
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FIGURE 2. Overview of our model. The dotted line is used only during training.

where [·; ·] denotes vector concatenation and FA is a non-
linear layer. EM Êy is predicted similarly but conditioned
additionally on the predicted DA Ây:

hE = FE
([
H t ; eĈy; eÂy

])
∈ Rd (12)

Êy ∼ P
(
Ey | x,CS, p, Ĉy, Ây

)
= softmax (MEhE ) , (13)

where FE is also a non-linear layer.
In the prediction process, we follow the same approach

as [19] for predicting empathy factors. However, we incor-
porate a vector called H t , which combines context, common
sense, and personal information, instead of using context
alone. We conducted ablation experiments to demonstrate
that incorporating common sense or persona information
along with context improves the accuracy of predicting
empathy factors when compared to using context alone.

D. GENERATE RESPONSE
This section represents the final step in our process.We utilize
empathy, common sense, and personas to generate responses.
To embed each input token ŷt in the response, the following
process is followed:

êyt = MW
[
ŵyt

]
MW

[
w[SYS]

]
+ MP

[
p̂yt

]
+

∑
i∈{ER,IP,EX}

M (i)
C

[
Ĉ (i)
y

]
+ MA

[̂
Ay

]
+ME

[
Êy

]
, (14)

where [SYS] is a special token and represents the responder.
Then, we input êyt ,Hx , andHp into the decoder to obtain the
output hidden state corresponding to ŷt . This state is denoted

as st . Finally, we predict the next token ŷt+1 through the LM
head:

st = Dec
(
êyt ,Hx ,Hp

)
ŷt+1 ∼ P

(
yt+1 | ŷ≤t ; x,CS, Ĉy, Ây, Êy, p

)
(15)

= softmax (MW st) , (16)

where the parameters of the LMhead are sharedwith theword
embedding matrixMW .

E. TRAINING
Our overall loss has two components. The first component
is the negative log-likelihood loss of decoding, denoted as
Ldec. The second component is the prediction losses of
empathy factors, denoted as Lpred. The purpose of Lpred is
to optimize the embedding representation of empathy factors,
which helps to improve the quality of response generation and
the accuracy of predicting the category of empathy factors
that should be used in the response. The formula for Lpred is
given below:

LC = −

∑
i∈{ER,IP,EX}

lnP
(
C (i)∗
y | x,CS, p

)
(17)

LA = −lnP
(
A∗
y | x,CS, p,C∗

y

)
(18)

LE = −lnP
(
E∗
y | x,CS, p,C∗

y ,A
∗
y

)
(19)

Lpred = LC + LA + LE (20)

The Ldec, can be obtained by the following formula:

Ldec = −
1
ly

ly∑
t=1

lnP
(
y∗t | y∗<t ; x,CS, p,C∗

y ,A
∗
y ,E

∗
y

)
(21)
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where ly represents the length of the golden response, the
optimization object is the sum of the following losses: L =

λ1Lpred + λ2Ldec, where λ1 = λ2 = 1.0.

V. EXPERIMENTS
A. COMPARED MODELS
We choose models that are closely related to our work as the
baseline.

• GPT2 [1] without empathy factors, personas and
common sense, generates replies based on context.

• MultiGPT2 [3] accepts multiple input sources. Among
the various attention fusion methods, we choose
source-level scalar weights (GPT2-sw) and linear
method (GPT2-linear) which had the best performance
in their experiment.

• CoMAE [19] used empathy factors to enhance the
empathetic response generation.

• CEM [13] adopted common sense to enhance emotional
response, and utilized EM to assist in adjusting the
affection-refined encoder.

B. IMPLEMENTATION DETAILS
All the models are implemented with PyTorch and the Trans-
formers library4 [33]. We use the pre-trained DistilGPT25

with the size of 82M parameters (768 hidden sizes, 12 heads,
6 layers). The responses are decoded by Top-p sampling with
p = 0.9 and the temperature τ = 0.7 [34]. We train the
model with AdamW [35] optimizer with β1 = 0.9 and β2 =

0.999. The learning rate is 10−4 and is dynamically changed
using the linear warmup [36] with 1,300 warmup steps.
Our model uses MultiGPT2 as the infrastructure, we choose
source-level scalar weights (sw) as the multi-input source
fusion mechanism. We combine the two domains’ train set
as the Train. The Validation is obtained in the same way.
All models are fine-turned for 5 epochs with the batch size
32 on one NVIDIA RTX 3090 GPU. The parameter number
of EFCP is 200M. We test the model on the validation set
every 1,300 steps and reserve the checkpoint with the lowest
perplexity score. The training time of our models is about
2 hours for around 13550 iterations. The Code is available
at https://github.com/SilverBeats/efcp

C. AUTOMATIC EVALUATION
The automatic evaluation uses the golden responses as a
reference to evaluate the responses generated by models.
However, when responses are generated based on the
predicted empathy factors, it is not appropriate to compare
the generated responses with the reference ones [37]. Same
as [19], in automatic evaluation, we only considered the
setting where the models are fed with the ground truth
empathy factors. The automatic metrics we adopt can be
divided into three categories: 1) based on word overlap:
BLEU-n (B-n) [38], ROUGE-L (R-L) [39]; 2) based on word

4https://github.com/huggingface/transformers
5https://huggingface.co/distilgpt2

embedding: Greedy matching score (GMS) [40], Embedding
average score (EAS) [41], Vector extrema cosine similarity
score (VES) [42]; and 3) based on PLM: perplexity (PPL),
F1 score of bertscore (BERT) [43].6 In addition, we report the
geometric mean (GM) of all automatic measures as an overall
performance [44], [45], [46]. In calculating the geometric
mean, we use 1

logPPL rather than the PPL value directly. The
PPL takes a different range of values than the other seven
metrics (between 0 and 1). By doing logarithmic processing
on PPL, the computational bias caused by the different value
ranges of the metrics can be reduced. In addition, the lower
the PPL result, the better, which is also different from the
other seven metrics. Therefore, we take the inverse of PPL.
The calculation formula of GM is shown in (22), where
n = 8 represents the number of automatic evaluation metrics,
and Vi represents the result of the i evaluation metric. i ∈

{B-1,B-2,R-L,BERT,GMS,ESA,VES}

GM =
n

√ ∏
Vi

logPPL
(22)

D. RESULTS
Our experimental results, as shown in Table 3, demonstrate
that the EFCP model outperforms all baseline models. The
word overlap metrics (B-n, R-L), reflect the degree of
overlap in word usage between generated responses and
real responses. On the other hand, word embedding-based
metrics (GMS, ESA, VES) and pre-trained language model-
based metrics measure the semantic similarity between gen-
erated responses and real responses. The EFCP model shows
promising results on all three types of automatic evaluation
metrics, indicating that it can generate responses that are
more relevant to the reality of the responses. To measure the
fluency of the generated sentences, we use the PPL metric,
where a smaller value of PPL means that the generated
sentences are more fluent. Additionally, higher-order BLEU
score also reflects sentence fluency to some extent. Our
results show that the EFCP model outperforms all baselines
in terms of generation on the PEC dataset. It is worth noting
that the EFCP model combines multiple aspects related to
daily conversations, such as common sense (cs), empathy
factors (ef), and personal information (per), in generating
responses, while the baselines use only one of them. Our
experimental findings suggest that simulating the thought
process of human-generated replies for daily conversations
and generating replies with a combination of aspects affecting
conversation generation can greatly improve the effectiveness
of conversation generation.

To further support our argument, we conducted a perfor-
mance test on different variations of the model in various
settings. The results of this experiment can be seen in Table 4.
To facilitate a better comparison of the overall performance
of the model under different conditions, we extracted the GM
metric columns and presented them separately in Table 6.

6Use roberta-large to calculate bertscore.
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TABLE 3. Result of automatic evaluation. Best scores are in bold. For comparison purposes, improvements are calculated compared to the best baseline
results.

TABLE 4. Result of ablation experiment. Best scores are in bold.

TABLE 5. Empathy factors prediction accuracy results (%). Best scores are in bold. EFCP uses CoMAE as the basis to calculate the lifting range. w/o * use
EFCP as the benchmark to calculate the index change amplitude.

TABLE 6. Composite score for each model in the ablation experiment.
!indicates that the model used the information when generating the
reply.

The table shows the differences between themodel variations.
Based on the results of the ablation experiment, we can draw
the following conclusions:

1) Common sense and empathy are two important factors
that work better together. Humans often unconsciously
use common sense in daily conversations, while
omitting common sense knowledge while speaking.
Therefore, we use COMET to generate common
sense content that refines the complementary context.
However, we have observed that COMET tends to

produce duplicate inference results which was also
mentioned in [47]. If incorrect inferences are generated
and repeated multiple times, the encoded results
could be out of the original context’s meaning. Our
observation of two groups of comparative experiments,
namely w/o all and w/o ef & per (only use cs), w/o
ef & cs (only use per) and w/o ef (use cs and per)
found that the performance of w/o all and w/o ef
& cs decreased after combining common sense, thus
supporting this statement. Despite the problems with
COMET, we cannot deny that the addition of common
sense can enrich the context’s content. As long as we
can do some special processing when encoding the
context that combines common sense, common sense
can play a positive role. By observing two groups of
comparison experiments of w/o cs & per (only use ef)
and w/o per (use cs and ef), w/o cs (use ef and per) and
EFCP, this special treatment is to add empathy factors
information when encoding.

2) Having common sense can be an added benefit.
After conducting comparative experiments between
w/o cs and EFCP, as well as w/o cs & per and
w/o per, it was observed that introducing common
sense led to an improvement in the GM score.
However, the rate of improvement was not very
significant.
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TABLE 7. Results of manual evaluation. Ties are not shown. The metrics
significant gaps area marked with * (sign test, p-value < 0.01). κ denotes
Fleiss’ Kappa, whose values indicate fair agreement (0.2 < κ < 0.4) or
moderate agreement (0.4 < κ < 0.6).

3) The benefits of using empathy factors and persona
are significant in improving GM. Using either persona
or empathy factors alone can result in significant
improvement, and combining them can further enhance
the model’s performance. This is because EFCP
includes a component that predicts the categories of
empathy factors that should be adopted by respondents.
By integrating the personal information of the respon-
dent, the prediction accuracy of empathy factors can
be improved during training. We present experimental
results in Table 5 to support this claim. When empathy
factors are predicted without considering persona (w/o
pwp), the accuracy drops significantly. The process
of predicting empathy factors in EFCP is similar
to [19], but EFCP combines common sense and
personal information to improve prediction accuracy.
Table 5 demonstrates that introducing common sense
or persona can significantly enhance the prediction
accuracy of empathy factors.

E. MANUAL EVALUATION
For manual evaluation, the responses generated by different
models are compared in pairs based on various metrics.
These metrics include Fluency (which response has better
fluency and readability), Coherence (which response has
better coherence and higher relevance to the context), and
Empathy (which response shows better understanding of
the partner’s experiences and feelings, and which response
expresses empathy in the way that the annotators prefer) [13],
[48].We randomly selected 100 samples from the test set. and
each model generated responses for these samples. We com-
pared the responses generated by the EFCP model with
those generated by GPT2-linear, CEM, and CoMAE models.
Finally, we ended up with 300 binary tuples to be evaluated.

{(EFCP1,CEM1) . . . (EFCP100,CEM100) ,

(EFCP1,CoMAE1) . . . (EFCP100,CoMAE100) ,

(EFCP1,GPT2-linear1) . . . (EFCP100,GPT2-linear100)}.

We recruited three master’s degree students majoring in
English as volunteers to manually evaluate 300 binary tuples.

We stayed in touch with them throughout the evaluation pro-
cess to resolve any issues that arose as soon as possible. Each
binary tuple was evaluated by three people, resulting in three
evaluations. We then voted to determine which model per-
formed better on each binary tuple. For instance, if the fluency
of (EFCP1,CEM1) was rated 1, 2, 1 by the three evaluators,
with a score of 1 indicating better EFCP performance and
a score of 2 indicating better CEM performance, the winner
was EFCP for fluency in that binary tuple. In case the winner
could not be determined by vote, it was considered a tie. The
results of the manual assessment are presented in Table 7.
We reviewed 300 sets of samples and found that the EFCP

model wasweaker in fluency compared to the baselinemodel.
According to the reviewers’ feedback, they preferred the
model that generated longer sentences, provided that the
responses were free of grammatical errors and internal logical
contradictions. The average sentence length generated by
EFCP, GPT2-linear, CoMAE, and CEM were 15.03, 17.39,
16.49, and 17.82, respectively. EFCP generated the shortest
responses, which made it less fluent than the baseline models.
However, reviewers reported that all three baseline models
had problems generating generic responses. The question
of how to allow diversity in the generated responses is a
problem that needs to be addressed in the field of dialog
systems. We expect the model to express emotions based
on understanding the speaker and to generate smooth and
coherent responses that are relevant to the context. Compared
to the baseline model, EFCP is far ahead in terms of relevance
and empathy.

F. CASE STUDY
The comparison between the generated responses of our
models and the baselines is shown in Table 9. It is clear from
the examples that the content produced by the EFCP model is
more specific compared to other models. While other models
generate content that aligns with the current context, they lack
unique vocabulary that closely relates to that context, such
as the word ‘‘sobriety’’. Even if the current topic is changed
to ‘‘celebration’’, the responses generated by models other
than EFCP will still be applicable. On the other hand, the
response generated by EFCP conforms to the setting of the
empathy factor. It shows ‘‘admiration’’ in terms of emotion
and ‘‘wish’’ in terms of dialog action, and generates content
that elicits a strong emotional reaction. The EFCP model
generates content that is more empathetic and emotionally
connected to the user.

G. APPLICATION TO LARGE LANGUAGE MODELS
We conducted two experiments to test the effectiveness of
the EFCP approach on advanced language models such as
GPT-3.5 and GPT-4 [49]. In the first experiment, we inputted
the dialog context into the model without providing any
additional information and let the model generate the reply.
In the second experiment, We designed a prompt template
that encompasses the principles of the EFCP methodology.
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TABLE 8. Results of automated metrics for the Large language model equipped EFCP methodology.

TABLE 9. Case study of the generated responses by models.

The prompt templates we used are shown in Table 10. The
results presented in Table 8 demonstrate the effectiveness
of the EFCP method in enhancing the automatic evaluation
metrics of Large language models.

However, when compared to the models in Table 3, the
automatic metric results for the Large language models are
considerably lower. This is because the large models have
not been fine-tuned on the PEC dataset. The computational
and financial resources required for fine-tuning these Large
language models with hundreds of billions (GPT-3.5) or even
trillions (GPT-4) of parameters are unaffordable. To address
this issue, certain prompt templates can be designed to guide
large language models to perform a specific task [50], [51],
[52], [53], which is the approach adopted in our experiments.
Another reason for the low word overlap metrics observed
in the Large language models is that humans often use
informal language in their responses (e.g. congrats), while
these models tend to generate more formal language (e.g.

TABLE 10. Prompt templates.

congratulations). This results in a lower word overlap
metrics.

VI. CONCLUSION
Our proposed model, EFCP, generates replies by combining
common sense, empathy factors, and the personal informa-
tion of the responder. Our experiments have shown that EFCP
outperforms the baseline, as it better understands the context
and produces responses that conform to the responder’s
role characteristics. And EFCP method also has a positive
effect on the existing large language models. We suggest
that the responder’s personal information be incorporated
when predicting the empathy factors they should adopt.
Our ablation experiments have provided evidence that this
approach is reasonable. By optimizing one part of the process
or combining it with other dialogue information, we believe
that even better results can be achieved using this architecture.
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