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ABSTRACT Cultural heritage exhibits an inherent relationship among various historical concepts and
events. Previous studies that integrate augmented reality with cultural heritage have recognized AR as an
effective tool for experiencing and learning about cultural heritage. In relation to cultural heritage AR, many
researchers use presentations to provide users with diverse historical information and stories. However, too
few cases have evaluated the influence of the use of presentations in cultural heritage AR on users’ learning
and narratives. Therefore, our study aimed to investigate the impact of presentation methods on users’
learning achievements and narrative formation outcomes in the context of cultural heritage AR. To conduct
this study, we divided users into three groups and presented them with AR experiences specifically designed
with different types of presentations. We conducted uniform user evaluations, assessments of learning
abilities, and in-depth interviews across all three groups, comparing the results. Ultimately, the method that
had the most significant impact on both user learning and the narrative involved placing key cultural heritage
information within virtual environments and repeatedly utilizing visual presentations. In conclusion, the
group that adopted this approach exhibited significantly better results in terms of the evaluation of learning
effectiveness and learning achievements compared to the other methods. Furthermore, it demonstrated a clear
difference in visual graph representations for confirming narratives and word usage frequency, establishing
it as a superior presentation method compared to the alternatives. Based on these findings, we offer practical
guidelines for enhancing the use of presentations in cultural heritage AR experiences.

INDEX TERMS Augmented reality, presentation, cultural heritage, narrative, user experience, user tasting.

I. INTRODUCTION
Cultural heritage (CH) comprises historical significance
related to human existence in specific regions and encom-
passes intricate concepts like past values, traditions, and
important events [1]. Numerous researchers have employed
AR as a means to enhance accessibility and provide the gen-
eral public with historical insights and immersive experiences
related to CH [2].

The associate editor coordinating the review of this manuscript and

approving it for publication was Giuseppe Desolda .

Merging the virtual world with reality, like augmented
reality, can be used to reenact or explain past events when vis-
iting cultural heritage sites [3], [4]. When visiting museums,
interactive exhibits and multimedia displays enhance our
understanding of the stories related to historical artifacts [5],
[6]. Even when in-person visits to museums or heritage sites
are not possible, historical information can still be observed
and experienced through the use of readily available tools
and image-based resources [7], [8]. These virtual encounters
can be just as effective in fostering a deeper understanding
of cultural heritage. Studies on the application of augmented

25876

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 12, 2024

https://orcid.org/0000-0001-9568-2195
https://orcid.org/0000-0002-9034-5234
https://orcid.org/0000-0001-9894-2116


E. Yoo, J. Yu: Evaluating the Impact of Presentation on Learning and Narrative in AR of CH

reality in cultural heritage education highlight the potential of
such methods to enhance learning outcomes [9], [10].

Researchers advocate for the use of augmented reality
in cultural heritage (CH) learning to promote a deeper
understanding of artifacts [11], [12] and to enable users to
delve into specific historical narratives [13], [14]. The effec-
tiveness of CH AR applications is often assessed through
multiple-choice questions centered on CH. However, there
is a dearth of research exploring how users construct CH
narratives following their engagement with CH learning
experiences.

CH is predominantly intertwined with complex historical
contexts [15]. It is challenging to convey the entirety of such
subjects through a single artifact, as doing somust encompass
historical eras, individuals, and events. Hence, most CH AR
applications incorporate historical stories and narratives [16].
In an effort to deliver CH effectively given the wealth of

information and intricate narratives, Cameron et al. [17] pro-
posed what is known as the VIP (Visualization, Interaction,
Presentation) approach to provide virtual CH experiences.
Visualization involves digitally representing physical objects
and incorporating processes such as 3D scanning, 3D mod-
eling, and artifact reconstruction. Interaction with virtual
objects must be enabled to provide key elements. Finally,
presentation involves supplementing CH information with
additional data. This method provides historical information
and storytelling to users by incorporating audio, video, text,
and image components. It is commonly used in CH AR
research and aims to provide users with better educational
experiences [18], [19]. As an example, a study focusing on the
creation of court paintings AR, among Korea’s documentary
CH, utilized the presentation method to design visitor experi-
ences and provide information [20]. However, there is a lack
of research on the effects of different presentation approaches
in relation to CH AR on visitor learning achievements and
narrative variations.

Here, we provide users with three systems with different
presentation designswhile keeping the amount of information
in the court paintings (CP) AR consistent with that in a
previous study [20]. Subsequently, we investigated the impact
of these different presentation approaches on user learning
achievements and narrative variations. The specific contribu-
tions of this research are as follows:

- The provision of an in-depth understanding of the dif-
ferences in user learning achievements and narrative
variations resulting from the use of different presentation
methods to provide historical information and story-
telling in relation to CH AR

- An exploration of the relationship between CH learning
achievements and narrative variations

- A discussion of practical guidelines when using presen-
tation in CH AR

To confirm these research contributions, we conducted
experiments involving CH learning evaluations, user studies,
and in-depth interviews for each case.

The experiments demonstrated that integrating CH 3D
objects and the visual presentation method significantly
improved user learning achievements by providing key infor-
mation. Additionally, it was observed that this method
facilitated the proper use of the necessary vocabulary by users
when describing related CH after their AR experience.

II. BACKGROUND
A. NARRATIVE IN CH AR
A story refers to a series of events or narratives that form an
overall plot or storyline [21]. Stories are composed of events
that take place at a specific location and time.

On the other hand, a narrative can be explained as the
structural representation of events, experiences, or stories
such that the development of events is organized [22]. Addi-
tionally, a narrative has been defined as a tool that includes
meaningful events such as stories, characters, and timelines
and that reconstructs various narratives for communication
and understanding [23].

These characteristics of a narrative can be integrated with
the interactivity of AR. While AR is not the only medium
that combines a narrative with other media, the interactivity
in AR allows for a departure from the passive experience of
a narrative [24]. Additionally, AR can seamlessly create a
narrative between real and virtual worlds by complementing
omitted parts of multiple information sources in a digital
format without replacing or disrupting the real world [25],
[26], [27].

The digital narrative theory in Ryan et al. [28] distinguishes
between the outer layer, which provides exploration without
user participation, and the inner layer, which involves user
engagement. The outer layer of interaction only affects the
expression of the story, as the story itself is already predeter-
mined. In contrast, the inner layer allows user interactions to
shape and generate new story aspects.

In the context of CH AR, allowing interaction in the outer
layer is common. Modifying the CH narrative can undermine
its meaning, as the narrative holds significant value in the
learning process. Furthermore, combining AR with a narra-
tive provides a visually engaging storytelling environment for
CH, stimulating the imaginations of users [29].
We can find various examples of providing narratives in

CH AR. Geigel et al. [5] delivered narratives to users using
3D audio guides to convey unique historical stories within
the context of museums. In a study implementingAR location
simulation to recreate historical events on site [30], narratives
of historical events were provided to users. A project imple-
menting AR for modern history events in the Philippines [31]
confirmed the effectiveness of narrative delivery through
user evaluations. A study examining user storytelling and
narratives through AR centered on CH sites [13], [14] contex-
tualized spatiotemporal assistance for the narrative structure.
Additionally, to assess the impact of outdoor environment AR
storytelling on the space and narrative connection, the study
observed the significant locations (Points of interest) chosen
by users and the spatial trajectories of the corresponding
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generated narratives. However, these studies did not consider
the presentation method. Furthermore, it is challenging to
find discussions on the differences in CH narratives generated
by users based on variations of these methods.

B. LEARNING IN CH AR
Various studies have demonstrated that AR can improve
learning outcomes by spatially anchoring virtual content to
physical locations and objects [32]. Particularly, research
suggests that memory encoding is context-dependent and that
memory retrieval and learning are enhanced when related
information is associated with physical locations [33]. This
type of learning can provide support for the pedagogical value
of mobile AR based on the integration of real objects and
physical cues [16].

AR environments have been widely applied to museums
and CH in an effort to enhance the experience and learning
by the user through increased interactivity [9]. Li et al. [10]
presented a smartphone-based AR application that relies on
low-cost markers in the form of cubes. Through an imple-
mented AR prototype of museum collections, users were able
to interact with high-quality 3D models outside the museum
space. Furthermore, a museum of African art utilized AR to
provide audio and visual information about artifacts to facili-
tate learning about the museum collections [34]. This enables
users to explore and learn about artifacts in their digital form
both inside and outside the museum [11]. Moreover, AR is
used in schools and public institutions to teach CH history.
The use of AR in educational settings has been found to
increase student engagement [35] and improve learning out-
comes when teaching complex historical events [36]. Mobile
AR for teaching Greek mythology has also shown high utility
in educational contexts [37].
In this study, we will evaluate the learning of specific

historical stories, costumes, and artifacts represented in CPs.
Additionally, we will assess the relationship between CH
learning achievements and narrative formation based on dif-
ferent presentation techniques.

III. RESEARCH METHOD
In order to evaluate learning and narratives in CH AR based
on different presentation methods, we divided the methods
into three categories. Our goal is to answer the following
research questions:
RQ1: How does the choice of presentation method within

the system affect learning effectiveness? Which presentation
method is preferred? Presentation design choices are widely
used not only in CH AR but also in various AR applica-
tions. We anticipate that there will be differences in users’
learning gains depending on the presentation methods they
select (H1). Additionally, we expect that combining visual
presentations with augmented reality 3D objects to yield
better learning outcomes, such as improved understanding of
historical context and enhanced recall of specific details (H2).
RQ2: How does the choice of presentation method within

the system shape users’ CH narratives? We anticipate that

FIGURE 1. This figure illustrates the stages of the learning experience in
the AR system. Stage #1: Overview of the target court paintings. Stage #2:
Detailed examination of court paintings. Stage #3: Information retrieval
based on the appearance of court paintings reproduced as 3D virtual
objects (individual information retrieval of 3D objects). Stage #4:
Experiencing historical events through animations.

different presentation methods for each user group will have
a significant impact on the structure and content of their CH
narratives (H3). Furthermore, we expect that the presentation
methods will also influence the linguistic choices users make
as they construct their narratives (H4).

A. SYSTEM DESIGN
We created an AR system that enhances the appreciation
and learning of CPs depicting historical events in Korea that
occurred in 1795. This system was developed as a mobile
application using Unity 3D. Their paper aimed to provide
users with an experiential understanding of CPs to enhance
their learning of historical information. The AR system pre-
sented four stages of experience. Additionally, it incorporated
a 2D-based pre-learning phase before the AR experience. The
following Figure 1 illustrates the four stages of experience for
learning information within the AR system.

Stages 1 and 2 were designed in a 2D format, with Stage 1
explaining the historical significance of the CPs and introduc-
ing the system through images, text, and voice-over events.
Stage 2 allowed the users to examine the original images,
enabling them to zoom in and select specific areas of inter-
est for additional learning. Stages 3 and 4 were created as
augmented 3D models based on physical models. In Stage 3,
users could interactively access information about various
characters and objects in the paintings through touch inter-
actions on the screen. Stage 4 allowed users to experience an
animated representation of military training actions depicted
in CPs. The training stages were indicated by buttons, and
users could observe and learn about five distinct historical
military training actions.

This experiential approach received positive feedback in
user evaluations, indicating its immersive and effective learn-
ing outcomes. However, the specific effects of differentiating
the presentation in 2D and 3D stages, as well as the inclusion

25878 VOLUME 12, 2024



E. Yoo, J. Yu: Evaluating the Impact of Presentation on Learning and Narrative in AR of CH

FIGURE 2. This figure illustrates the stages of the learning experience in the AR system. Stage #1: Overview of the target court paintings. Stage #2:
Detailed examination of court paintings. Stage #3: Information retrieval based on the appearance of court paintings reproduced as 3D virtual objects
(individual information retrieval of 3D objects using on-screen button UI touch interaction). Stage #4: Experiencing historical events through animations.

TABLE 1. Presentation methods are provided for each case. (a): audio
guide. (b): sound effects. (c): 2D image pre-knowledge. (d): 2D image
exploration and information images. (e): 3D object + critical information.
(f): 3D animation + button. (g): 3D animation + summary text.

of the voice-over feature, on users’ learning and narratives
were not examined.

B. STUDY CONDITIONS
The presentation aspect of VIP [17] is a method that
enhances the provision of information about virtual objects
(3D objects) by providing additional data. It typically com-
bines auditory presentationmethods (such as audio and sound
effects) with visual presentation methods (such as text, 2D
images, and video clips) to convey the story, metadata, and
impact of CH more effectively. Previous studies utilized vari-
ous presentation techniques, including 2D images, text labels,
audio guides, videos, and sound effects [4], [5], [6], [7], [8],
[9], [10], [11], [34], [37] to deliver CH information in AR
systems.

To address our research objectives, we designed three sys-
tems with different presentation conditions. The three study
conditions are illustrated in table 1 and figure 2.

Case 1 limited the effects of the presentation by excluding
visual and sound effects. In this case, we provided users with
the AR experience and voice explanations, excluding the 2D
pre-learning information (Stages 1 and 2). The voice explana-
tions were identical to those provided in Stages 1 and 2, and
an experimenter read them aloud before the users experienced

the system. Users were not given any written information and
had to rely solely on the experimenter’s auditory explanations
to acquire knowledge. Users in Case 1 had access to Stages 3
and 4, which were consistent across all cases. However, they
were unable to hear the voices of the characters or sound
effects during the animation in Stage 4.

In Case 2, we added visual presentations to the Case 1 sce-
nario. These additional presentations are not integrated into
augmented reality but are separately accessible on different
pages before the user encountered augmented reality. These
take the form of 2D images that contain historical information
and detailed illustrations.

Case 3 adds a visual presentation combined with aug-
mented reality. In Stage 3, users could select the labels of key
information in CPs using buttons on the AR screen. When
a user selects one of the buttons displayed on the screen,
an image and text describing the selected 3D virtual object
are provided at the location of that object on the virtual
terrain. This information was identical to what was provided
in Stage 2, connecting key information depicted in CPs with
augmented 3D objects. Additionally, a summarized text of the
training information was displayed at the top of the screen
during Stage 4.

C. PARTICIPANTS
We initiated the study with a total of 51 participants recruited
from students studying traditional culture. These participants
had a background in fields related to CH as their major.
The varying levels of basic knowledge among the partici-
pants could potentially result in significant differences in the
experimental outcomes. Therefore, we specifically assessed
the participants’ knowledge levels regarding the CP ‘‘Seo-
jangdaeyaJodo.’’ Participants who indicated no knowledge
of the painting (23 participants) or those that only knew the
name of the painting (18 participants) were selected as can-
didate subjects for the experiment. Furthermore, participants
who claimed some familiarity with the painting but scored
below 33% on pre-test questions administered prior to the
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FIGURE 3. Types of Presentation methods presented in the experiment. (a): 2D images with audio guide - Providing an overview of the system and
historical background knowledge. (b): 2D images - Exploring court painting in detail and providing essential information,(c): Augmented Reality (AR) with
3D objects and critical information combined. (d): Individual information presentation of selected 3D objects. (e): Button to confirm military training
sequence (animation). (f): Summary text of military training animation.

AR system experience were also included in the sample (4
participants).

In the end, the final sample consisted of 45 participants
aged between 19 and 35 years (M = 25, SD = 3.22). Among
them, 9 were male and 36 were female. The allocation of
participants to each case as defined above was 15, without
considering the gender ratio or age distribution. Further-
more, because more than half of the participants had either
never used AR (11 participants, approximately 24%) or had
only used it once or twice (19 participants, approximately
42%), we provided an explanation of basic AR usage and an
overview of the entire system experience before conducting
the experiment.

D. EXPERIMENT
This study was conducted in accordance with the research
ethics guidelines of the Korean Traditional Culture Uni-
versity. Before the experiment, participants were given an
explanation of the experimental procedure and provided their
consent.

Our experiment consisted of two sessions per participant.
The first session included two learning evaluations and one
user evaluation, while the second session included one learn-
ing evaluation and one interview.

1) DEPENDENT VARIABLES
To test our research questions, we compiled data through
surveys, learning assessments, and interviews to measure the
impact of participants’ AR experiences. The study selected
AR usability, the usefulness of information for learning, and
changes in learning outcomes and narratives as dependent
variables. The independent variable was the type of presenta-
tion method used in the AR system.

FIGURE 4. The pictures above depict participants involved in the
experiment. (a): A participant experiencing augmented reality. (b): A
participant participating in an interview after experiencing augmented
reality, explaining the paintings.

To assess participants’ satisfaction with AR usability
and the usefulness of information and learning, we used a
seven-point Likert scale with 19 items. The evaluated ques-
tionnaire was developed by selecting items from three scales
commonly used in evaluations of AR experiences designed
in a game-like format: the Post Study System Usability
Questionnaire (PSSUQ) [39], the Game Experience Ques-
tionnaire [38], and the NASA-TLX tool [40].

Additionally, we created a separate assessment to measure
the learning outcomes after the users experienced the AR sys-
tem. Lastly, we conducted interviews to investigate narrative
changes in more detail.

2) LEARNING EVALUATION TESTS
We evaluated the participants’ learning abilities through a
pre-test, an immediate recall test, and a delayed recall test. All
three tests consisted of the same questions presented to every
participant. This evaluation approach was designed based on
previous studies [10], [41], [42] that utilized AR systems to
assess learning abilities.
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FIGURE 5. The following figures visually present the results of statistically significant usability evaluations. (a): Clarity of Information. (b): Satisfaction
with Screen Layout. (c): Suitability for Learning. (d): Ability to Infer Answers. (e): Appropriateness of Information Quantity.

The learning assessment questionnaire consisted of a total
of 12 questions. Questions 1 to 3 assessed basic facts about
the CPs, while questions 4 to 6 presented problems requiring
knowledge of the CP’s storyline. Questions 7 to 10 asked for
interpretations of important elements in the paintings. Finally,
questions 11 and 12 required the participants to provide spe-
cific descriptions of the historical events in the CPs.

The questionnaire was designed to be solvable with suffi-
cient observation of and experience with the AR system in
our study. However, due to varying difficulty levels among
the questions, careful observation and thorough experience
with AR were necessary to answer them correctly.

3) INTERVIEWS
The interviews consisted of a total of seven questions.
Participants were asked about the usefulness of the learn-
ing approach, notable aspects of the system, their recall
of the historical narratives in the CPs, and their sugges-
tions for system improvements. All interview content was
recorded after obtaining consent to do so from the participants
beforehand.

Previous studies used interviews as a supplementary tool,
and there are limited cases in which interviews have been
used to assess narratives. In a study investigating narratives
associated with spatial locations [14], user-selected points of
interest were used to construct stories about CH. We drew
inspiration from this approach when designing our interview
method.

Participants were shown the CPs on a computer monitor
during the interviews. These paintings served as a visual aid
to help the participants recall their experience with the AR
system. They also facilitated discussions about the historical
events depicted in the CPs and the information learned.

When answering questions related to historical narratives,
participants pointed to specific elements within the paintings
while providing their responses.

We recorded the mouse movements of all participants and
analyzed these data as log data. Additionally, we transcribed
the interview responses into written documents. We con-
ducted a frequency analysis of word usage using text mining
based on these transcriptions. This method is one of several
analytical techniques used in text mining and helps to ana-
lyze descriptive data and quickly understand key information
within data [43], [44].

E. PROCEDURES
In the first experiment, participants completed one AR sys-
tem experience, two learning assessments, and one user
evaluation.

In the initial phase of the first experiment, participants were
given an explanation of the experimental procedure specific
to their assigned case and then took the pre-test. Complet-
ing this test initially sparked interest in the AR system for
participants who lacked prior knowledge of the CPs. After
completing the test, participants experienced the AR system
according to their assigned case.
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FIGURE 6. Displays the means and standard deviations of the three cases
for the pre-test (Pre_test), immediate recall (IR_test), and delayed recall
tests (DR_test).

Participants in Case 1 were given voice explanations by
the experimenter before experiencing the AR system. The
participants in the other cases experienced the AR system
without any historical descriptions. The AR experience lasted
for approximately 10 to 15 minutes, with some variation
among participants.

After the AR experience, participants took the immediate
recall test again and completed the user evaluation ques-
tionnaire. The second experiment occurred 2-3 days after
the first experiment. Participants took the delayed recall test
without re-experiencing the AR system and then participated
in an interview. The entire process of the two sessions took
approximately 40 to 50 minutes per participant.

F. ENVIRONMENT AND EQUIPMENT
The experiment took place in a space that included repli-
cated CPs measuring 140cm × 60cm in actual size and
three-dimensional models (diorama) of the same paintings
measuring 182cm × 92cm × 90cm. The overall space is
estimated to be 2.8m× 3m× 2.5m, providing sufficient room
for participants to move around the models and engage in AR
experiences. Interviews were conducted at a desk (180cm ×

60cm × 85cm) adjacent to the AR experience area, where
a computer and a 32-inch monitor were set up. The AR
experience was conducted only in the first experiment, and
scheduling was adjusted to avoid overlap with the second
interview, ensuring that participants from both spaces did not
encounter each other.

Based on findings from prior research [45], [46], [47],
tablet PCs and mobile augmented reality are acknowledged
for their ability to provide users with an engaging experi-
ence due to their user-friendly operation and accessibility.
Therefore, in environments such as museums, the use of
tablet PCs with high accessibility is considered more advan-
tageous. Consequently, participants in this study engaged
in augmented reality experiences using tablet PCs (Galaxy
Tab S7+), equipped with the exact specifications employed
in the previously mentioned study [20]. The tablet screen

measured 285.0× 185.0mm, and participants held the tablets
themselves during the experiment (Figure 4).

IV. RESULTS
We conducted various analyses using the data collected dur-
ing the study to test our hypotheses.

To assess usability, we used Cronbach’s alpha test to deter-
mine the internal consistency reliability of the survey items.
Although our questionnaire consisted of 17 items, we could
not obtain reliability on two items. Therefore, we obtained
reliability from the remaining 15 items after excluding the
two items (α = 0.73). We achieved relatively high reliability
with a Cronbach’s alpha value exceeding 0.60.

To assess the fulfillment of the assumption of homogeneity
of the variance, crucial for our study, we conducted Levene’s
variance analysis. The results confirmed that the assumption
was valid, enabling us to proceed with a one-way analysis of
variance (ANOVA) and subsequent post-hoc testing using the
Duncan test.

The ANOVA results revealed significant differences in the
evaluations of clarity of information (B2: F = 30.882, p =

.000∗∗∗), satisfaction with the screen composition (B3: F =

16.085, p = .000∗∗∗), suitability of learning (C1: F = 22.219,
p = .000∗∗∗), inference of correct answers (C2: F = 73.096,
p = .000∗∗∗), and suitability of information quantity (C5:
F = 5.902, p = .006∗∗). These results indicate that partici-
pants’ evaluations of these specific aspects as measured by
each item differed significantly.

A. SATISFACTION WITH SCREEN LAYOUT
Figure 5(b) illustrates the satisfaction (B3) with the screen
composition among participants in each case. The precise
wording of this question is ‘‘I am satisfied with the screen
composition of this system (including buttons and images)’’.
Participants in Case 1 showed the lowest satisfaction level
(M = 4.33, SD = 0.347, Min = 2, Max = 6). Participants
in Case 2 exhibited above-average satisfaction (M = 5.60,
SD = 0.214, Min = 4, Max = 7), while participants in
Case 3 demonstrated higher satisfaction than both other cases
(M = 6.40, SD = 0.190, Min = 5, Max = 7).

B. QUANTITY AND ACCURACY OF INFORMATION
We asked participants about the system’s ability to provide
accurate information on CPs, which is the central theme
of the system, and whether the amount of information pro-
vided is appropriate (C5, B2). The results are presented in
Figures 5(a) and (e).
Participants in Case 1 perceived the provided information

as less accurate (M = 4.07, SD = 0.206, Min = 3, Max = 5)
and felt that the quantity of data was insufficient (M = 3.27,
SD = 0.206, Min = 2, Max = 5). In contrast, participants
in Case 2 regarded the information as reasonably accurate
(M = 5.73, SD = 0.248, Min = 4, Max = 7) and felt that
the amount of information supplied was appropriate (M =

4.53, SD = 0.336). However, some participants considered
the information overwhelming (Min = 3, Max = 7). These
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FIGURE 7. Preference for Presentation Methods chosen by participants in
each case. Since visual Presentation methods were not explicitly provided
to the users, they were given a choice based on four common
presentation techniques as a reference.

findings differ from the opinions of participants in Case 3.
Participants in Case 3 reported that the system provided accu-
rate information (M = 6.40, SD = 0.190, Min = 5, Max =

7) and perceived the amount of data as neither excessive nor
insufficient (M = 4.27, SD = 0.267, Min = 3, Max = 6).
Participants in Case 2 evaluated the quantity of information
provided as higher than others.

C. USER’S INFERENCE CORRECT ANSWERS
The graph in Figure 5(d) presents the responses to the ques-
tion of whether the users were able to infer the correct
answers while using the system. For the Case 1 users, the
general response indicated that inferring the correct answers
was challenging on average (M = 3.73, SD = 0.228, Min =

2, Max = 5). However, some users indicated that they
could infer the correct answers to some extent. The range of
responses from Case 1 users was observed to be broader than
in the other cases. In Case 2, users reported that inferring the
correct answers was possible (M = 5.93, SD = 0.188, Min =

5, Max = 7). Similarly, Case 3 users also confirmed that they
could infer the correct answers without much difficulty (M =

6.73, SD = 0.118, Min = 6, Max = 7).

D. SUITABILITY FOR LEARNING
To assess the suitability of learningwith this system, we asked
participants to answer, ‘Is this system suitable for learning
about CPs?’ (C1 : Figure 5(c)) the necessary answers for
learning (M = 3.73, SD = 0.228, Min = 1, Max = 5).
Participants in Case 2 reported that learning with the sys-
tem was ordinary yet optimistic (M = 5.40, SD = 0.235,
Min = 4, Max = 7), and they found it easy to find the
correct answers (M = 5.93, SD = 0.182, Min = 5, Max =

7). Finally, participants in Case 3 considered the system
highly suitable for learning about CPs (M = 6.20, SD =

0.243, Min = 4, Max = 7) and found it very easy to find
the correct answers (M = 6.73, SD = 0.118, Min = 6,
Max = 7).

FIGURE 8. Captured the mouse pointer movements of participants while
explaining everything they remembered about the paintings.

FIGURE 9. Recorded the explanations of participants who experienced
the system but failed to learn certain aspects.

E. EVALUATING OF LEARNING ON CH AR
We created an evaluation questionnaire and conducted three
identical tests to assess the participants’ learning outcomes
through our system. Subsequently, we performed Repeated
Measures ANOVA to examine the validity of these results.
The assumption of sphericity was violated (p < 0.05),
so Greenhouse-Geisser correction was applied. The results
of Greenhouse-Geisser indicated a significant impact (p =

0.680), confirming distinct differences among cases in the
learning outcomes.

Figure 6 displays the means and standard deviations of the
three cases for the pre-test, immediate recall, and delayed
recall tests. In the pre-test, participants showed similarly low
scores across all subjects (Case 1: M = 1.20, SD = 0.336,
Case 2: M = 1.60, SD = 0.336, Case 3: M = 1.267, SD =

0.336) since the selected participants had minimal knowledge
about CPs, which is the central theme of the system.

The results of the immediate recall test varied among the
cases. Case 1 received the lowest evaluation score (M =

5.20, SD = 0.491), followed by Case 2 (M = 7.467, SD =

0.336), and Case 3 had the highest score (M = 9.133,
SD = 0.336). Comparing these results with the pre-test,

VOLUME 12, 2024 25883



E. Yoo, J. Yu: Evaluating the Impact of Presentation on Learning and Narrative in AR of CH

FIGURE 10. We conducted a word frequency analysis using text mining techniques based on the participants’ interview content. (a): Collection of words
related to the critical buildings depicted in the court paintings, (b): collection of terms associated with military training, (c): words referring to significant
figures, and (d): collection of words and types of military training.

participants in Case 3 demonstrated the most significant
improvement.

Overall evaluation scores in the delay recall test slightly
declined (Case 1: M = 4.20, SD = 0.461, Case 2: M = 6.40,
SD = 0.461, Case 3: M = 8.467, SD = 0.461). The ranking
of evaluation scores remained consistent with the immediate
recall test, showing a decline of approximately 0.7 to 1 point
on average.

F. INTERVIEW
We conducted quantitative and qualitative analyses of the
interviews to derive meaningful results to validate our
research hypotheses. The interview consisted of seven ques-
tions, and we obtained significant results in three areas:
participants’ preferences for presentation methods, anal-
ysis of mouse movement, and word frequency analysis.
We recorded mouse movements to analyze participants’
narratives and performed text mining techniques for word
frequency analysis on the recorded data (6 hours, 4 minutes,
36 seconds).

1) PREFERENCE FOR PRESENTATION METHODS
The investigation of participants’ preference for presentation
methods was conducted during the interview. We asked par-
ticipants to choose their preferred method from four options,
and their responses are presented in Figure 7.

In Case 1, the participants’ most commonly chosenmethod
was examining 3D objects (n= 9). This result had the highest
number compared to other cases. The following preferences

were audio guide (n= 3), animation (n= 2), and images with
buttons (n = 1) in that order. One participant (P:5) requested,
‘‘Please explain which 3D object in AR should be viewed first
next time.’’

In Case 2, participants preferred 3D objects the most (n =

7). However, unlike Case 1, animation (n = 4) was chosen
as the next preference. Lastly, voice explanations (n = 2)
and images with buttons (n = 2) received equal selections.
Participant P22mentioned, ‘‘It’s good to experience the train-
ing directly, and it would be great to have summarized text
displayed alongside.’’

In Case 3, participants preferred images with buttons
(n= 6). Interestingly, no one selected voice explanations, and
animation (n = 5) and 3D objects (n = 4) were chosen in
that order. Participant P38 stated, ‘‘The information obtained
through images and buttons combined with 3D objects made
it easier to understand the information.’’ Another participant
(P42) mentioned, ‘‘A brief explanation of the animation is
essential.’’

2) TRACKING MOUSE POINTER MOVEMENTS
To assess participants’ understanding of CPs following the
experiment, we asked them to provide narratives on CPs
while directly viewing CPs. Participants elaborated on their
understanding of CPs by pointing to specific content on the
monitor using their mouse movements. We recorded these
mouse movements, which were subsequently visualized as
scatterplot heat maps in Figures 8 and 9.
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Figure 8 captured the mouse pointer movements of partici-
pants while explaining everything they remembered about the
paintings. Figure 9 recorded the explanations of participants
who experienced the system but failed to learn certain aspects.
The mouse movements varied slightly depending on the
case.

In Figure 8, participants in Case 1 most frequently pointed
to the upper part of the painting, where the ‘‘Seojangdae’’
(a building) and the middle ‘‘Haenggung’’ (a palace) are
located. They also traced the perimeter of the painting, which
represents the surrounding walls. In Case 2 and 3, the most
frequently pointed locations were also the ‘‘Seojangdae’’ and
‘‘Haenggung.’’ However, the frequency of these locationswas
significantly higher than in Case 1, with Case 3 ranking first
and Case 2 second.

Regarding Figure 9, the heatmaps for Cases 2 and 3 showed
similar patterns, making it challenging to identify significant
results. In both cases, participants mentioned that they were
unaware of the ‘‘Min-ga’’ (a residential area) next to the
‘‘Haenggung,’’ the space at the bottom of the painting, and
the road beside the walls. However, in Case 1, participants
indicated that they were unaware of the specific names of
certain elements, such as the gates on a section of the walls
and a separate pavilion.

These results indicate that the participants’ explanations
were based on the locations they simply pointed to, whichwas
insufficient to determine the specific differences in narrative
outcomes. Therefore, we proceeded to analyze the partici-
pants’ interview content.

3) WORD FREQUENCY ANALYSIS
To analyze the participants’ interview responses, we per-
formed word frequency analysis using text mining tech-
niques. We examined the frequency of words used by
participants in response to the interview questions and identi-
fied the underlying topics and concepts represented by those
frequently used words. A total of 4,860 words were analyzed
across the three cases, with Case 1 comprising 1,236 words,
Case 2 comprising 1,425 words, and Case 3 comprising 2,199
words.

Figure 10(a) presents a collection of words related to the
critical buildings depicted in the CPs, while Figure 10 (b)
represents a collection of terms associated with military
training. Figure 10 (c) includes words referring to signifi-
cant figures, and Figure 10 (d) designates different parts of
military training, with varying training content depending on
the terms used. Analyzing the frequency of words for each
case, we found that Case 3 used the most words across all
collections. Notably, all the words related to the entire build-
ings (Figure 10 (a)) and significant figures (Figure 10 (c))
were present. Notably, the exact names of the four gates were
mentioned. Additionally, words related to military training
(Figure 10 (b)) and the terms of actual figures were also
detected. The most frequently mentioned words in each col-
lection were ‘‘Seojangdae’’ (n = 17), ‘‘fire’’ (n = 29), ‘‘King
Jeongjo’’ (n = 28), and ‘‘training’’ (n = 41).

For Case 2, we detected words related to figures
(Figure 9(b)) and the process of training (Figure 10 (d)).
The most frequently seen words in each collection were
‘‘Seojangdae’’ (n = 7), ‘‘fire’’ (n = 19), ‘‘military’’ (n = 23),
‘‘King Jeongjo’’ (n = 21), and ‘‘training’’ (n = 26).
In Case 1, we found the fewest words detected across

all collections. The most frequently mentioned words were
‘‘Seojangdae’’ (n = 4), ‘‘fire’’ (n = 17), ‘‘military’’ (n = 8),
and ‘‘training’’ (n = 20).
Despite some similarities in the most frequently mentioned

words across all cases, there are variations in their frequency
of occurrence and the appropriate use of particular names
based on the context.

V. DISCUSSION
A. PRESENTATION METHODS AND LEARNING
ACHIEVEMENT
To investigate the relationship between presentation methods
and learning outcomes, we conducted surveys and admin-
istered learning assessments. The findings corroborated our
first hypothesis (H1), demonstrating that learning achieve-
ment is contingent upon the presentation design method.
Furthermore, the results of our study provide evidence to
support our second hypothesis (H2), which predicted that
combining visual presentations with augmented reality 3D
objects would result in improved learning outcomes, includ-
ing enhanced understanding of historical context and recall
of specific details.

Our validation of these two hypotheses yielded intrigu-
ing insights for each case. Firstly, participants consistently
favored visual presentations over audio explanations, lead-
ing to enhanced learning outcomes. Secondly, participants
achieved the highest level of learning when critical infor-
mation was conveyed through a combination of visual
presentations and 3D objects within an augmented reality
(AR) environment. In this case, participants expressed the
most favorable disposition towards learning CH using AR
technology.

Lastly, participants perceived the amount of information
provided differently depending on its accuracy. Each partic-
ipant had varying perceptions of the quantity of information
we provided. Participants felt the communication was limited
in Case 1, which had the least utilization of Presentation
methods. In Case 2, where Presentation methods were used
but not combined with 3D objects, participants responded
that the information was abundant. However, in Case 3,
participants felt the amount of information supplied was
appropriate. Therefore, it can be speculated that the perceived
quantity of knowledge varies depending on the difference in
Presentation methods.

B. PRESENTATION METHODS AND NARRATIVE
Participants developed different narratives based on how
the information was presented, supporting our hypotheses
(H3, H4). Specifically, our experiment’s results allow us to
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conclude the following: Using heatmaps to visualize mouse
pointer tracking enables us to understand the narratives par-
ticipants create after experiencing augmented reality. This
method helps us pinpoint the specific image areas users men-
tion by analyzing cumulative pointer positions. In our study,
we compared narrative differences between Cases 2 and 3 by
analyzing point density in scatter plots.

Furthermore, we detected differences in participants’
reports through word frequency analysis using text mining
techniques. This suggests that how information is presented
can influence how participants remember and recall specific
details. While we didn’t deliberately vary the amount of
information during the experiment (the information remained
consistent), different presentation methods led participants
to use varying terminology to describe their narratives for
each case. This finding strongly supports the heatmap anal-
ysis and underscores the clear distinctions observed between
Case 2 and Case 3.

C. LIMITATIONS
Our study involved implementing various presentation meth-
ods for CH AR and conducting both quantitative and
qualitative analyses of participants’ experiences. While these
analyses have provided valuable insights, there are several
limitations to consider.

Firstly, the sample size is small. Although our results are
statistically significant, a larger sample size could revealmore
diverse cases.

Secondly, there is the issue of passive responses in inter-
view responses. The experiment facilitators had to persuade
the participants to conduct the interviews. While most partic-
ipants actively engaged in the discussions, some occasionally
displayed a passive attitude in their responses. Therefore,
additional methods to elicit participant responses are needed
during interviews.

Lastly, it is imperative to broaden the range of presenta-
tion methods. The presentation techniques we employed are
currently widespread. Nevertheless, participants expressed
a requirement for additional information guidance through
innovative presentation methods. Additionally, it became evi-
dent that there is a demand for visual instructions on system
usage, extending beyond CH-related information.

VI. CONCLUSION AND FUTURE WORK
In this study, we investigated the effects of different presenta-
tion methods on learning achievement and narrative changes
in the context of mobile CH augmented reality (CP AR).
To validate our hypotheses, participants experienced CP AR
under three conditions and participated in two experiments.
The results revealed differences in learning achievement and
narrative formation among participants based on the presen-
tation methods. Specifically, the visual presentation method
combined with 3D objects in an AR environment facilitated
participants’ use of specific words related to CH.

Based on all these findings, we have concluded that
using presentations in CH AR, which aims to provide both

storytelling and information, requires appropriate design
depending on the content and objectives. Therefore, our rec-
ommendations are as follows: (1) Define the core information
of the CH, (2) Utilize visual Presentations iteratively, and
(3) Specifically combine visual Presentations related to 3D
objects in AR to deliver the content.

In the future, we plan to expand the range of presenta-
tion methods applicable to CH AR and conduct additional
experiments by designing new visual guides. We also aim to
investigate the differences and effects of Presentation meth-
ods between mobile devices and HMD devices. We believe
such research will enhance the effectiveness and efficiency
of CH AR and contribute to a more engaging CH experience
for users.
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