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ABSTRACT The Internet has driven the development of online education, and the vast system of educational
resources has put forward higher requirements for personalized recommendation systems. In response
to this issue, this study proposes a personalized recommendation system on the ground of optimized
collaborative filtering algorithms. Due to the strong interaction between collaborative filtering algorithms
and users, they are often used in recommendation models. However, its defects such as cold start can weaken
the performance of the model. This study introduces content recommendation algorithms to address this
phenomenon. A hybrid recommendation model on the ground of the two algorithms can effectively achieve
personalized recommendations. Meanwhile, this study focuses on the key modules in the overall model
and utilizes standardization and dimensionality reduction operations to further reduce the computational
burden on the system. Finally, to verify the reliability of the model, the study compared it with other
models. The experimental results showed that the accuracy of the mixed recommendation model was 2.68%
higher than that of the utility recommendation model and the rule recommendation model, respectively,
and 7.99%. Therefore, the personalized recommendation model on the ground of optimized collaborative
filtering algorithm proposed in the study is effective.

INDEX TERMS Collaborative filtering, content recommendation, personalization, educational resources,
primary and secondary schools.

I. INTRODUCTION
The innovation in the era of online information has also
strengthened the widespread application of online educa-
tion. Personalized recommendation systems are often used
in the business field, but are relatively less commonly used
in educational systems. But this model can help teachers and
students find resources of interest smoothly among the vast
educational resources in the system. Due to the strong support
of the country for modern education, online education has
also become a popular development trend in recent years. Its
educational resources are gradually enriched, and education
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websites in various regions are also gradually developing,
covering a large amount of data [1]. However, this also leads
to the phenomenon of information overload and resource
overflow. Users find it difficult to find resource data of
interest solely on their own, which to some extent wastes
users’ time and a large amount of teaching resources. It can
be seen that the problems of primary and secondary edu-
cation resources can be divided into five categories. Firstly,
users of the teaching system need to spend a lot of effort to
find suitable resources. According to a large amount of data
research, nearly 30% of users are unable to find data that
meets their own requirements in a short period of time, thus
wasting time and energy. Secondly, there are some knowledge
cognitive gaps between individuals, and the development
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of information networks has exacerbated the accumulation
of resources. However, users’ cognition may not keep up
with the development of the internet, and their information
literacy is low, which naturally leads to a decrease in their
ability to query resources. Therefore, the gap between user
cognition and knowledge development will further widen,
leading to the problem of survival of the fittest and weakening
the fairness of education [2]. Thirdly, the self characteris-
tics of each teaching system are not clear enough, and the
user group is much higher than the individual characteris-
tics of the users. Therefore, high-quality resources are often
overlooked due to excessive data information, resulting in
waste of resource information. The effective extraction of
high-quality resources can help users achieve efficient teach-
ing. The fourth is that the recommendation function lacks
interactivity and real-time performance. If resources are not
updated for a long time or are delayed, the recommendation
system cannot accurately provide resource recommendations
to users. This also means that the education system urgently
needs intelligent innovation. Meanwhile, users’ personal
preferences will also change over time, which also requires
the system to be more real-time. Finally, the maturity of
recommendation models, the prevalence of human-computer
interaction, and the continuous development of networks
have led to the iteration of personalized recommendation
technology, making potential preference recommendation a
research hotspot. For teaching systems, this should also be
fully utilized to help users overcome their own limitations
and gain more knowledge [3]. As a mature recommendation
algorithm, collaborative filtering algorithm has been widely
used. Alsaadi et al. [4] proposed to use collaborative filtering
algorithm to build a user-assisted model, and introduced sta-
tistical analysis of user rating data and scoring habits based on
P-moments to establish a comprehensive similarity measure-
ment method to quantify the distance between users. Using
particle swarm optimization (PSO) to determine the weight
of statistics and form a neighborhood set of similar users,
the user-based rating prediction is realized. Experimental
results show that their CFI algorithm has certain reliability.
Xiong et al. proposed a variational autoencoder enhanced
graph convolutional network for collaborative filtering. Com-
pared with traditional algorithms, this optimization algorithm
solves the problem of information loss and limited representa-
tion ability, overcomes the information loss problem through
prior information, and uses the generalized graph Laplace
convolution kernel to solve the problem of high-frequency
information loss. The experimental results show that their
optimized collaborative filtering algorithm achieves good
performance on real data sets [5]. ZC.A et al. proposed
an improved multi-objective optimization recommendation
model based on matrix decomposition to solve the problem
of inefficiency of traditional recommendation algorithms in
complex application scenarios. The model adopts a two-
layer structure, the bottom layer uses a collaborative filtering
algorithm based on matrix decomposition algorithm and reg-
ularization constraint to predict the unknown item score, and

the top layer uses a multi-objective evolutionary algorithm to
optimize the recommendation list. The experimental results
prove that their model can provide users with accurate and
novel and diverse recommendation lists in a more efficient
way [6]. Although the above researches have optimized the
collaborative filtering algorithm to a certain extent, they have
not paid much attention to the particularity of users, and have
not further solved the problem of slow convergence caused by
the characteristics of the algorithm itself, and the optimization
is not perfect. Therefore, a CFI optimization algorithm based
on content recommendation is proposed in this paper, and the
user attributes are deeply mined, and the real-time request
response speed of the model is improved through standard-
ization and other operations, and the algorithm convergence
is accelerated. The contribution of the research is that accord-
ing to the different characteristics of secondary students and
primary students, the data identification based on age can
realize personalized education resource recommendation for
different users, so as to improve the personalized service
level of the system. At the same time, on the premise of
ensuring the accuracy and stability of the recommendation
system, the exploration increases the real-time performance
of the system, which will bring more real-time user experi-
ence. This recommendation algorithm with the introduction
of user attributes can still maintain stable recommendation
effects in the context of big data, and the running time has
also been greatly improved. Therefore, the research design
model can provide more accurate and interesting online edu-
cation resources recommendation for primary and secondary
education and students. The full text is divided into four
parts. The first part is the research status of personalized
recommendation systems, etc. The second part introduces
the optimization of CFI algorithms and designs important
modules in the model. The third part is an experiment to
verify the effectiveness of the model. The fourth part is a
summary of the experimental results.

II. RELATED WORKS
Personalized recommendation systems can be applied inmul-
tiple fields to provide users with intelligent experiences. Y.
Zhu believes that excessive online teaching resources can
actually make it difficult for teachers and students to obtain
interesting data information. Therefore, personalized recom-
mendation systems are essential for new educational systems,
as they can not only handle information overload but also
overcome users’ own limitations. In response to this issue,
this study proposes a resource recommendation model on
the ground of adaptive genetic algorithm, and verifies the
effectiveness of the system through relevant performance
tests [7]. Xu et al.’s online learning resources have improved
in terms of technology, which can better help students achieve
efficient learning. On the ground of this, this study proposes
to apply Ideological and Political Courses (IPC) to person-
alized learning resource recommendation systems, ensuring
the correctness of time and format, and helping students
obtain preferred resources. The research results indicate that
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students who use the IPC system have significantly improved
their grades [8]. Liang et al. believe that the traditional teach-
ing resource recommendation model has weak equilibrium,
so they propose a recommendation algorithm based on sup-
port vector machine and trust relationship, and apply it to
online sports teaching. SVM algorithm was used to classify
and screen all teaching resources, then Kalman filter was
used to denoise, and data fusion was carried out according
to similarity. In the subsequent experimental analysis, the
resource balance recommended by their method reached a
maximum of 96% for students [9]. Zhang believes that shar-
ing educational resources can improve learning outcomes.
This study proposes the use of optimized CFI algorithms to
establish a resource management system for English teach-
ing resource sharing platforms. Graph neural networks and
recurrent neural networks are used to construct prediction
models. The former can extract user hidden data to prepare for
subsequent data, while the latter can extract time series infor-
mation. Finally, the effectiveness of this method was verified
through experiments, with an accuracy of 88% [10]. It can be
seen that with the vigorous development of online education,
recommendation algorithms have been widely used in online
education system resource recommendation. The essence of
recommendation model is to classify big data. In order to
ensure the accuracy of classification, the recommendation
algorithm needs to be further studied and strengthened.

Zhaoshan et al. believe that human resources are relatively
diverse, but their recommendation process often leads to
defects such as data loss, ultimately resulting in a shorter
recommended resource length. Therefore, this study will
improve the frequent itemset mining algorithm and apply it
to human resource recommendation models, while introduc-
ing positive matrix decomposition to extract hidden features
and calculate similarity parameters. To improve model rec-
ommendation performance and reduce data loss, this study
used CFI algorithms to optimize it. The effectiveness of the
recommendation model was experimentally verified, with the
longest recommended resource length and the most informa-
tion contained [11].

Xu et al. learned that the fog based Internet of Things
can provide reliable access to virtualized resources. The fog
recommendation system has the characteristics of high time-
liness and accuracy, and the significant improvement of data
resources also marks the importance of this system. And
due to its unpredictable and highly changing work environ-
ment, there are significant challenges at the management
level. This study proposes a hybrid optimization algorithm
based fiber optic gyroscope IoT resource recommendation
system, and selects CloudSim for environmental simulation.
Finally, its effectiveness is verified through experiments. The
experimental results show that compared to the artificial bee
colony algorithm, its accuracy has increased by 8% [12].
Brandstetter et al.’s recommendation system is a common
problem in online education, and this problem needs to be
solved by combining teaching strategies and needs, rather
than simply summarizing from one aspect. On the ground

FIGURE 1. Two similarity recommendation types on the ground of CF
algorithm.

of this, this study proposes to embed a recommendation
model into the TEL system and design a process architec-
ture. The effectiveness of this method has been demonstrated
through experiments [13]. Wu et al. realized the impact
of resource constraints on business and therefore proposed
an interest behavior multiplication network. This network
utilizes dynamic interaction between users and resources
to predict user preferences. This study uses recurrent neu-
ral networks to extract long-term dependency features and
constructs resource constrained branches to further under-
stand the impact of project changes on user preferences.
Meanwhile, this study uses mutual information to calculate
similarity. Finally, the effectiveness of the model was verified
through experimental analysis on the second-hand car trans-
action dataset and the Tmall dataset [14]. Alagarsamy et al.
proposed a recommendation system on the ground of seman-
tic fuzzy perception model, and introduced two algorithms:
target keyword based data preprocessing algorithm and intel-
ligent Anova-T residual algorithm for data preprocessing
operations. The core of the system is a similarity matching
algorithm on the ground of fuzzy rules, which improves the
accuracy of model recommendations and verifies the effec-
tiveness of the model through experiments [15].
A large number of studies have proven the necessity of

recommendation systems. This study selects common CFI
algorithms as the basis for building recommendation models
and adopts content recommendation algorithms to address
their shortcomings in cold start and other aspects. This can
further enhance the performance of the recommendation
system.

III. CONSTRUCTION OF AN INTELLIGENT PERSONALIZED
RECOMMENDATION MODEL ON THE GROUND OF CFI
ALGORITHM IN PRIMARY AND SECONDARY EDUCATION
RESOURCE SYSTEMS
The popularization of online education has put forward higher
requirements for the intelligent recommendation of educa-
tional resources, and the user objects of the system include
students, teachers, and administrators. The first two mainly
focus on personalized selection and recommendation of
teaching resources, while the latter is the review of users and
resources. However, there are still some issues with algorithm
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FIGURE 2. Operation flow of content recommendation algorithm.

accuracy and stability in the current recommendation model,
which need to be further addressed and optimized.

A. OVERALL ARCHITECTURE OF PERSONALIZED
RECOMMENDATION MODEL ON THE GROUND OF
OPTIMIZED CFI ALGORITHM
This study selects an optimization algorithm on the ground of
CFI System (CF) to achieve the intelligent recommendation
function of themodel. The key of this algorithm is to calculate
user similarity and resource similarity, and sort and filter the
data to achieve the goal of mining potential development
areas for users. Therefore, the system eliminates the process
of resource feature modeling and can handle unstructured
resource information [16]. The CF algorithm can be divided
into two types: user based and project based, as shown in
Figure 1.

The algorithm in Figure 1 (a) will construct a neighborhood
set with similar preferences on the ground of each user’s pref-
erence for the project, and select potential interest resources
to recommend to relevant users. The algorithm in Figure 1
(b) will start from the user’s preference for the resource,
excavate items similar to the resource, filter the items that
have been followed, and finally make recommendations. The
former provides users with more freshness, while the latter is
relatively stable. The model should choose appropriate rec-
ommendation principle algorithms on the ground of different
practical purposes. The advantages of this algorithm lie in
the interaction between feedback information and users, the
convenience of modeling, and the improvement of stability
over time. However, this algorithm has strong interactivity
with users, such as when the user’s behavior data is low,
the calculation accuracy of the model will plummet. Mean-
while, once a new record appears for the user, the model
needs to perform repeated calculations, which increases the
computational pressure of the model. When the user is a
new user, it can also cause a lack of historical data for cold
start phenomenon [17]. In response to the above issues, this

study introduces a content recommendation algorithm, which
requires the system to model the features of resources, aiming
to screen and recommend on the ground of feature data.
Similarity comes from the user’s historical search and other
records, and its basic process is shown in Figure 2.
This indicates that the system operation can be roughly

divided into three major steps: first, feature extraction is
performed and classified according to structured and unstruc-
tured data. For unstructured data, structural transformation is
required, as shown in formula (1) [18].

D = {d1, d2, . . . dN }

T = {t1, t2, . . . tn}

dj =
{
w1j,w2j, . . .wnj

} (1)

Taking the selected articles as an example, in equation (1)
above, D represents the set of articles. T represents the col-
lection of articles where keywords appear. dj represents the
set of text vectors. N/n represents the number of articles
and keywords, respectively. wnj represents the weight of each
keyword. The research selects the word frequency inverse
document frequency method for weight calculation, as shown
in formula (2).

TF − IDF(tk , dj) = TF(tk , dj) • log
N
nk

(2)

In equation (2) above, TF(tk , dj) represents the frequency
of the occurrence of the k-th word in article j. nk represents
the total number of articles in the set that contain k words.
Therefore, the weight of this word in article j is shown in
formula (3).

wk,j =
TF − IDF(tk , dj)√∑ T
s=1TF − IDF(ts, dj)2

(3)

Then there is the analysis of user interests, commonly
including the nearest neighbor method (KNN), decision tree
algorithm (DT), linear classification algorithm (LC), and
Naive Bayes algorithm (NB). The KNN algorithm lies in the
comparison of attribute vectors between resources in the sys-
tem. The DT algorithm is more suitable for situations where
resource features are low and do not belong to unstructured
attributes. The key of the LC algorithm is to find a plane
in high-dimensional space that can separate two classes, and
use gradient descent method to update learning parameters,
as shown in formula (4) [19].

−→
Cu(t+1)

:=
−→
Cu(t) − η(

−→
Cu(t) •

−→wj − yuj)
−→wj (4)

In equation (4) above, U represents the user. −→wj represents
the attribute vector of the item. t represents the number
of iterations. yuj represents the user’s preference rating for
resource j. η represents the learning rate, which is the size
of the iteration step.

−→
Cu(t) represents the user data learning

parameter vector sought.
−→
Cu(t+1) represents the user data

learning parameter vector at the next time of update.
−→
Cu(t)•

−→wj
represents the plane composed of the item attribute vector and
the user data learning parameter vector. It can be seen that
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FIGURE 3. Personalized recommendation model on the ground of
optimized CFI algorithm.

LC algorithm divides data points into two different categories
by constructing a linear decision boundary, and updates
model parameters in continuous iteration to find the linear
decision boundary that can correctly classify input data.The
NB algorithm is often applied to text classification, and
the attributes of each resource are independent. After com-
pleting user preference analysis, the model can recommend
resources. The optimized CF algorithm can simultaneously
achieve sensitivity detection of resource features and asso-
ciativity of the algorithm. Common combination methods
include weighted combination, feature combination, and
cascading. The entire recommendation model is shown in
Figure 3.

The user interest model in Figure 3 is established on the
ground of user features, historical data, and natural attributes,
and extracts model data through explicit or implicit informa-
tion extraction. Explicit collection relies on interaction with
users, who need to independently set preference options to
obtain more reliable and direct data. However, this can also
lead to issues with user costs, and according to convention,
the number of users willing to actively provide preferences
is limited, which is a breakthrough in model performance.
Implicit collection does not rely on user participation, but
actively extracts during system operation. Common tech-
nologies include Ajax and JS, which extract data at a low
cost, but need to be improved in terms of timeliness and
accuracy. Therefore, this study selected a combination of the

FIGURE 4. Relationship between modules in the personalized
recommendation model.

two information extraction methods to reduce operational
costs while improving data transparency and user privacy
security measures. Because the implicit information extrac-
tion is based on the analysis of the anonymous behavior
data of the user, it is not necessary to obtain the specific
identity information or personal sensitive data of the user.
Through the analysis of implicit behavior, it is possible to
achieve a personalized understanding of user preferences and
needs without exposing users’ private information. At the
same time, the user behavior data is usually aggregated
and anonymized, and the statistical and desensitization of
the behavioral data can reduce the sensitivity of individual
users, thus reducing the privacy risk of users. The storage
and processing of implicit behavioral data will also take
a series of data security protection measures, such as data
encryption, permission control, access audit, etc., to ensure
that users’ private data will not be leaked or abused. To sum
up, implicit information extraction in the network model can
protect users’ privacy to a certain extent. This model is often
represented through data structures, and research introduces
Vector Space Mode (VSM) to represent text space. The core
of this method is to transform the text into a vector of feature
terms and weights, treating the correlation problem as a vec-
tor correlation problem. The resource description model for
primary and secondary schools focuses on the consideration
of subject types, age of application, and keywords. Each
resource feature includes information such as name, subject,
grade, and version, which needs to be integratedwhenmaking
recommendations.

B. RESEARCH ON OPTIMIZATION DESIGN OF KEY
MODULES IN THE OVERALL RECOMMENDATION MODEL
The personalized recommendation model roughly includes
four modules, namely data processing, recommendation sys-
tem, resource screening, and model conFigureuration. The
interrelationships between them are shown in Figure 4.
In Figure 4, the data processing module includes data

crawling and conversion, dimensionality reduction, and stan-
dardization operations. Due to the fact that the preliminary
information of the model comes from third-party software
such as the subject website, the model needs to further record
the data in the database while crawling it to improve the
convenience of subsequent queries. The data that needs to be
recorded includes number, name, location, and type. When
the above data is missing, regular expressions and Beauti-
ful soap parsing should be used to extract field data from

28864 VOLUME 12, 2024



X. Feixiang: Intelligent Personalized Recommendation Method Based on Optimized Collaborative Filtering Algorithm

website source code [20]. The amount of user feature data
is huge, so data dimensionality reduction is essential, such
as directly using numerical codes to replace age or grade,
which can greatly improve the operational efficiency of the
model. The user profile here is developed for secondary and
primary education students. The online education resource
recommendation system needs to be able to make person-
alized recommendations according to the age and learning
stage of students. For primary education students, educational
resources should bemore intuitive, vivid, and can arouse their
interest; For students in secondary education, it needs to be
more challenging and in-depth to meet their learning needs.
At the same time, the content of the curriculum at the primary
and secondary levels also needs to be taken into account in
accordance with the syllabus and standards of each grade. For
different types of learners, the online education resource rec-
ommendation system should be able to recommend suitable
personalized learning paths and teaching methods according
to their learning habits, interests and learning levels, so as
to improve learning effects. In addition, the system should
filter and screen educational resources according to the char-
acteristics of the learning content of primary and secondary
school students, according to the credibility and suitability
of educational resources, and ensure the accuracy, credibil-
ity and suitability of the content. In summary, the need for
online education resource recommendation systems in pri-
mary and secondary education is to provide age-appropriate
and stage-appropriate course content and teaching resources,
support personalized learning and teaching methods, and
effectively monitor learning progress and provide feedback.
Then, a large number of primary and secondary education
characteristics are processed. The standardization of data,
also known as binarization, converts all data into numeri-
cal values of 0 or 1. Standardization can further reduce the
operational burden of the model and improve algorithm effi-
ciency. The resource recommendationmodule adopts a fusion
algorithm of content recommendation and CFI, and themodel
should use intersection for resource rating prediction when
calculating similarity. The prediction process of CF algorithm
and optimization algorithm is shown in formula (5).{

fCF = a ∩ u1, a ∩ u2, . . . a ∩ un
fN = a ∪ u1, a ∪ u2, . . . a ∪ un

(5)

In equation (5) above, fCF /fN represent the resource rating
predictions of CF algorithm and content recommendation
algorithm, respectively. a represents the user. un represents
the set of neighboring users. This indicates that the CF
algorithm first calculates the correlation between users and
neighbors separately, and after obtaining the union, calculates
the neighbor’s rating matrix, and finally outputs an estimated
rating table. The optimization algorithm used in the study
is to select the intersection of users and neighbors to obtain
the final output score. The latter can achieve more accurate
predictions when the dataset is small, greatly improving the
performance of the entire recommendation model [21]. The

FIGURE 5. Basic structure of hybrid recommendation algorithm model.

core of CFI is that user preferences are interrelated. There-
fore, recommendations for corresponding products can be
made on the ground of user similarity. The basic structure
of the hybrid recommendation algorithm model is shown in
Figure 5.

After obtaining user browsing, retrieval, and favorite data,
the model can establish a collection of neighboring users.
On the ground of this data, it simulates the changing trend of
user preferences influenced by neighboring users, and sets the
corresponding neighbor weights according to the similarity
calculation results, thereby performing the best neighbor set
matching. Finally, it estimates and scores the resources. The
Existing User Interest Model (EUIM) for any user, as shown
in formula (6) [22].

EM = (w11,w12, . . .w1j . . .w1k ) (6)

In equation (6) above, w1j represents the weight value
of a keyword fj in the user interest resource data F in the
model. The initial set of educational resources is represented
as D = {d1, d2, . . . di . . . dn}. The main feature keyword is
represented as F = {f1, f2, . . . fi . . . fn}. The two matrix data
correspond one-to-one to form a spatial vector model. When
the weight wij is 0, it indicates that the keyword fj does not
exist in resource di. The weight matrix for the resource set is
shown in formula (7).

DM =


w11 w12 . . . w1k
w21 w22 . . . w2k
. . . . . . . . . . . .

wn1 wn2 . . . wnk

 (7)

The study selected the commonly used TF-IDF method as
the weight representation method. The Potential User Interest
Model (PUIM) of users is obtained by optimizing CFI algo-
rithms, which recommend nearby user preferences with high
similarity to users, as shown in formula (8).

PM = (w21,w22, . . .w2j . . .w2k ) (8)

In equation (8) above, w2j represents the weight of key-
word fj in the PUIMmodel. The difference between the PUIM
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model and the EUIM model is that it is independent of user
initial data. In a complete education resource system, it is not
enough to only recommend existing interest data to users. The
huge amount of education resource data requires the model
to be able to achieve potential interest recommendations.
This study utilizes CFI algorithms to explore users’ potential
preferences. Due to the possibility of different descriptions
and other information of the same resources in the system,
it is unable to identify users with similar preferences. On the
ground of this, this study introduces a similarity calculation
method that integrates behavior and content, expressed as
rating similarity simgrade(u, v) and content similarity, respec-
tively. The calculation of the former is shown in formula (9).

simgrade(u, v) =

∑
i ∈ Du ∩ Dv 1

log(1+|U (i)|)
√

|Du| |Dv|
(9)

In equation (9) above, Du and Dv represent the resource
evaluation diversity of users u and v, respectively. U (i) rep-
resents the user set that has commented on resource d i. The
content similarity simcontent (u, v) between two users is shown
in formula (10).

simcontent (u, v) =
EMu • EMv

|EMu| • |EMv|
(10)

In equation (10) above, EMu and EMv represent the initial
interest resource sets of two users, respectively. In summary,
the calculation of mixed similarity is shown in formula (11).

sim(u, v) = βsimgrade(u, v) + (1 − β)simcontent (u, v) (11)

In equation (11) above, β represents the weighting factor,
which is a similarity ratio parameter that needs to be exper-
imentally obtained within the range of [0, 1]. A weighting
factor of 0 indicates that the model only needs to consider
content similarity. On the contrary, when the weighting factor
is 1, it means that the model only needs to consider score
similarity. The model needs to calculate the score similarity
and content similarity between users separately, and then fuse
the similarity values on the ground of the weighting factor
values to obtain the final user mixed similarity. The user with
the highest similarity to the target user will be included in the
neighboring user set, and then use CFI principles to recom-
mend potential interest resources. The weight calculation of
a feature word fi in the latent preference model is shown in
formula (12) [23].

w2uj =

∑
vi∈Uu

sim(u, vi)∑
vi∈Uusim(u, vi)

• w1vij (12)

In equation (12) above, Uu = {v1, v2 . . . vi . . . vk} rep-
resents a set of similar users. u represents the target user.
sim(u, vi) represents the similarity between the target user
and any user. The Fusion User Interest Model (FUIM) is a
keyword weight vector formed by the fusion of the EUIM
model and the PUIM model, as shown in formula (13).

FM = (w31,w32, . . .w3j . . .w3k ) (13)

FIGURE 6. General structure of the overall personalized recommendation
model.

In equation (13) above, w3j represents the weight of key-
word fj in the FUIM model. The result obtained is the weight
vector of the main feature words, which can be compared
with a fixed threshold to complete the output of the final
recommendation list. The weight vector of the feature word
fj is shown in formula (14).

w3uj = max(w1uj ,w2uj ) (14)

In equation (14) above, max represents the maximum value
between the feature weights in the existing interest model and
the feature weights in the potential interest model. Candi-
date resource d = {wd1,wd2 . . .wdi . . .wdm}. The general
structure of the overall personalized recommendation model
is shown in Figure 6.

The initial interest feature matrix is generated on the
ground of the user’s historical data, such as browsing, com-
ments, likes, etc. On the ground of the existing data matrix,
the current user’s neighbor set can be found, and on the
ground of the user behavior data in this set, the user’s
potential preference resource set can be predicted. According
to the weight values in the initial neighbor set, the corre-
lation between each neighbor and the target user can be
obtained separately. Using the nearest neighbor set, compare
its resource rating with the target user’s resource rating to
achieve prediction of potential preferred resources. After-
wards, it outputs a recommendation list in descending order
and conducts user feedback evaluations. The study selected
the Mean Absolute Error (MAE) value as the main indicator
for evaluating the model, as shown in formula (15).

MAE =

∑ n
i=1 |qi − pi|

n
(15)

In equation (15) above, pi and qi respectively represent the
predicted user rating and the actual user rating. n represents
the number of scoring resources. The magnitude of this value
is inversely related to the performance of the model. F1 value,
as a comprehensive evaluation index that can reflect both
model accuracy and recall performance, is also often used in
algorithm testing, as shown in formula (16).

F1 = P∗R∗2/(P+ R) (16)

In formula (16), P represents the accuracy of the algorithm,
and is the ratio of the correct quantity retrieved to the relevant
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quantity. R represents the algorithm recall rate, which is the
ratio of the correct amount of resources extracted to the
sample resource review. However, the F1 value is based on
the condition that the influence of the recall rate is the same.
When the influence of the two cannot be treated equally, para-
metric measurement is required, as shown in Formula (17).

F =

(
1 + β2

)∗
P∗R

β2∗P+ R
(17)

In formula (17), β represents the weight parameter, when
the value is greater than 1, the recall rate has a greater impact;
when the value is in the interval (0,1), the accuracy rate has a
greater impact; when the value is equal to 1, it means that the
two indicators are equally important.

IV. PERFORMANCE VERIFICATION ANALYSIS OF
RECOMMENDATION MODEL ON THE GROUND OF
HYBRID COLLABORATIVE FILTERING ALGORITHM
To further validate the performance of the optimized CFI
recommendation model, a model simulation comparison
experiment was conducted before and after optimization to
verify its effectiveness. And the recommendation model was
applied to the actual platform for visual analysis, clarifying
the number of successful recommendations and clicks of the
model within a week. Meanwhile, the optimized personalized
recommendation model was compared with other recommen-
dation models in terms of performance.

A. ANALYSIS OF MODULE PERFORMANCE VERIFICATION
ON THE GROUND OF HYBRID CFI ALGORITHM
RECOMMENDATION MODEL
Since different operating environments and parameters can
have a significant impact on algorithm performance, the
computer parameters were selected in the research, and the
specific system operating environment and other parameters
were selected, as shown in Table 1.

The computing resources to run the algorithm, namely
CPU and GPU, will directly affect the running speed and
parallelization ability of the algorithm. The size and speed
of the computer’s available memory will also affect the per-
formance of the algorithm. For example, when the algorithm
requires a large amount of computation and needs to store a
large amount of data, but the memory of the running envi-
ronment is small, the performance may be degraded or the
running may fail. After the MySQL 5.5 database is created,
further JDBC-ODBC connections need to be completed with
Eclipse. When crawling data, it is necessary to use JAVA
multithreading to improve the collection speed. The main
module for optimization in this study is the recommendation
algorithm part of the model. Therefore, this study takes the
data processingmodule and resource filteringmodule as fixed
parts, and only makes correspondingmodifications to the rec-
ommendation algorithm. The structure of a recommendation
system that uses CFI algorithm and content recommendation
algorithm separately is shown in Figure 7.

TABLE 1. System operating environment and parameter Settings.

In Figure 7, the boxed parts are the parts with differences
between the two models. This indicates that there are differ-
ences in the data layer between the content recommendation
algorithm and the CFI algorithm, both of which come from
statistical information databases. However, the CFI algorithm
has added a scoring information database module. On the
ground of the above two model structures, the overall oper-
ation process of the hybrid recommendation algorithm can
be designed. The data source of the data processing mod-
ule is still the user resource information library and user
rating information library. The recommendation algorithm
adopts a fusion algorithm of content recommendation and
CFI recommendation. The model has added a resource filter-
ing module, whose data source is the predicted rating system,
which is the estimated value of resource ratings in the rec-
ommendation algorithm. This indicates that resource rating
data is a key performance indicator of the recommendation
model. This study introduces Mean Absolute Error (MAE)
and F-value as specific evaluation indicators. Meanwhile,
selecting user data from primary and secondary education
auxiliary institutions in the education recommendation sys-
tem, the experiment is divided into analyzing the overall
recommendation performance of the system, analyzing the
recommendation performance of new users, and analyzing
the stability of the model. The specific experimental parame-
ters are shown in Table 2.

The experimental test dataset consists of 1000 rating infor-
mation from 50 users on 500 resource data. The target users
are 10 randomly selected users, and it is assumed that 80%
of the data is known, while the remaining data represents
unknown data that needs to be predicted. The performance
results of the three models are shown in Figure 8.

Figure 8 (a) shows that the average absolute error of
the hybrid recommendation algorithm model is significantly
lower than the other two types of algorithm models, with an
average MAE value of 0.895. The content recommendation
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FIGURE 7. The recommended system model structure using CF algorithm
and CR algorithm alone.

TABLE 2. Specific parameters of user data.

algorithm and CF algorithm achieved 1.123 and 1.141 respec-
tively, higher than the hybrid recommendation algorithms of
0.228 and 0.246. Among them, the changes in the hybrid rec-
ommendation algorithm model and the CF algorithm model
are relatively stable. The content recommendation algorithm
model fluctuated significantly before and after the second

FIGURE 8. Overall recommended performance comparison diagram of
each model.

experiment, but remained stable in subsequent regions and
remained at a level below the error of the CF algorithm.
The F-value is a comprehensive evaluation indicator used to
balance accuracy and recall, which can be used to evaluate
model quality. The higher the value, the better the recommen-
dation performance of the model. Figure 8 (b) shows that the
F value of the hybrid recommendation algorithm model has
always been at the optimal level. In the fourth experiment, the
hybrid recommendation model and content recommendation
model reached the highest level, with 88.9% and 83.2%,
respectively. After reaching the highest F-value in the second
experiment, the CF algorithm showed a gradual downward
trend, with its highest value being 9% lower than the mixed
recommendationmodel. This study further validated and ana-
lyzed the performance of new user recommendation and the
stability of the model. For the recommendation experiment
for new users, the study randomly selected 60 users without
rating records and 100 users with rating data as the test set and
training set, respectively. For the verification of stability, the
scoring data is divided into 5 parts, with a training to testing
ratio of 4:1. The experimental results are shown in Figure 9.

Figure 9 (a) shows the recommendation performance of the
hybrid recommendation algorithm when facing new users.
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Its F-value varies within the (84,86) range and is relatively
s, with a maximum and minimum difference of 1.1%. Com-
pared with the overall recommended maximum value of F in
the system, it has decreased by 3%. Overall, even for users
without any rating data, the hybrid recommendation model
can achieve more accurate personalized recommendations
with relatively small changes. Figure 9 (b) shows the changes
in MAE values of the model from day 1 to day 25. This
indicates that the relative variation of themixed recommenda-
tion model is minimal, with an average absolute error within
the (0.8,1) range, and the difference between the maximum
and minimum values is only 0.04. The CFI recommendation
system has the highest fluctuation, showing an overall trend
of first decreasing and then increasing. The MAE difference
is 0.6, which is 0.56 higher than the fluctuation situation of the
mixed recommendation model. The MAE value of the con-
tent recommendation model also changes over time, with a
slightly lower magnitude compared to the CF algorithm, with
aMAE difference of 0.2. Although the amplitude of change is
only 0.16 higher than that of the hybrid algorithm, its MAE
mean is still at a relatively high level. Further applying the
algorithm to practical platforms can obtain visual results of
the recommendation model, as shown in Figure 10.
Figure 10 (a) shows that in practical application, the

number of successfully recommended users of the model is
relatively stable, basically around 150000 users. However,
the number of successfully recommended users fluctuates
slightly, reaching a maximum of 600, which is about 190 dif-
ferent from the minimum value. This indicates that the
stability of the model is relatively good, and there will be
no sudden drop or rise phenomenon, with high robustness.
Figure 10 (b) shows the relationship between the success-
ful resource recommendation of the model and its actual
click through volume, indicating that the difference between
the two is relatively small. Due to the different coordinate
axes, there may seem to be a significant difference in visual
perception, but in reality, the difference is very small. This
indicates that the recommendation system of the model is
relatively excellent and can accurately grasp the potential
areas of interest of users.

B. PERFORMANCE VERIFICATION ANALYSIS OF HYBRID
RECOMMENDATION ALGORITHM MODEL AND OTHER
MODELS
This study selected the Meclass dataset as the experimental
basis, with a total of 281 users and 1268 resources [24]. There
were a total of 30000 rating data, with a training to test ratio
of 8:2. This study introduces utility recommendation and rule
recommendationmodels for comparison. The performance of
each algorithm model is shown in Table 3. on the ground of
the number of different neighbor sets K.

Table 3 shows that the performance indicators of each
model increase with the increase of K value, and the hybrid
recommendation algorithm used in this study has always
been in the best neutral performance of the model. When

FIGURE 9. Comparison of new user recommendation and stability
performance of each model.

the K value is 60, the accuracy of the hybrid recommenda-
tion algorithm is 2.68% and 7.99% higher than the utility
recommendation model and rule recommendation model,
respectively, with a recall rate of 2.75% and 8.44% higher.
Under the conditions of K values of 20/40/60, the average
accuracy of the hybrid recommendation algorithm model is
87.75%, and the average recall rate is 86.16%. The average
accuracy of the utility recommendation model is 85.24%, and
the average recall rate is 83.51%. The average accuracy of the
rule recommendationmodel is 81.25%, and the average recall
rate is 80.28%. This indicates that the performance of the rule
recommendation model is the worst because the recommen-
dation timeliness is relatively poor and there is also a problem
of low personalization. The utility recommendation model
is relatively less flexible due to rule recommendation, but
users must input the utility function, which belongs to static
recommendation. The hybrid recommendation model used in
this study not only preserves the good performance of CFI
algorithms in interacting with users, but also utilizes content
recommendation algorithms to solve problems such as cold
start. Therefore, among the three models, the performance of
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FIGURE 10. Visual analysis of the application of the actual platform
recommendation system.

this model is the best. This study further introduces the F1
parameter, and the performance changes of each model are
shown in Figure 11.
Figure 11 (a) shows that the F1 value of the mixed recom-

mendation model is relatively stable with little fluctuation as
the K value changes, and most of it is distributed in the range
of 0.59 and 0.6, with an average F1 value of 0.594. The util-
ity recommendation model and rule recommendation model
both vary with the K value. Among them, the utility recom-
mendation model shows a gradually decreasing trend, with a
maximum F1 value of 0.58. Although the overall change of
the rule recommendation model is not significant, there may
be a sudden decrease or increase in the phenomenon, and its
F1 value is always at the lowest level. Figure 11 (b) shows that
the MAE values of each model decrease with the increase of
K value, the variation of the mixed recommendation model is
steeper, and the other two types of algorithms have relatively
smoother changes. At a K value of 100, the MAE of the three
models ranges from high to low, with values of 0.85/0.75 and
0.63, respectively. This indicates a significant gap among
the three. The average absolute error difference between the
mixed recommendation model and the rule recommenda-
tion model is 0.22. The research further compares the time

TABLE 3. Changes of performance indexes of different models under
varying K values.

FIGURE 11. Performance variation diagram of each model.

complexity of each model, and the experimental results are
shown in Figure 12.

28870 VOLUME 12, 2024



X. Feixiang: Intelligent Personalized Recommendation Method Based on Optimized Collaborative Filtering Algorithm

FIGURE 12. Comparison of time complexity of each algorithm model.

As can be seen from Figure 12, the collaborative filtering
hybrid algorithm proposed in this study has the best time
complexity performance, and its running time rises most
slowlywith the user attribute dimension. The average running
time is 18.14s, which is 65.71% and 51.38% lower than the
average running time of utility recommendation model and
rule recommendation model respectively. Although the mod-
ule of the hybrid model is more complex, the dimensionality
of the calculated parameters is reduced due to its standard-
ization and other processing, and the feature extraction speed
of user attributes is also enhanced. The other models are
relatively simple and perform well when the user attribute
dimension is low. However, with the increase of the user
attribute dimension, the processing of the model is difficult,
which leads to the increase of the running time. Finally, this
model is compared with other CF optimization models [4],
[5], [6]. The experimental results are shown in Figure 13.

It can be seen from Figure 13(a) that the ROC curves of
all models perform well, but the CFI model proposed in this
study and the CF model proposed by Xiong et al. [5] are
relatively superior to the other two CFI models and have
better ability to distinguish data. However, in Figure 13(b),
Xiong et al. [5] ’s model has the highest mean MAE
and RSME, reaching 0.87 and 0.77 respectively, while the
MAE values of the other two CFI models are around 0.79.

FIGURE 13. Performance comparison of different CF optimization models.

Therefore, the MAE error of the proposed CFI optimization
model is 16.57% lower on average than that of the other
three CFI models. The mean RSME values of CFI model
of Alsaadi et a1. [4] and CFI model of ZC.A et a1. [6] are
0.53 and 0.71, respectively. Therefore, the RMSE error of
the proposed CFI optimization model is 31.37% lower than
that of the other three CFI models. Therefore, the CFI hybrid
model proposed in this study has the best comprehensive
performance. In summary, it can be seen that the hybrid
algorithm on the ground of content recommendation and CFI
used in this study has the best overall performance, making it
the best choice for educational recommendation systems.

V. CONCLUSION
With the growth of online educational resources, personalized
recommendation models have become a popular research
direction. On the ground of this, this study proposes the
construction of a recommendation model using CFI algo-
rithms. Meanwhile, it introduces content recommendation
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algorithms to solve problems such as cold start of the model.
Finally, comparative analysis experiments were conducted on
the performance of various models before and after model
optimization. Firstly, a comparison was made between the
pre and post optimization models, and the main difference
between the models was the introduction of various mod-
ules in the data layer. Subsequently, the study conducted
six experimental analyses on the pre and post optimization
models (content recommendation model, CFI model, and
hybrid recommendation model). The experimental results
show that the MAE value of the mixed recommendation
model is lower than that of the content recommendation and
CF models by 0.228 and 0.246, and the maximum F value of
the mixed recommendation model is 9% higher than that of
the CF model. In the experiments of the model’s recommen-
dation for new users and system stability, the F value of the
former decreased by 3% compared to the overall recommen-
dation, but tended to stabilize overall. The MAE difference
over time is lower than the CF model by 0.56. Finally, the
study introduced utility recommendation and rule recommen-
dation models for comparative experimental analysis. The
experimental results show that the accuracy of the hybrid
recommendation algorithm is 2.68% and 7.99% higher than
the utility recommendation model and rule recommendation
model, respectively, with a recall rate of 2.75% and 8.44%
higher. The mixed recommendation model has a relatively
stable F1 value with an average F1 value of 0.594 as the K
value changes. However, due to the small user data volume
system, the model training is not perfect, so the user attribute
dimension should be improved and parameters should be
adjusted in the future to further make the model more mature.
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