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ABSTRACT It is important in production to achieve accurate counting and density estimation of high-density
culture fry under the environmental conditions of aquaculture scenarios in an efficient and accurate manner.
However, none of the current methods for fry counting works well under the high-density and high-overlap
conditions of real aquaculture scenarios. Therefore, in this paper, we propose a high-density farming fry
monitoring network model, Super-Resolution GAN Density Estimate Attention Network (SGDAN), which
incorporating an image enhancement algorithm and an attention mechanism, and we create a high-density
farming fry dataset (HD-FryDataset) based on the environmental conditions of real aquaculture scenarios.
The network model is designed to improve and optimize the targeted subnetworks for several key aspects
of high-density fish fry monitoring work. Four subnetworks are included for image optimization, feature
extraction, attention, and density map estimation. The experimental results show that the SGDAN network
model achieved an average counting accuracy of 97.57% on the high-density culture fry dataset, which was
8.23% and 2.06% higher than those of MCNN and CSRNet, respectively. Additionally, the MAE and RMSE
of the model were reduced by 71.9% and 67.3% and by 34.3% and 33.2% compared with those of MCNN
and CSRNet, respectively. The model proposed in this paper also has a better ability to generate predictive
density maps. The density maps generated by SGDAN have values of the evaluation metrics PSNR and
SSIM of 20.33 and 0.933, respectively, which are 3.31 and 0.037 and 2.63 and 0.031 higher than those of
MCNN and CSRNet. In general, the network model proposed in this paper outperforms existing network
models in two applications: accurate counting of fry and generation of density maps for high-density culture
in aquaculture. It also provides a good solution for digitizing the number of fry and visualizing the density
of high-density culture in intelligent aquaculture systems.

INDEX TERMS Aquaculture, fry counting, super resolution, attention mechanism, deep learning.

I. INTRODUCTION
Fry counting is the counting of the target number of fry
in a given area to aid production decisions [1], [2], [3]. In
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aquaculture breeding or production programs, counting the
number of fry has a considerable cost in terms of the man-
power required [4]. At the same time, the monitoring of high-
density culture fry is important for the whole aquaculture
industry [5]. On the one hand, it can guarantee the quality
of fish fry and optimize breeding benefits. In a high-density
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culture environment, the culture area is limited, and the con-
centration of nutrients in the water column is high. This can
easily cause disease, resulting in pollution of the breeding
environment and the spread of disease, thus reducing the ben-
efits of breeding. Therefore, monitoring of high-density fish
fry can detect diseases and abnormalities early and enable tar-
geted prevention and control measures to be taken, which can
help protect the quality and vitality of fish fry while reducing
the risk of breeding and economic losses and improving the
efficiency of breeding. On the other hand, it can improve the
image of the industry and ensure food safety. Fish fry is an
important source and basis of aquatic products, and the qual-
ity of fish fry is related to the food safety of aquatic products.
Scientific and intelligent monitoring of high-density farmed
fish fry can enhance consumer confidence and acceptance of
fish products and ensure that they meet food safety standards.
While ensuring consumer food safety, these measures pro-
mote the sustainable development of the aquaculture industry.

However, aquaculture counts face many challenges. On the
one hand, there are the challenges posed by the objects them-
selves, such as the transparency of the objects, the differences
in the shapes and sizes of the objects, and the problems of
overlap caused by motion. On the other hand, difficulties
arise from the complexity of the background environment,
such as interference problems, current disturbances, and the
complexity of the underwater environment [6]. Therefore, it is
crucial to solve the problem of accurate counting and density
estimation of high-density culture fry under the environmen-
tal conditions of real aquaculture scenarios in an efficient and
accurate way.

To address and solve these challenges and problems,
aquaculture-related researchers and producers are seeking
innovative approaches to increasing the efficiency of aqua-
culture production and improving the quality and survival
conditions of cultured fry [7]. The traditional methods for
counting artificial fish are weighing and statistical averaging
of distribution sampling [8]. The former can cause stress
and physical damage to fry, and tested fry take longer to
resume normal feeding growth. The latter is time-consuming,
laborious, and vulnerable to human subjective factors.

With the rapid development of computer vision technol-
ogy and deep learning-related research, there is an urgent
need to scientifically guide aquaculture and production with
the help of advanced technology. Fish fry counting meth-
ods using techniques such as visual image processing and
machine learning combined with deep learning have gradu-
ally attracted the attention of scholars around the world [9],
[10], [11], [12], [13], [14], [15]. Fish counting methods based
on computer vision [16], [17] have the advantages of high
efficiency, ease of operation and accuracy compared to tradi-
tional methods. Chen et al. [18] segmented and noise-reduced
fry images and used a recursive-based connected component
labeling algorithm to obtain the connected regions in binary
images. The number of fry in a connected area is calculated
by establishing two identification rules related to the average

fry area and the size of the area. Shuo et al. [19] proposed
a computer vision-based image processing method to solve
the fry image adhesion problem and to accomplish accurate
counting of fry. Yang et al. [20] used MATLAB software for
grayscale, noise reduction and morphological processing of
images preprocessed in Photoshop and used the connectivity
map counting method and area counting method to count fry.
Guo et al. [11] proposed a fish fry counting algorithm based
on machine vision tracking.

In addition, related scholars have constructed counting
models targeting the estimation of density maps for count-
ing fish populations in aquaculture using multicolumn con-
volutional neural networks and deeply expanded convolu-
tional neural networks. The results showed that the average
counting accuracy could reach 95.06% [14] for different fish
densities. The fish counting method based on density map
estimation can map the input image into a corresponding
density map, and the value of each pixel in the density map
can represent the number of targets at that location [21]. The
total number of targets in the image is obtained by integrating
the density map. In addition to the quantity information, the
density map contains location information, which can show
the spatial distribution of the fish population and is an impor-
tant guide for practical production activities. For example,
if the density of fish in one small area is much higher than
that in another area, it indicates that there may be an anomaly
in that area [22].

All of the fish counting methods mentioned above can
achieve good accuracy and expected results under the condi-
tions of low density and low overlap application scenarios.
However, for actual aquaculture fry, there are random and
uneven characteristics of the fry distribution as well as high
density and high overlap, and the above methods have diffi-
culty achieving the expected counting accuracy and effect.

Therefore, to better solve the problem of accurate counting
and density estimation for high-density culture fry under
the environmental conditions of actual aquaculture scenarios,
this study proposes a high-density culture fry monitoring
network model (SGDAN) based on multiple modules and
attention mechanisms based on the creation of a real high-
density culture fry dataset (HD-FryDataset). The network
model consists of four subnetworks for image optimization,
feature extraction, attention, and density map estimation.
Among them, the image optimization network consists of the
restricted contrast adaptive equalization histogram algorithm
(CLAHE) and the Super-Resolution Generative Adversarial
Network [23] (SRGAN) for contrast enhancement, noise
reduction of the original image and sharpness enhancement
of the original image of high-density farmed fish fry fed into
the network model. The feature extraction network consists
of a multicolumn convolutional neural network (CNN) for
extracting the overall feature map of high-density culture
fry images. The attention network is based on an attention
mechanism that embeds location information into channel
attention for more accurate identification and extraction of
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key information in the overall feature map of high-density
culture fry during dense counting and densitymap generation.
The densitymap estimation network is used for the generation
of visual, high-quality density maps for predictive counts and
the representation of fry distribution and aggregation levels.
The purpose of this study is to develop a high-potential and
efficient monitoring model (including the digitalization of
quantity and visualization of density) for high-density culture
fry and to provide reliable theoretical support for the devel-
opment of intelligent aquaculture systems.

The network model proposed in this study achieves the
highest counting accuracy and the optimal density map qual-
ity when oriented to a more realistic working situation in
the aquaculture industry, and when compared with various
performance parameter indexes of other current classical and
mainstream density estimation networks.

II. MATERIALS AND METHODS
A. DATASET
1) DATASET ACQUISITION AND ANNOTATION
The image data used in this experiment were obtained from
a real aquaculture environment in a farming plant in Dalian,
Liaoning Province, People’s Republic of China. The fishwere
black fish fry, the depth of the water basin was 21 cm, the
water depth was 6-7 cm, the diameter of the basin mouth
was 60 cm, the diameter of the basin bottom was 50 cm, and
the total number of fry was approximately 570. The video of
the blackfish fry activity was shot from top to bottom in a
vertical view with a resolution of 1920 × 1080 and a frame
rate of 25 fps. The experimental data were collected under
conditions that did not affect the normal growth and activity
of blackfish fry and did not involve animal ethics issues. The
images were selected every 25 frames to make up the dataset,
and the final image size was 1920× 1080. Retaining all full-
size information enables the future deployment of the net-
work model on mobile terminals for real application scenario
environments. The dataset used in the experiment contains
192 annotated high-density blackfish fry images and consists
of two parts for training and testing the model, with a ratio of
3:1 between the training and testing sets. All images use the
same annotation method and density map generation method,
which involve approximately 109,000 accurately annotated
targets. Datasets used in the same type of study have approx-
imately 65% of the total number of labeled targets and 20%
of the number of labeled targets in a single image, while the
total number of images is four times higher than the size of
the dataset of this paper [24]. This is good evidence that the
dataset created and used in this paper is more suitable for real
aquaculture scenarios and has more similar characteristics to
the high-density characteristics of fish fry in such scenarios.

Considering the actual culture conditions of fish fry crowd-
ing, this study draws on the idea of crowd density estimation
in crowding scenarios [25], [26], [27] and marker methods
from other similar studies [14]. In this study, for high-density,
heavily obscured fry populations, the locations of the targets
and the number of fish in the image were determined by

marking the head of each fish. This can address the problem
that most fry are mislabeled or missed due to insufficiently
exposed parts caused by severe occlusion. The image annota-
tion and labeling results are shown in Fig.1 and Fig.2. Fig.1(a)
indicates the case of no occlusion, Fig.1(b) indicates the case
of general occlusion, and Fig.1(c) indicates the case of severe
occlusion.

FIGURE 1. Image annotation: (a) No occlusion (b) General occlusion
(c) Severe occlusion.

FIGURE 2. Results of image annotation.

Additionally, to better complete the annotation of the
dataset, this study uses a self-designed annotation program,
CHYAPP version 1.0, for point annotation of density esti-
mation sample images. The generated label files are in
.mat format and can provide accurate quantity and location
information. The labeling program supports manual saving,
loading existing labels, deleting incorrect labels and other
functions. The interface of the marker program is shown in
Fig.3.

2) DENSITY MAP GENERATION
Many algorithms for counting have been proposed in the liter-
ature. However, in detection-based target counting methods,
it is often assumed that the target consists of a single entity
that can be detected by some given detector [28], [29], [30],
[31]. The limitation of these detection-based methods is that
in clustered environments or very dense target groups, target-
to-target occlusion can severely affect the performance of the
detector and hence the final estimation accuracy. Therefore,
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FIGURE 3. Example diagram of the marking program operation interface.

we consider a density map regression approach in this paper
to achieve accurate counting of high-density cultured fish fry
and subsequent studies. The method of density map regres-
sion is based on the known location of each target, and then
estimate the size of the target where the location is located,
so that the coverage area of the target can be obtained, through
some kind of density map generation strategy, the area is
transformed into the probability that the area may be a target
in the region, and the probability of the region sums up to 1 (or
indicates how many targets there may be in each pixel), and
ultimately, a density map of the target can be obtained, and
by integrating and summing the density map, the number of
targets in the region can be obtained by summing the integrals
of the map.

Simply put, a Gaussian kernel is used to simulate the head
of a target object at the corresponding position in the original
image. After completing such operations for all the corre-
sponding positions in the image, the matrix composed of all
these Gaussian kernels is normalized [22]. Typically, there
are three strategies for generating density maps. The first is
a fixed-size density map [32], the second is a perspective
density map [33], and the third is a KNN density map [22].
Among them, the third method is suitable for very crowded
scenarios, so this paper adopts this strategy to generate den-
sity maps, and the specific implementation process is as
follows.

If there is a fish at pixel xi, suppose there is a delta func-
tion δ (x − xi). Then, an image with N fish markers can be
represented by Equation (1).

H (x) =

∑N

i=1
δ (x − xi) (1)

For each head xi in a given image, denote the distances to its
k nearest neighbors as

{
d i1, d

i
2, . . . , d

i
m
}
. Therefore, the aver-

age distance is d̄
i

=
1
m

∑m
j=1 d

i
j . The pixel associated with

xi corresponds to a region on the image in the scene whose
radius is roughly proportional to d̄

i
. Therefore, to estimate the

density of fry around pixel xi, a Gaussian kernel with variance
δi proportional to d̄

i
is needed to convolve δ (x − xi), and

more precisely, the density F is shown in Equation (2) below.

F (x) =

∑N

i=1
δ (x − xi) × Gσi (x) , σi = βd̄

i
(2)

where β = 0.3 is the adaptive parameter. The results of the
density map generated by the above process are shown in
Fig.4. Fig. 4(a) shows the original image of the sample set,
and Fig.4(b) shows the corresponding generated real density
map.

FIGURE 4. (a) Original image (b) Density map.

B. NETWORK DESIGN
In this study, a high-density culture fry monitoring net-
work model (SGDAN) incorporating an image enhancement
algorithm and attention mechanism is proposed to monitor
high-density culture fry (including the digitization of quantity
and visualization of density) in aquaculture environments.
The model consists of an image optimization module, a fea-
ture extraction module, an attention module, and a density
map estimation module, which correspond to several key
aspects of high-density fish fry monitoring work and solve
the corresponding problems. In the whole SGDAN network
model, the original image will first be sent to the image
optimization module to improve the contrast between the
target fry and the original background through CLAHE, and
the local features and edge details of the image will be con-
tinuously improved through SRGAN. These optimized raw
images are then converted into pixel matrices that are used
as inputs to the multicolumn convolutional neural network
model that follows. The multilinear convolutional neural net-
work model consists of three parallel, identically structured
convolutional neural networks, each with a different convo-
lutional kernel size and each with an attention mechanism
added at the end of the output to enhance the ability to pay
attention to the relevant portion of the training result of the
input data. During training, the backbone network will pro-
cess both the original image and the label density map. The
input image is passed through the image processing branch
and the generated features are used in the density map branch
and the image branch. The output of the convolutional neural
network is then compared to the corresponding ground truth
density map, and the loss is passed through backpropagation
to update the weights of the network. When the training is
complete, the trained network is used for testing and predic-
tion. As a result, the input raw images can generate predicted
density maps, and by subsequent processing (e.g., integral
summation) of these generated predicted density maps on the
density map estimation module it is possible to obtain infor-
mation on the location of the fry and the predicted number of
fry. The network structure diagram of SGDAN is shown in
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FIGURE 5. The network structure diagram of SGDAN.

FIGURE 6. The flow diagram of the CLAHE algorithm.

Fig.5. Next, the compositions and the principles of action of
the four subnetworks are described in detail.

1) IMAGE OPTIMIZATION MODULE
Light is easily weakened when propagating underwater, thus
causing color distortion in the original image of high-density
fry in the captured video, and at the same time, the number of
fry targets in a single full-size original image of high-density
fry causes low clarity of individual fry targets and prob-
lems such as rough contours and blurred edges. To address
these issues, an image optimization network is designed in
the SGDAN network model, which consists of CLAHE and
SRGAN.

CLAHE optimizes the contrast of the original image of
high-density cultured fry while suppressing the overampli-
fication of noise. The specific implementation process of

the CLAHE algorithm is as follows: first, the original fry
image is preprocessed, such as by image chunk filling, and
then the mapping relationship of each chunk is calculated.
The mapping relationship is calculated for the difference
between the color of the blackfish fry itself and the white
breeding water basin by using a contrast limit. Finally, the
optimized image is obtained using the interpolation method.
The algorithm flowchart is shown in Fig.6.

SRGAN enhances the resolution of the original image of
high-density cultured fry and the edge details of individual
cultured fry after image enlargement. The specific imple-
mentation of the SRGAN network is as follows: the original
images of high-density fish fry are used to train the genera-
tive network and the discriminative network of the SRGAN
network alternately. In each round of training, the discrimina-
tive network determines whether the high-resolution images
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FIGURE 7. The network structure diagram of SRGAN.

generated by the generative network based on the original
resolution of the high-density farmed fry images are accurate.
If the discriminative network thinks that the generated high-
resolution image is not realistic enough compared with the
original image, the generative network will continue to adjust
the feature information in the original image until a more
realistic high-resolution image is generated to ‘‘fool’’ the
discriminative network. The network structure diagram is
shown in Fig.7.

2) FEATURE EXTRACTION MODULE
Due to the high overlap of high-density culture fry, there will
be a problem of inconsistent distances between fry in the
same culture water (the same culture water basin) because
of the camera lens or the inconsistent sizes of the exposed
parts of the fry, with the result that some fry in the original
image can be clearly identified and some need to be carefully
observed. To address this, a feature extraction network is
designed for the study, consisting of a three-column CNN.
The network structure diagram of the feature extraction net-
work is shown in Fig.8. Each column of the CNN has a filter
with a different-size local perceptual field of view (convo-
lutional kernel), which will have different effects for fry of
different scales (distance and size).

Moreover, an ELU is used as the activation function of the
network model. This makes the normal gradient of the net-
work model closer to the unit natural gradient and increases

its robustness to noise. The details of the feature extraction
network are shown in Table 1.

3) ATTENTION MODULE
Relatedmobile network design studies have demonstrated the
significant effectiveness of attention mechanisms in improv-
ing model performance, and thus, suitable attention mech-
anisms are added to the research model in this paper. The
input of the attention network corresponds to the outputs of
the three parallel networks of the feature extraction network,
and the output terminal is connected in parallel with the atten-
tion mechanism to form the attention network. More precise
identification of the key information of images during dense
counting is achieved through attention networks. The flow
chart of the attentional network is shown in Fig.9. Attentional
networks decompose traditional channel attention into two
one-dimensional feature encoding processes that aggregate
features along two spatial directions. In this way, remote
dependencies can be captured along one spatial direction,
while precise location information can be retained along the
other spatial direction. The generated feature maps are then
encoded into a pair of direction-aware and position-sensitive
attention maps, which can be complementarily applied to the
input feature maps to enhance the representation of high-
density culture fry.

In this case, the attention network contains a nonlinear
batch-normalized residual block, a convolutional layer and
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FIGURE 8. The structure diagram of the feature extraction network.

TABLE 1. Details of the feature extraction network.

FIGURE 9. The flow diagram of the attention module.

two parallel separate convolutional layers; the network details
are shown in Table 2.

The output Y of the attentional network is shown in
Equation (3).

yc (i, j) = xc (i, j) × ghc (i) × gwc (j) (3)

Unlike channel attention, which focuses only on reweigh-
ing the importances of different channels, the attention mech-
anism incorporated in the research model of this paper con-
siders the encoding of spatial information [34]. As shown in
Fig.9, attention along the horizontal and vertical directions is
applied to the input tensor simultaneously.
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TABLE 2. Details of the attention network.

4) DENSITY MAP ESTIMATION MODULE
The density map estimation network is used to predict counts
and obtain an intuitive, high-quality density map representa-
tion of the distribution and aggregation of cultured fry in an
image. To map stacked feature maps to density maps, a filter
of size 1 × 1 is used for convolution operations. The output
of the CNN network trained with the attention mechanism
added to each column is mapped through a 1 × 1 filter to
generate the corresponding two-dimensional density matrix,
and the number of fish fry input to the original image can be
obtained by performing an integral summation operation on
this two-dimensional density matrix, and the corresponding
density map image is generated. Three columns of CNN net-
works containing attention mechanisms and different sized
convolutional kernels respectively are finally fused together
through concatenation. The network structure diagram of the
density map estimation network is shown in Fig.10, and the
network details are shown in Table 3.

FIGURE 10. The flow diagram of the density map estimation network.

TABLE 3. Details of the density map estimation network.

C. LOSS FUNCTION
To allow the SGDAN network model to reduce the error
between the density map and ground truth at the stage of

generating the predicted density map, the density image is
processed to present better local details. In this study, the
smooth L1 loss is used to train the model instead of the L2
parametric error (MSE loss) and L1 parametric error (MAE
loss), which are commonly used in traditional regression
problems.

The smooth L1 loss is defined as shown in Equation (4).

SL1 (x) =


0.5 (δx)2 |x| <

1
δ2

|x| −
0.5
δ2

otherwise
(4)

The SmoothL1Loss loss function is actually a segmen-
tation function that is smooth at [−1, 1], which solves the
unsmoothing problem of MAE. The problem of possible
outlier points gradient explosion due to MSE is solved in
the interval [−∞, 1)(1,+∞]. The functional plots of the
L1 parametric loss function (MAE loss), L2 parametric loss
function (MSE loss) and smooth L1 loss are shown in Fig. 11.

FIGURE 11. A graph of three functions.

D. EVALUATION INDICATORS
In this study, MAE, RMSE and mean accuracy are used to
evaluate the performance of the network model, and the peak
signal-to-noise ratio (PSNR), structural similarity (SSIM)
and visual evaluation are used to evaluate the performance
of the network model in generating density maps.
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MAE and RMSE are both used tomeasure the performance
of networkmodels, and both PSNR and SSIM arewidely used
to objectively evaluate image quality. MAE characterizes the
accuracy of network model estimation, RMSE characterizes
the stability of network model estimation, and mean accuracy
characterizes the average accuracy of network models for fry
counts in real aquaculture environments. PSNR characterizes
the error between the generated density map and ground
truth based on the error between the corresponding pixel
points [35], and SSIM characterizes the similarity between
the generated density map and ground truth in terms of lumi-
nance, contrast, and structure [36]. The above five evaluation
indicators are defined as shown in Equations (5), (6), (7), (8),
and (9).

MAE =
1
N

∑N

i=1

∣∣zi − ẑi
∣∣ (5)

RMSE =

√
1
N

∑N

i=1

(
zi − ẑi

)2 (6)

MeanAccuracy =

(
1 −

∑N
1

∣∣zi − ẑi
∣∣∑N

1 zi

)
× 100% (7)

PSNR = 10 × log10
(2n − 1)2

MSE
(8)

SSIM (x, y) = l (x, y)α × c (x, y)β × s (x, y)γ (9)

where N denotes the number of images in the test set, zi
denotes the actual number of fry contained in the i-th image,
and ẑi denotes the number of fry contained in the images esti-
mated by the algorithm. n is the number of bits per sampled
value, andMSE is the mean square error between the original
image and the image being processed. x and y distinguish the
two images to be compared, and l (x, y), c (x, y) and s (x, y)
are the luminance similarity, contrast similarity and structural
similarity, respectively. α, β, and γ are the weighting coef-
ficients, which are generally taken as 1. Smaller values of
MAE and RMSE and larger values of mean accuracy indicate
better counting performance of the networkmodel. The larger
the value of PSNR is, the closer the value of SSIM is to 1,
indicating the higher quality of the density map generated by
the network model.

Since the visual characteristics of the human eye are not
considered, the evaluation results are often inconsistent with
the subjective perceptions of people. The final density map is
generated to help and guide producers or researchers to better
understand the real spatial distribution of fry in high-density
culture. Therefore, visual evaluation was also introduced in
this study to compare the density maps generated by the net-
work model and the real density maps based on the subjective
perception of the human eye.

III. RESULTS AND DISCUSSION
The experimental environment is a computer equipped with a
Windows 11 operating system. The CPU is an Intel Core i5-
12600KF, whose main frequency is 3.7 GHz. The GPU is an
NVIDIA GeForce RTX3060 with 12 GB of video memory.
The experimental platform is PyCharm (version 2022), and

the deep learning framework used is PyTorch. The parameter
settings for the training process are shown in Table 4.

A. THE PERFORMANCE IF IMAGE OPTIMIZATION
NETWORKS
1) THE PERFORMANCE OF THE CLAHE ALGORITHM
A comparison of the color degrees of images before and after
processing by the CLAHE algorithm is shown in Fig.12 and
Fig.13.

As shown in Fig.12 and Fig.13, the image processed by the
CLAHE algorithm is significantly different in terms of color
level compared to the original image. The original image was
processed by the CLAHE algorithm to reduce the reflection
and refraction effect of thewater surface of the breedingwater
basin and enhance the color contrast between the black fish
fry and the white breeding water basin.

FIGURE 12. Image before CLAHE.

FIGURE 13. CLAHE image.

Additionally, as shown in Fig.14, Fig.14(a) represents
the three-channel histogram of the image before CLAHE
processing, and Fig.14(b) represents the three-channel his-
togram of the image after CLAHE processing. The CLAHE
algorithm not only enhances the color level of the original
image but also suppresses the overamplification of the origi-
nal image noise. The CLAHE processed image has smoother
fold lines for red, green, and blue in the RGB three-channel
histogram compared to the preprocessing image.
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TABLE 4. The parameter settings in the training process.

FIGURE 14. (a) Three-channel histogram of the image before CLAHE. (b)Three-channel histogram of the CLAHE
image.

FIGURE 15. (a) Single fry in the original image. (b) Single fry in the super
resolution image.

2) THE PERFORMANCE OF THE SRGAN NETWORK
A comparison of images before and after super resolution
processing by the SRGAN network is shown in Fig.15.
Fig.15(a) shows a single fry in the original image, and
Fig.15(b) shows a single fry in the image after super reso-
lution network processing.

Additionally, to verify the superiority of SRGAN networks
over other classical super resolution networks in terms of their
performance in image optimization, this study also compares

SRGAN networks with Super-Resolution Using an Efficient
Sub-Pixel Convolutional Neural Network [37] (ESPCN) in
a cross-sectional manner. The comparison of the two super
resolution networks for processed images is shown in Fig.16.
Fig.16(a) shows a single fry in the image after SRGAN
network processing, and Fig.16(b) shows a single fry in the
image after ESPCN network processing.

Fig.15 and Fig.16 show that the effect of the SRGAN
network is more realistic in terms of image resolution and
the edge details of individual blackfish fry by comparing
images before and after processing by the SRGAN network
and images after processing by different super resolution
networks.

Second, the super resolution network of the SGDAN net-
work model proposed in this paper is changed from SRGAN
to ESPCN, and the same dataset is used for a training com-
parison under the same training parameters. The results of the
training are shown in Table 5.
It is evident from Table 5 that the MAE and RMSE of

the overall network model decreased by 17.6% and 10.1%,
respectively, and the average counting accuracy improved by
0.53% when using the SRGAN network as the super resolu-
tion network for the image optimization network compared to
those when using the ESPCN network. Moreover, the quality
of the generated density maps was 8% and 1.7% higher in
terms of PSNR and SSIM, respectively.
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FIGURE 16. (a) Single fry from an SRGAN image. (b) Single fry from an
ESPCN image.

In summary, the image optimization network designed here
can solve common problems for datasets of high-density cul-
ture fry samples, and it has good feasibility and applicability.

3) THE IMPROVEMENT OF DENSITY MAP GENERATION
QUALITY BY SUPER RESOLUTION NETWORKS
In this paper, we found through research and experiments
that adding super resolution networks can improve the ability
of network models of the density estimation type in the
prediction phase of generating density maps.

The test network model Density Estimate Attention Net-
work (DAN) is formed by removing the Super-Resolution
GAN network from the image optimization module in the
SGDAN network model proposed in this paper. It was trained
with SGDAN using the same dataset and the same parameter
conditions to compare the differences in density maps gen-
erated by the final predictions of the two models. The exper-
imental results are shown in Fig.17 and Table 6. Fig.17(a)
represents the ground truth of the original image, Fig.17(b)
represents the density map generated by the DAN network
model, and Fig.17(c) represents the density map generated
by the SGDAN network model.

FIGURE 17. Comparison of generated density maps.

From the actual performance in Fig.17 and the evaluation
metrics in Table 6, it is obvious that the densitymap generated
by the networkmodel with the addition of the super resolution
network is of higher quality, and the distribution and aggre-
gation reflected by the density map are closer to those of the
real density map.

FIGURE 18. The counting results and density map of fish.

FIGURE 19. Comparison of key areas in density maps.

B. COUNTING RESULTS AND PERFORMANCE
EVALUATION OF THE SGDAN MODEL NETWORK
The density map is visualized by color mapping, as shown
in Fig.17. When a region has high fish density, the color
of that region in the density map is more red. Conversely,
if the density of fish is low, the color of the area is bluer.
Fig.18 also shows the density maps obtained by the SGDAN
networkmodel and the corresponding count results, and it can
be seen that the density maps generated by the predictions
of the SGDAN network model are highly similar in terms
of fry distribution and density compared to the ground truth.
Fig.18(a) represents the original image, Fig.18(b) represents
the ground truth of the original image and the true number of
fry, and Fig.18(c) represents the density map generated by the
SGDAN network and the predicted number of fry. As shown
in Fig.19, several key regions in the ground truth that indicate
the concentration of fry density (the parts marked by red
boxes in Fig.19) are present in the density maps generated by
the SGDAN network. Fig.19(a) represents the ground truth of
the original image, and Fig.19(b) represents the density map
generated by the SGDAN network model.

Table 7 and Fig.20 show the performance of SGDAN for
different performance evaluation metrics and the line graph
of counting accuracy for each high-density culture fry image
in the test set, respectively. For the images in test_data, the
MAE of the SGDAN network model proposed in this paper
is 13.82, and the RMSE is 17.67. The predicted counting
accuracy was above 93% for all tested images. Additionally,
the predicted generated density map performed well in the
image quality evaluation index, with a PSNR of 22.33 and
SSIM of 0.933. Combining the above indices, it can be con-
cluded that the SGDAN network model has good stability,
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TABLE 5. Results of training evaluation indicators for different super resolution networks.

FIGURE 20. Accuracy of the SGDAN model in test_data.

TABLE 6. Quality evaluation indicators for density maps.

high counting accuracy and good density map generation
capability.

Table 7 and Fig.20 show the performance of SGDAN for
different performance evaluation metrics and the line graph
of counting accuracy for each high-density culture fry image
in the test set, respectively. For the images in test_data, the
MAE of the SGDAN network model proposed in this paper
is 13.82, and the RMSE is 17.67. The predicted counting
accuracy was above 93% for all tested images. Additionally,

the predicted generated density map performed well in the
image quality evaluation index, with a PSNR of 22.33 and
SSIM of 0.933. Combining the above indices, it can be con-
cluded that the SGDAN network model has good stability,
high counting accuracy and good density map generation
capability.

C. COUNTING RESULTS AND PERFORMANCE EVALUATION
OF THE DIFFERENT MODELS
1) COMPARISON OF THE COUNTING PERFORMANCE OF
DIFFERENT NETWORK MODELS
To further demonstrate the performance of the proposed
model, the datasets proposed in this paper are used to train
two classical density estimation network models, Multi-
Column Convolutional Neural Network [22] (MCNN) and
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TABLE 7. Results of assessing the indicators for the SGDAN model.

FIGURE 21. Accuracy of different models in test_data.

TABLE 8. Results of assessing indicators for different models.

TABLE 9. Quality of the density maps generated by different network
models.

Dilated Convolutional Neural Networks [33] (CSRNet), and
the results of the training experiments are compared with
those of the SGDAN network model proposed in this paper.
The experimental results are shown in Table 8. The proposed
method achieves the best performance in terms of MAE,
RMSE and Mean Accuracy.

Compared with MCNN and CSRNet, SGDAN improved
the MAE and RMSE by 71.9% and 67.3% and by 34.3%

and 33.2%, respectively. It is shown that the SGDAN network
model proposed in this paper has better accuracy and stability
on the high-density aquaculture fry dataset collected based on
a real aquaculture environment.

As shown in Fig.21, the SGDAN network model, repre-
sented by the red line, is much more accurate in counting on
all images of test_data than the MCNN network model, rep-
resented by the green line, and the CSRNet network model,
represented by the blue line, and the floating range of count-
ing accuracy is also smaller than those of the other two classi-
cal network models. In terms of mean accuracy, the SGDAN
network model improved by 8.23% and 2.06% compared to
MCNN and CSRNet, respectively. All the above results show
that the SGDAN network model has more accurate and stable
counting performance than MCNN and CSRNet.

2) COMPARISON OF THE ABILITY OF DIFFERENT NETWORK
MODELS TO GENERATE DENSITY MAPS
In actual aquaculture, achieving accurate fry counts is only
one core challenge. Another central challenge is to accurately
control the density of fry in the culture environment. There-
fore, in addition to analyzing the performance of the models
through evaluation metrics, this paper uses two image quality
evaluation metrics, peak signal-to-noise ratio (PSNR) and
structural similarity (SSIM), as well as visual assessment to
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compare the actual effects of the density maps generated by
different network model predictions.

As seen from Table 9, the quality of the density map
generated by the SGDAN network model is higher than that
of the other two classical network models in both PSNR
and SSIM evaluation metrics, with increases of 3.31 and
0.037 and 2.63 and 0.031, respectively.

FIGURE 22. Comparison between different network models and real
density maps.

In Fig.22, Fig.22(a) represents the ground truth of the orig-
inal image, Fig.22(b) represents the density map generated
by the MCNN network, Fig.22(c) represents the density map
generated by the CSRNet network, and Fig. 22(d) represents
the density map generated by the SGDAN network. From the
visual evaluation, the density map generated by the MCNN-
based network model is rougher and blurrier than those of the
other two networkmodels—less smooth and clear—and there
are also many dense anomalies (red pixels) that do not exist
in the real density map. While the density map generated by
the CSRNet network-based model is visually superior to that
generated by theMCNNnetwork-basedmodel, it is too sticky
between the predicted individual fry points, which tends to
result in an illusion that the fry are clustered locally. This
is particularly evident by comparison with the density map
generated based on the SGDAN network model.

The above results show that the SGDAN network model
has better performance and capability than MCNN and CSR-
Net in predicting the generated density maps.

IV. CONCLUSION
In this study, the monitoring of high-density fish fry (includ-
ing digitalization of quantity and visualization of density)
in real aquaculture scenarios is addressed. We propose a
high-density fry monitoring network model (SGDAN) incor-
porating an image enhancement algorithm and attention
mechanism, and we collect a high-density fry dataset (HD-
FryDataset) under real aquaculture environment scenario
conditions for SGDAN training. The network model includes
four subnetworks for image optimization, feature extrac-
tion, attention and density map estimation. Among them,
the image optimization network implements preprocessing

(color enhancement and noise reduction), resolution enhance-
ment and image detail optimization of the original image of
farmed fish fry. The feature extraction network acquires the
overall feature map of the fry image. The attention network
focuses on the key information in the overall feature map
for identification and extraction. The density map estima-
tion network implements the final fry prediction counts and
generates predicted density maps containing information on
the spatial distribution of fry. The average counting accuracy
of the SGDAN network model can reach 97.57%, which is
8.23% and 2.06% higher than that of MCNN and CSRNet,
respectively. Additionally, SGDAN achieves the best perfor-
mance in comparison with MCNN and CSRNet in terms
of the MAE, RMSE, PSNR, SSIM, and visual evaluation
indices. In summary, the algorithm model proposed in this
study has high counting accuracy and a good predictive
ability to generate density maps. It can be used to monitor
fish fry for high-density culture under the conditions of real
aquaculture scenarios. The algorithm can also be applied to
other aquaculture organisms by changing the sample types in
the dataset, providingmore possibilities for the intelligent and
technological development of the whole aquaculture industry.

Nevertheless, our study has many shortcomings. For exam-
ple, the generalization ability of the model in this paper has
not yet been able to be fully validated on other farmed fish
due to the difficulty in producing the dataset. Moreover, the
model proposed in this paper can only run on still images.
We need to do more work if we want to achieve the same
results on real-time dynamic video streams.

Since the large-scale high-density fish fry dataset suffers
from labeling difficulties, small sample sizes, and labeling
errors, our next step will be to investigate how to introduce
unsupervised or semi-supervised labeling [38], [39], with the
aim of being able to further expand the size and quality of
the high-density fish fry dataset. Meanwhile, it is planned
to combine the target detection counting method with the
density estimation counting method at a later stage to realize
real-time target detection based on result-oriented density
maps [40], [41]. It helps mainstream target detectors to detect
aquaculture fry (especially high-density fry) more effectively.
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