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ABSTRACT Predicting the residual stress and distortion caused by inhomogeneous temperature fields in
the laser directed energy deposition (LDED) process is a challenging task. This study proposes a novel
thermodynamic coupling simulation method based on the cyclic heat transfer model to accurately predict
temperature, stress, and distortion evolution during the deposition process. The model effectively calculates
the layer-by-layer superposition of thermal effects and cyclic accumulation of thermal stress during the
deposition process, leading to improved prediction accuracy for temperature, residual stress, and distortion.
Initially, the heat source model, the cyclic heat transfer model, and the thermoelastic matrix are established.
The thermoelastic constitutive equation and the equilibrium differential equation are formulated to capture
the actual process characteristics of the LDED accurately in order to achieve the thermodynamic coupling
solution. Then, numerical simulations are performed on a typical model specimen, with simulation param-
eters consistent with the actual deposition parameters. Finally, the predicted results are validated through
actual deposition experiments, and the temperature, stress, and distortion history are analyzed. The results
demonstrate that the cyclic thermodynamic coupling model proposed in this study can effectively predict the
deposited components’ temperature, residual stress, and distortion evolution. This study establishes a crucial
foundation for achieving precision and performance control in the deposition process and reducing residual
stress and distortion in the components.

INDEX TERMS Laser directed energy deposition (LDED), cyclic heat transfer model, thermodynamic
coupling, residual stress, distortion.

I. INTRODUCTION
Laser directed energy deposition (LDED) is an advanced
manufacturing technology that integrates precision and per-
formance demands. A high-energy laser beam is utilized to
melt both the substrate (or deposited layers) and the coax-
ially injected powder, forming a molten pool. The melted
powder is deposited in the molten pool area and forms the
deposition layers after cooling and solidification. The depo-
sition layers incrementally grow in a predetermined pattern
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through additive formation [1]. This technology possesses
high flexibility and efficiency, reducing energy consumption
and industrial costs. It has widespread applications in various
fields, including nuclear power, aerospace, marine engineer-
ing, bioengineering, and medicine [2].

Nevertheless, the complex and alternating hot-cold cycles
occurring during the deposition process contribute to the
generation of thermal stress. Although a small portion of this
stress is alleviated during the subsequent deposition process,
the majority remains and transforms into residual stress.
Residual stress can result in part distortion and, in severe
cases, crack failure, which poses a critical challenge in
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advancing the LDED technology. Consequently, the efficient
and accurate prediction of residual stress and distortion
is of utmost importance in enhancing the quality of the
deposited parts [3], [4], [5]. The most direct method for
evaluating residual stress and distortion is through expensive
and time-consuming experimental measurements, which add
to the overall production or research costs. A cost-effective
alternative lies in numerical simulation, which can be applied
during the design phase to quickly predict and assess these
factors.

Numerical simulation studies of the LDED process, utiliz-
ing the finite element method, have been widely embraced
by numerous scholars. Yushu et al. [6] introduced a novel
thermodynamic model, free from geometry constraints, for
predicting residual stress and distortion. Notably, the model
eliminated the need for assumptions regarding the part’s
geometry and effectively captured geometric errors and
surface roughness during the actual deposition process.
Cooke et al. [7] proposed a thermodynamic coupled finite ele-
ment model for the LDED process. This model accounted for
the influence of phase transformation on latent heat and resid-
ual stress, allowing it to provide predictions for temperature,
residual stress, distortion, and microstructure. Yang et al. [8]
employed in-situ measurements and numerical simulations
to study the distortion of the substrate during the deposi-
tion process. However, the experimental results exhibited a
more pronounced fluctuation than the simulated results. This
difference could be attributed to clamping errors during the
actual process, which led to uneven heat distribution, residual
stress, and distortion. These factors were not considered in the
simulation. Pourabdollah et al. [9] developed a transient ther-
modynamic model to predict deposited hollow rectangular
parts’ temperature, stress, and distortion. The model utilized
the layer clustering method, a commonly adopted approach
to reduce computational time. Kiran et al. [10] developed a
thermodynamic model for the LDED process of 316L stain-
less steel. However, the model had computational accuracy
and efficiency limitations when using transient thermal inputs
for simulation. Nain et al. [11] developed a three-dimensional
transient finite element model with Quiet/Active element
activation. An elongated ellipsoid heat sourcemodel was used
to reduce the simulation time step by dividing the complete
track into several sub-tracks. Solving each sub-track in one
simulation time step reduced the finite element computation
time.

All of the studies above showcase the efficacy of numerical
simulation techniques in accurately modeling the evolution
of temperature and stress fields during the LDED process
and predicting the residual stress and distortion of deposited
parts. However, these studies overlook the impact of cyclic
thermodynamic effects on the deposition process. As a result,
the simulation results cannot accurately depict the actual
deposition process and exhibit notable disparities compared
to experimental measurements. Given the cyclic thermody-
namic coupling issue in the LDED process and the current
state of research in this field, this study introduces a method

for predicting residual stress and distortion based on the
cyclic heat transfer model. The contribution of this study
lies in developing a cyclic thermodynamic coupling model
for predicting the temperature, residual stress, and distortion
evolution of deposited parts based on the characteristics of
cyclic thermodynamic effects in the LDED process. The
model can effectively calculate the layer-by-layer superpo-
sition of thermal effects during the deposition process and
the cyclic cumulative thermal stress. It enables tracking
cyclic thermodynamic effects process data consistent with
the actual process characteristics. Additionally, it allows for a
comprehensive analysis of the thermodynamic behavior dur-
ing the deposition process. This enhancement improves the
accuracy of predicting temperature, residual stress, and dis-
tortion. Consequently, it reduces the number of experimental
iterations required to optimize the deposition process to a sig-
nificant extent. In this study, Inconel 718, a widely used alloy
in engineering, was chosen as the material for simulations
and experiments. The research methodology and conclusions
can be expanded to other metallic materials, offering valuable
reference values for predicting the thermodynamic outcomes
of the LDED process.

The remainder of this manuscript is organized as follows:
In Section II, the heat source model, cyclic heat trans-
fer model, thermoelastic matrix, thermoelastic constitutive
equation, and equilibrium differential equation are estab-
lished for the thermodynamic coupling solution. Section III
describes the selected powder materials for the study and
the equipment and methods used to measure temperature,
residual stress, and distortion. Section IV conducts thermo-
dynamic coupling simulations using a typical specimen. The
predicted results are verified by deposition experiments with
the same process parameters, followed by an analysis of the
evolution history of temperature, stress, and distortion during
the deposition process. Finally, Section V summarizes the
findings of this paper and proposes directions for further
research.

II. MODEL DESCRIPTION
The procedure for the cyclic thermodynamic coupling simu-
lation solution proposed in this study is illustrated in Fig. 1.
Firstly, the laser heat source parameters are utilized to con-
struct the equivalent thermal loading. Then, the total strain is
obtained through the superposition of the cyclic heat trans-
fer model. Next, the thermoelastic matrix is constructed.
Based on the spatial problem of thermoelastic mechanics, the
thermoelastic constitutive equation, geometry equation, and
equilibrium differential equation are established. Finally, the

FIGURE 1. Cyclic thermodynamic coupling simulation solution procedure
for the LDED process.

27724 VOLUME 12, 2024



Y. Chai et al.: Residual Stress and Distortion Prediction for LDED

stress and strain are solved by substituting the equilibrium dif-
ferential equation and the thermoelastic constitutive equation
based on the provided equivalent thermal loading.

A. HEAT SOURCE MODEL
Based on the laser emission characteristics, the laser source is
commonly modeled as a Gaussian heat source, with the max-
imum heat flux density exponentially decreasing from the
center outwards [12]. The fundamental equation is described
as follows:

q(r) =
3ηP
πR2

exp
(

−
3r2

R2

)
(1)

where q(r) is the laser heat flux density, R is the laser spot
radius, η is the laser energy absorption rate, P is the laser
power, and r is the distance from the calculation point to the
center of the heat source.

As a result, the heat flux density of the laser heat source
can be determined based on the provided laser power, spot
size, and other parameters. The heat flux density model is
depicted in Fig. 2, showcasing the highest heat flux density
at the center. The heat transfer energy is maximized towards
the surrounding area and gradually diminishes as it spreads
outward in all directions.

FIGURE 2. Schematic diagram of the heat flux density model.

B. CYCLIC HEAT TRANSFER MODEL
During the deposition process, the laser beam irradiates the
metal powder, generating thermal energy that is stored and
transferred to the surrounding area. When the high-energy
laser beam comes into contact with the material, it creates
a high-temperature molten pool, transferring the thermal
energy to the substrate through thermal conduction. The
high-temperature molten pool influences the surrounding
air, inducing natural convection and facilitating convective
heat transfer between the molten pool and the external
environment. Simultaneously, the molten pool exchanges
thermal energy with the surroundings through thermal
radiation [13], [14].

1) THERMAL CONDUCTION
When the high-energy laser beam interacts with the sub-
strate, the intense laser energy quickly transfers to the
lower-temperature substrate, resulting in a vigorous energy

exchange that facilitates the bonding of the depositedmaterial
to the substrate. The process of thermal conduction adheres
to Fourier’s law, and the basic equation can be described as
follows [15], [16]:

q = −k
∂T
∂n

(2)

where q is the heat flux density, k is the thermal conductivity,
and ∂T

∂n is the temperature gradient.

2) THERMAL CONVECTION
During the deposition process, the air surrounding the molten
pool undergoes expansion due to the high temperature. This
expansion leads to the movement of heated gas away from
the heat source, generating airflow. As the gas flow persists,
convective heat transfer occurs [17], [18]. The calculation of
convective heat transfer follows Newton’s law of cooling:

q = hc (T − T0) (3)

where q is the heat flux density, hc is the convective heat trans-
fer coefficient, T is the object boundary surface temperature,
and T0 is the surrounding ambient medium temperature.

3) THERMAL RADIATION
During the deposition process, a portion of the thermal energy
is emitted to the surrounding environment through radia-
tion [19], [20]. Thermal radiation is commonly governed by
the Stefan-Boltzmann law:

q = ϕχ
(
T 4

− T 4
0

)
(4)

where q is the heat flux density, ϕ is the emissivity,
between 0 and 1, χ is the Stefan-Boltzmann constant, about
5.67 × 10−8 W/(m2

·K4), T is the object boundary surface
temperature, and T0 is the surrounding ambient medium
temperature.

4) ENERGY GENERATED IN SOLIDS
When the laser is activated, it generates heat in the powder
exposed to the laser beam. The generated heat energy is
determined by multiplying the heat flux density with the
volume:

Eg = q̇V (5)

where Eg is the energy generated, q̇ is the heat flux density,
and V is the volume of the heated object.

5) ENERGY STORED IN SOLIDS
Metal powder generates thermal energy and increases in tem-
perature with continued energy input. The thermal energy is
stored in the solid material in proportion to the material’s
thermal coefficient.

Es = ρcV
∂T
∂t

(6)

where Es is the energy stored, ρ is the density of the material,
and c is the specific heat of the material.
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Thus, the heat transfer equation per unit volume is obtained
as:

ρcp
∂T
∂t

= ∇ (−k∇T ) (7)

where cp is the specific heat corresponding to the current
temperature of the node material.

Based on this premise, the compound cyclic heat transfer
equation can be derived by taking into account the cyclic heat
transfer within the previously deposited layer:

ρcp
∂T
∂t

=

∑n

i=1
∇i (−k1Ti) (8)

where i represents the number of layers involved in heat
transfer, determined by the temperature difference 1Ti < θ

between the layers, θ is a user-defined threshold value.
The moving laser heat source affects the state of the pow-

der, leading to rapid melting and solidification. The thermal
energy diffuses through the molten pool to the substrate,
causing significant changes in the temperature of the molten
pool over time. This creates a typical nonlinear transient
heat transfer problem that satisfies Fourier’s law of thermal
conduction. Fourier’s law can be expressed as follows:

ρc
∂T
∂t

=
∂

∂x

(
kx

∂T
∂x

)
+

∂

∂y

(
ky

∂T
∂y

)
+

∂

∂z

(
kz

∂T
∂z

)
+ q̇ (9)

where kx , ky, kz are the thermal conductivity in three
directions.

If the thermal conductivity is the same in three directions
X, Y, and Z, the material can be assumed to be isotropic,
where kx = ky = kz = k.

C. THERMODYNAMIC COUPLING ANALYSIS
Thermal strain is typically expressed as the product of
the coefficient of thermal expansion and the temperature,
as follows:

εth =

∫ t

T ref
αe (T ) dT ≈ αe1T (10)

where αe is the coefficient of thermal expansion correspond-
ing to the temperature of the current node material, Tref is the
reference temperature of the previous layer.

During the elastic distortion phase, the total elastic distor-
tion of the part includes the thermal expansion strain

{
εth

}
and the strain

{
εf

}
caused by the thermal stress constraint in

the front deposition layer. This can be expressed as follows:{
εe

}
=

{
εf

}
+

{
εth

}
(11)

As the temperature increases during the deposition process,
the strain and stress of the material also increase. When the
temperature reaches the transition limit from elastic to plas-
tic, the material transforms from elastic to plastic distortion.

The condition for elastoplastic transition is derived from the
Mises yield criterion and can be expressed as follows:

C =
1
3
σ 2
s (σ1 = σs, σ2 = σ3 = 0) (12)

where C is a constant related to the material properties but
independent of the stress state, σ1, σ2, and σ3 are the principal
stress in the three orthogonal directions, and σs is the yield
strength of the material.

When the material enters the plastic distortion phase, the
constitutive equation is utilized to calculate the elastoplastic
strain, which is based on the Prandtl-Reuss flow criterion.

dεii =
1
2G

dσ ′
ii + dλσ ′

ii, dεjj, . . . , dεkk , . . . ;

dτij =
1
G
dτij + 2dλτij, dτjk , . . . , dτik , . . . ;

(i, j, k = x, y, z) (13)

where dλ is a positive transient constant.
Through layer-by-layer accumulation, the total strain is

formed in each direction [21], [22], [23], [24]:{
εij

}
=

{
εe

}
+

{
εp

}
=

{
εf

}
+

{
εth

}
+

{
εp

}
(14)

where εe is the elastic strain and εp is the plastic strain.
The thermoelastic matrix for an orthotropic material can be

obtained from the generalized Hooke’s law:



εx
εy
εz
γxy
γyz
γzx


=



1
Ex

−µxy −µxz 0 0 0
−µxy

1
Ey

−µyz 0 0 0

−µxz −µyz
1
Ez

0 0 0
0 0 0 1

Gxy
0 0

0 0 0 0 1
Gyz

0

0 0 0 0 0 1
Gzx





σx
σy
σz
τxy
τyz
τzx



+



αex
αey
αez
0
0
0


T (15)

When the strain is known, the stress solution can be per-
formed according to (15). If the material is determined to be
in a state of plastic distortion based on (12), the elastoplastic
increment value (13) can be added after (15).

When the material is assumed to be isotropic, Ei = E ,
µij = µ, αij = α, it means that the material coefficients
are the same in all directions. However, in this study, the
thermodynamic coupling calculation ignored the differences
in material anisotropy. Since there is a lack of literature
data on the variation of material anisotropy coefficients with
temperature, this study simplifies the treatment by assuming
material isotropy.
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D. THERMODYNAMIC COUPLING SOLUTION
For isotropic materials, the thermoelastic constitutive
equation can be derived from the thermoelastic matrix (15):

εxx =
1
E

[
σxx − µ

(
σyy + σzz

)]
+ αeT

εyy =
1
E

[
σyy − µ (σxx + σzz)

]
+ αeT

εzz =
1
E

[
σzz − µ

(
σxx + σyy

)]
+ αeT

γxy =
τxy
G

γyz =
τyz
G

γxz =
τxz
G


(16)

where E and G are the elastic modulus and shear modulus of
the material, µ is the Poisson’s ratio, which is taken as 0.3.
The corresponding stress equation can be obtained from

the generalized Hooke’s law:

σxx = −E (1−µ)εxx+µ(εyy+εzz)−αeT (1+µ)

(1+µ)(−1+2µ)

σyy = −E (1−µ)εyy+µ(εxx+εzz)−αeT (1+µ)

(1+µ)(−1+2µ)

σzz = −E (1−µ)εzz+µ(εxx+εyy)−αeT (1+µ)

(1+µ)(−1+2µ)

τxy = γxyG

τyz = γyzG

τxz = γxzG


(17)

The geometry equation for the total strain of the elastomer
can be expressed as:

εxx =
∂u
∂x

, γxy =
∂u
∂y

+
∂v
∂x

εyy =
∂v
∂y

, γyz =
∂v
∂z

+
∂w
∂y

εzz =
∂w
∂z

, γxz =
∂u
∂z

+
∂w
∂x


(18)

where u, v, andw are the displacements in the three directions.
The thermal stress can be calculated from the equilibrium

differential equation, which is the Navier equation:

∂σxx

∂x
+

∂τxy

∂y
+

∂τxz

∂z
+ X = 0

∂τxy

∂x
+

∂σyy

∂y
+

∂τyz

∂z
+ Y = 0

∂τxz

∂x
+

∂τyz

∂y
+

∂σzz

∂z
+ Z = 0


(19)

whereX , Y , and Z are the components of the force in the three
coordinate directions. The stress in the deposition process can
be assumed to be caused by forces due to temperature change.
Thus, the temperature change is transformed into a solution
for thermal loading, known as equivalent thermal loading.

X = −
αeE

1 − 2µ
∂T
∂x

Y = −
αeE

1 − 2µ
∂T
∂y

Z = −
αeE

1 − 2µ
∂T
∂z


(20)

E. FINITE ELEMENT MODEL
During the LDED process, the material undergoes rapid
melting and solidification and multiple heating and cooling
cycles. As a result, the deposited parts are subjected to
dynamically inhomogeneous temperature variations. During
such uneven temperature variations, significant internal stress
is generated within the deposited parts, leading to distortion
and even cracking of the parts, thereby impacting the qual-
ity of the final product [4], [5]. This study was based on
the birth-death element technique of ANSYS finite element
analysis. The heat source model and the cyclic heat transfer
model were created using ANSYS Parametric Design Lan-
guage (APDL). The APDL command streams were extracted
into Workbench to construct the heat transfer model, and
it was solved to obtain the temperature field of the model.
Subsequently, the calculated results of the temperature field
were applied as loads to the stress field using the sequential
coupling method. Finally, the analysis of thermal stress and
distortion was conducted based on the fundamental equations
of thermoelastic-plastic mechanics [10], [25], [26]. To ensure
a realistic simulation process, the study employed the ‘‘birth-
death element’’ technique to simulate the deposition process
of the part. First, the part and the substrate were modeled.
Subsequently, all the part elements were killed before loading
the heat source. The term ‘‘kill’’ does not refer to the deletion
of an element but rather the reduction of material properties
by multiplying the stiffness matrix with a minimal factor
when the heat source does not reach the element. The level of
mesh refinement in the finite element model directly impacts
the computational efficiency and accuracy of the simulation
analysis solution. Finer mesh division leads to calculation
results closer to the actual values but also increases the
storage requirements and calculation time. The non-uniform
mesh was utilized in this study to achieve a balance between
computational efficiency and accuracy. The fine mesh was
used in the deposition zone and neighboring zones, while the
mesh became progressively coarser as the distance from the
deposition zone increased. A total of 17,521 cells and 27,955
nodes were generated. The geometric mesh and scanning
path of the finite element model are shown in Fig. 3. The
scanning strategy utilized the zigzag path with a 1 mm pitch,
and the scanning direction was kept consistent layer by layer.
The substrate size was 100 mm × 100 mm × 5 mm, and
the deposition layer size was 30 mm × 30 mm × 5 mm.
The left side of the substrate served as the clamping end,
with a clamping width of 10 mm, allowing for unrestricted
distortion at the other end. The simulated process parame-
ters were set as follows: scanning speed was 8 mm/s, laser
power was 800 W, spot diameter was 2 mm, scanning pitch
was 1 mm, powder feeding speed was 1 rad/min, and layer
thickness was 0.5 mm. The emissivity of Inconel 718 was
set to 0.7, and the convective heat transfer coefficient was
set to 7 W/(m2

·
◦C). Additionally, the convective heat transfer

coefficient was set to 50 W/(m2
·
◦C) at the clamping end and

the bottom of the substrate, considering the heat conduction
effect at the contact surface between the fixture and the
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FIGURE 3. Mesh model and scanning path.

substrate. It is important to note that these process parameters
were not arbitrarily chosen but correspond to the parameters
used in the actual deposit of Inconel 718 alloy parts. The
numerical simulations in this study were performed on a
workstation equipped with a 16-core processor (4.5GHz) and
64GB of RAM. The total computational time required for the
simulations was approximately 16 hours.

F. INITIAL AND BOUNDARY CONDITIONS
The initial temperature condition is:

T (x, y, z, t)|t=0 = T0 (21)

where T0 is the surrounding ambient air temperature.
The initial temperature of the metal powder and substrate

was assumed to be 25 ◦C, and it was also assumed that the
surrounding ambient air temperature was 25 ◦C.

The thermal energy exchange in the deposition process
is dominated by thermal convection and thermal radiation.
Therefore, the thermal boundary condition in the calculation
process conforms to the third type of boundary condition:

−k
∂T
∂n

= hc (T − T0) + ϕχ
(
T 4

− T 4
0

)
(22)

According to the experimental conditions of the deposi-
tion process, the displacement boundary condition was set to
impose total displacement constraints on all nodes located at
the left clamping end of the substrate.

III. MATERIALS AND METHODS
A. MATERIAL
The material selected for deposition in this study was Inconel
718 spherical powder, prepared by the gas atomization
method, with particle sizes ranging from 15 µm to 53 µm.
Due to its high stability, creep resistance, strength, and fatigue
lifetime is widely used in critical high-temperature compo-
nents, such as aerospace engine turbines and structural parts
in the nuclear power industry [27], [28]. The material used

for both the substrate and the deposition layer in the simula-
tions and experiments of this study was Inconel 718 alloy.
The chemical composition is presented in Table 1. Before
the deposition experiments, the powder was dried under a
vacuum at approximately 120 ◦C to reduce moisture content
and improve its fluidity. The surface of the substrate was
sanded with sandpaper to remove the oxide film and enhance
the laser absorption rate. Subsequently, the substrate surface
was cleansed with ethanol to eliminate rust, grease, and dust
particles [29].
The LDED deposition process is a rapid solidification and

cooling process. The thermodynamic properties of the mate-
rial undergo nonlinear changes during this process. Suppose
the material property parameters are set improperly. In that
case, it may result in the termination of numerical simula-
tion due to the non-convergence of the differential equation
solution or significant discrepancies between the calculated
and actual results. By reviewing relevant literature, the ther-
momechanical property parameters of Inconel 718 alloy are
presented in Fig. 4 [30], [31], [32], [33], [34].

B. EXPERIMENTAL SETUP
To validate the cyclic thermodynamic coupling model pro-
posed in this study, parts were deposited using the Raycham
LDM 4030 metal deposition system. The system is equipped
with a fiber laser that operates at a wavelength of 1080 nm
and has a maximum output power of 1500 W. The deposition
process was conducted in a sealed chamber with an argon
atmosphere. The experimental process parameters were con-
sistent with the simulation parameters.

The temperature and distortion measurement system uti-
lized in this study is illustrated in Fig. 5. Experimental
measurements were conducted to validate the temperature
and distortion predicted by themodel. The in-situ temperature
was measured using a 1 mm diameter K-type thermocouple
with an uncertainty of±0.75%. The thermocouple signal was
recorded using the data acquisition instrument (TA612C).
The in-situ temperature measurement positions (T1 and T2)
were chosen to be as close to the heat source as possible
while maintaining a sufficient distance to avoid thermocouple
damage, as shown in Fig. 6. It is essential to note that ideally,
the probe tip of the thermocouple is not a point but has
a specific area. As a result, the temperature measured by
the thermocouple represents the average value within that
contact area. In this study, the SICK OD2 high-precision
laser displacement sensor was utilized to measure the distor-
tion of the substrate in the build direction (Z-direction). The
sensor has a range of 26 mm, and the measurement uncer-
tainty is ±0.02%. The Smart lab type X-ray diffractometer

TABLE 1. Chemical composition of Inconel 718 alloy powder (weight percent).
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FIGURE 4. Thermomechanical property parameters of Inconel 718: (a) Thermal conductivity;
(b) Density; (c) Specific heat; (d) Elastic modulus; (e) Coefficient of thermal expansion;
(f) Shear modulus [30], [31], [32], [33], [34].

FIGURE 5. Temperature and distortion measurement system.

from Rigaku, Japan, was used to measure the residual stress
on the part’s surface. The experimental results were then
compared to the predicted residual stress from the model.

FIGURE 6. Locations of temperature measurement points.

The locations of the measurement points (S1-S3) are shown
in Fig. 7. S1 and S2 were positioned on the upper surface
of the substrate, while S3 was located on the top surface of
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FIGURE 7. Locations of residual stress measurement points.

the part. Three measurements were taken at each point, and
then the measurements were averaged. It is important to note
that the samples were not cleaned, ground, or polished before
testing to prevent the introduction of artificial stress.

IV. RESULTS AND DISCUSSION
A. TEMPERATURE FIELD EVOLUTION
1) COMPARISON OF MEASURED AND SIMULATED
TEMPERATURE
The thermal response curves of the T1 and T2 points dur-
ing the deposition process are calculated using the cyclic
heat transfer model established in the previous section.
These curves are compared to the actual measurement results
obtained from the thermocouples, as shown in Fig. 8. The
average errors between the simulation and experimental
results for the T1 and T2 points are 2.05% and 4.48%,
respectively. The thermal cycling process between the sim-
ulated and measured curves is generally consistent, and the
thermal response curves of each test point exhibit similar
evolutionary characteristics. This finding demonstrates the

FIGURE 8. Comparison of measured and simulated temperature.

accurate prediction of temperature evolution during the depo-
sition process by the cyclic heat transfer model. The potential
factors contributing to the errors include measurement errors
caused by differences in thermocouple potential and devia-
tions in material parameters defined by the numerical model
from the actual material properties. During the deposition
process, the temperature profile exhibits a regular fluctuating
increase. This increase is primarily attributed to the laser heat
source’s periodic movement and heat accumulation layer-by-
layer. As the deposition process continues, the heat input
from the laser heat source significantly exceeds the heat loss.
Consequently, heat accumulates gradually on the substrate,
leading to a rise in substrate temperature. After the deposition
process concludes, there is no further heat input, resulting
in a gradual dissipation of the accumulated thermal energy
and subsequent substrate cooling. It is important to note that
the temperature at point T2 reaches a peak of approximately
160 ◦C higher than at point T1. This discrepancy can be
attributed to the closer proximity of point T2 to the heat-
affected zone, causing more significant heat accumulation in
that particular region.

2) TEMPERATURE DISTRIBUTION
Fig. 9 illustrates the temperature distribution at six different
time points. As the additive process progresses, the heat
accumulation effect becomes evident. The temperature of the
molten pool steadily increases from 1570.59 ◦C in Fig. 9(a)
to 1803.11 ◦C in Fig. 9(f). Comparing the temperature field
distribution of the substrate across the six graphs, it can
be observed that the minimum temperature rises from room
temperature to 258.073 ◦C with an increase in the deposition
height. By comparing the temperature distribution of the
substrate depicted in the six graphs, it becomes apparent that
an increase in deposition height leads to the initial expansion
of the high-temperature region of the substrate (Fig. 9(a) to
Fig. 9(b)). This expansion is followed by a period of relative
stability (Fig. 9(b) to Fig. 9(d)) and eventually a contraction,
with the high-temperature area trending closer to the part’s
projected area (Fig. 9(d) to Fig. 9(f)).With an increasing num-
ber of deposition layers, the distance between the heat source
and the substrate also increases. As a result, the transfer of
energy from the laser to the substrate decreases, reducing
the size of the heat-affected zone. As further observed in
Fig. 9, the heat-affected zone during layer-by-layer deposi-
tion is clearly visible. It extends horizontally, resulting in
partial remelting of the adjacent melt tracks. Furthermore,
the heat-affected zone has 4-5 layers along the downward
cross-sectional direction, which heat and remelt the previ-
ously deposited layers. This indicates that the temperature
field is involved in the cumulative calculation in the cyclic
heat transfer model. It also suggests that the aforementioned
cyclic heat transfer model aligns with the actual temperature
distribution.

Fig. 10 depicts the temperature distribution during the
cooling process. The same legend is used for all four fig-
ures to observe the cooling process in the high-temperature
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FIGURE 9. Model predicts temperature distribution during the deposition process: (a) 224.5 s (2nd layer); (b) 449 s (4th layer); (c) 561.25 s
(5th layer); (d) 785.75 s (7th layer); (e) 898 s (8th layer); (f) 1122.5 s (10th layer).

region. It can be observed that the temperature of the part
varies significantly with increasing cooling time. The peak
temperature continues to decrease rapidly from 651.362 ◦C
(Fig. 10(a)), 586.713 ◦C (Fig. 10(b)), 529.359 ◦C (Fig. 10(c)),
to 513.284 ◦C (Fig. 10(d)). The isothermal surface moves
from the substrate towards the top of the part, and a significant
amount of heat is dissipated through the part surface into
the surrounding environment. However, during the cooling
process, except for the high-temperature region located at the
bottom of the part, which keeps shrinking, the temperature
change in the rest of the region is insignificant. Moreover,
the minimum temperature of the substrate decreased slowly
from 39.6372 ◦C (Fig. 10(a)), 39.5804 ◦C (Fig. 10(b)),
39.4915 ◦C (Fig. 10(c)), to 39.4593 ◦C (Fig. 10(d)). It can
be observed that during the cooling process, the substrate
and the deposited part cool down extremely unevenly, with
the part experiencing a significantly more drastic decrease in
temperature.

B. STRESS FIELD EVOLUTION
1) COMPARISON OF MEASURED AND SIMULATED SURFACE
RESIDUAL STRESS
Fig. 11 compares the surface residual stress measured by
X-ray diffraction with the simulated results. The errors
between the simulated and measured results at S1, S2, and
S3 are 10.19%, 12.31%, and 11.86%, respectively. Although
there are some discrepancies between the simulated and mea-
sured results, they exhibit overall consistency. This finding
offers supporting evidence for the reliability of the cyclic
thermodynamic coupling model established in this study in
predicting residual stress. The errors observed in this study
can be attributed to several factors. First, the numerical sim-
ulation ignores the solid-liquid phase transition, affecting
residual stress’s generation and evolution. Secondly, residual
stress measurement using X-ray diffraction is susceptible to
reflection errors from the crystal surface, resulting in spe-
cific errors in the experimental measurements. As shown

VOLUME 12, 2024 27731



Y. Chai et al.: Residual Stress and Distortion Prediction for LDED

FIGURE 10. Model predicts temperature distribution during the cooling
process: (a) Cooling 600 s; (b) Cooling 700 s; (c) Cooling 900 s; (d) Cooling
1000 s.

FIGURE 11. Comparison of measured and simulated X-direction residual
stress.

in Fig. 11, the S1 point is situated in the heat-affected zone,
exhibiting tensile stress in the X-direction. The S2 point is
located at the edge of the substrate, where the part experiences
shrinkage in the X-direction, resulting in compressive stress.
The S3 point is positioned on the top surface of the part,
where the tensile stress on the surface is minimal, and the
X-direction residual stress is a relatively small positive value.

2) STRESS DISTRIBUTION
Fig. 12 illustrates the variation in stress distribution at differ-
ent time points. The stress distribution undergoes significant
changes over time. Towards the end of the deposition of
the 1st layer (Fig. 12(a)), a majority of the substrate still
remains in a cold state. Consequently, a large temperature
gradient exists, resulting in the highest stress value at this
moment, reaching 380.118 MPa. As the number of deposi-
tion layers increases, the high-temperature region expands,
the temperature gradient decreases, and the stress decreases.
By the end of the 4th layer (Fig. 12(b)), the maximum
stress decreases to its lowest value of 102.019 MPa during
the deposition process. However, the stress at the clamping
end of the left side of the substrate has stabilized. As the
additive manufacturing progresses, the stress value slowly
recovers, and by the end of the 7th layer (Fig. 12(c)), the
stress value increases to 137.652 MPa. By the end of the
deposition process (Fig. 12(d)), the maximum stress reaches
169.229 MPa. The high-stress areas are concentrated in the
substrate beneath the part and in its vicinity. The peak stress
is found at the four corners where the part comes into contact
with the substrate. This indicates that the stress gradually
accumulates in the bottom layer as the thermal action cycles,
and the stress decreases significantly as the location gets
closer to the part’s surface. This implies that the stress is
higher in the bottom layer near the substrate due to the effect
of cyclic accumulation. Simultaneously, the clamping end of
the substrate gradually concentrates a portion of the stress,
influenced by lower temperature and constraint in all three
directions of freedom.

Fig. 13 illustrates the residual stress distribution at cooling
3000 s (Fig. 13(a) and Fig. 13(c)) and cooling to room tem-
perature (Fig. 13(b) and Fig. 13(d)). Fig. 13(a) and Fig. 13(b)
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FIGURE 12. Model predicts stress distribution during the deposition
process: (a) 112.25 s (1st layer); (b) 449 s (4th layer); (c) 785.75 s
(7th layer); (d) 1122.5 s (10th layer).

show the complete view, while Fig. 13(c) and Fig. 13(d) show
the half-section view, in which the front half is retained fol-
lowing sectioning along the anterior-posterior (Y-direction)
symmetry plane to enable observation of stress distribu-
tion inside. By comparing Fig. 13(a) and Fig. 13(b), it can

FIGURE 13. Model predicts residual stress distribution during the cooling
process: (a) Cooling 3000 s; (b) Cooling to room temperature; (c) Half-
section view of cooling 3000 s; (d) Half-section view of cooling to room
temperature.

be observed that the peak residual stress increases from
347.648 MPa to 372.583 MPa as the cooling time increases.
The stress at the clamping end of the substrate remains
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relatively stable, exhibiting less variation in distribution char-
acteristics and values. Due to the rigid constraint of the
substrate on the combined area of the part and substrate
during the cooling process, the relative distortion between
them is hindered and constrained. As a result, the combined
area exhibits the highest residual stress, which is considered
a critical zone prone to distortion and cracking. A similar
analysis can be found in [35] and [36]. Optimizing the pro-
cess parameters during the actual deposition process helps
maintain low residual stress in the part, leading to better
performance and increased safety. Although the peak residual
stress value in the part is lower than the yield strength of
Inconel 718 when cooled to room temperature, they still hold
value for study. As indicated in Fig. 13(a) and Fig. 13(b), the
peak stress consistently occurs at the four corners where the
part and substrate come into contact. Furthermore, the stress
level escalates with prolonged cooling time. To acquire the
stress distribution inside the component,

Fig. 13(a) and Fig. 13(b) are semi-dissected to obtain
Fig. 13(c) and Fig. 13(d). Through comparison, it is evi-
dent that the stress distribution characteristics vary between
the surface and interior of the part. The high-stress region
on the surface appears to be more extensive, possibly due
to the significant convective heat transfer effect and more
pronounced temperature variations compared to the interior.
In Fig. 13(c) and Fig. 13(d), it can be observed that the
partition interface between the part and the substrate traverses
through the striped region of high-stress concentration, where
stress value progressively increases with longer cooling time.

Fig. 14 illustrates the stress curves at three points, A, B,
and C, during the deposition process. Points A and B are
located on the upper surface of the substrate, while point C
is positioned at the center of the deposited part. As shown
in Fig. 14, the general trend of the stress curves at points A
and B is the same. Initially, there is a significant fluctuating
decrease, followed by a gradual increase and a rapid upward
movement during the final cooling phase. Points A and B
are located on the upper surface of the substrate. Significant

FIGURE 14. Model predicts stress time curves of three test points.

transient stress changes can be observed during the initial
deposition stage at these points. However, as the number
of deposited layers increases, the stress amplitude gradually
decreases, leading to a gradual weakening effect on the test
points. As the height of deposition increases, the distance
between the heat source and the test points also increases.
Therefore, the influence and constraints on the test points
gradually reduce. Point C is located inside the part at a higher
temperature, maintaining a relatively low-stress value. In the
later stage, the stress value of all three curves gradually
increases, and the slope of the stress curves becomes steeper
during the cooling stage. This indicates that the cooling stage
has a more significant impact on the stress level.

C. DISTORTION EVOLUTION
1) COMPARISON OF MEASURED AND PREDICTED
SUBSTRATE DISTORTION
During the deposition process, the left side of the substrate
was fixed, while the right side had unrestricted degrees of
freedom, resulting in longitudinal warpage distortion as the
primary form of distortion. After the deposition was com-
pleted and the part was cooled to room temperature, the
distortion of the substrate in the build direction (Z-direction)
was measured using a laser displacement sensor. Fig. 15 illus-
trates the predicted and measured substrate distortion results.
The predicted maximum substrate distortion is 4.361 mm,
whereas the actual maximum distortion is 4.206 mm, result-
ing in an error of 3.69%. The location of the maximum
distortion point is at the corner (marked by a red circle),
which is away from the clamped end. These values exhibit a

FIGURE 15. Comparison of predicted and measured substrate distortion:
(a) Predicted substrate distortion results; (b) Measured substrate
distortion results.
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FIGURE 16. Model predicts distortion history during the deposition
process: (a) 3.75 s (1st track); (b) 449 s (4th layer); (c) 785.75 s (7th layer);
(d) 1122.5 s (10th layer).

relatively consistent trend, providing strong evidence for the
reliability of the predicted distortion based on the cyclic ther-
modynamic coupling model established in this study. Despite
the similarity between the predicted substrate distortion and
the measured results, some errors still persist. One potential
contributing factor is the initial deposition process, wherein
the substrate temperature is lower, leading it to absorb heat
from the molten pool. This results in a thinner deposition
layer thickness. As the number of deposition layers increases,
the substrate temperature rises, and the deposition layer thick-
ness stabilizes. However, the numerical model assumes that
the thickness of all deposition layers is the average layer
thickness, introducing errors into the model.

2) DISTORTION HISTORY
The magnitude and direction of substrate distortion con-
tinuously change over time during the deposition process.
Fig. 16 depicts the schematic diagram of Z-direction distor-
tion at four time nodes (magnified three times). At 3.75 s
(Fig. 16(a)), the 1st track of the 1st layer finishes scanning.
With the short deposition time, the molten pool’s transient
thermal expansion exceeds the deposited tracks’ continuous
cooling contraction and heat-affected zone, causing the sub-
strate distortion to bend downward. At 449 s (Fig. 16(b)), four
layers have been formed. As the heat-affected zone continues
to cool and contract, it induces a change in the substrate
distortion direction, leading to upward warpage distortion.
This indicates the transient nature of the distortion, high-
lighting its dynamic behavior. This phenomenon is because
when the heat source departs, the deposition area rapidly
cools and contracts. However, at this moment, the substrate
is in a state of rapid heat absorption and warming, causing a
decrease in its yield limit after the temperature rises. When
the substrate thermal expansion is constrained by the rigidity
of the surrounding cold metal, it can only be released towards
the weakest portion of the substrate below. Consequently, this
effect also results in upward warping distortion at the free
end of the substrate. At 785.75 s (Fig. 16(c)) and 1122.5 s
(Fig. 16(d)), the substrate continues to exhibit upward warp-
ing, although the numerical rate of warping decreases. Fig. 17
demonstrates the Z-direction distortion diagrams (magnified
three times) at cooling 700 s and cooling 800 s, respectively.

FIGURE 17. Model predicts distortion history during the cooling process:
(a) Cooling 700 s; (b) Cooling 800 s.
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TABLE 2. Comparison of the prediction accuracy of the proposed model in this study with the existing finite element models.

As evident from the figure, as the cooling time prolongs,
both the part and the substrate undergo continuous cooling
and contraction, leading to a gradual increase in the warpage
distortion of the substrate. Approximately 26% of the distor-
tion is attributed to the cooling stage, meaning that the more
significant temperature gradient contributes to the warpage
distortion of the part.

The prediction accuracy of the model proposed in this
study was compared with previous work, as shown in Table 2.
It can be seen that the model proposed in this study is at
the stage of being equal to or slightly ahead in prediction
accuracy for a single indicator alone. However, there is a
clear advantage in the number of prediction indexes, allowing
for simultaneous high-precision temperature, residual stress,
and distortion predictions. This capability is not available in
existing finite element models.

V. CONCLUSION AND FUTURE DIRECTION
In this study, we develop a cyclic thermodynamic coupling
model based on the cyclic temperature field and the cumu-
lative stress field during the LDED process. This model
aims to predict temperature, residual stress, and distortion
evolution. The prediction results are substantiated through
actual deposition experiments, showcasing high prediction
accuracy. Furthermore, the analysis also encompasses the
assessment of temperature, residual stress, and distortion his-
tory. Based on the results of the study and the subsequent
discussion, the following conclusions can be drawn:

1) The established cyclic thermodynamic coupling model
can effectively calculate the layer-by-layer superposition of

thermal effects during the deposition process and the cyclic
accumulation of thermal stress, which improves the model’s
prediction accuracy. The prediction accuracy of temperature,
residual stress, and distortion can reach 96.74%, 88.55%, and
96.31%, respectively.

2) During the deposition process, the temperature of the
molten pool continues to rise. The heat-affected zone extends
both horizontally and cross-sectionally. During the cooling
process, the substrate and the deposited part cool down
extremely unevenly, with the part experiencing a significantly
more drastic decrease in temperature. The isothermal surface
moves from the substrate towards the top of the part, and
a significant amount of heat is dissipated through the part
surface into the surrounding environment.

3) During the deposition process, the stress gradually accu-
mulates in the bottom layer as the thermal action cycles. The
high-stress areas are concentrated in the substrate beneath the
part and in its vicinity. The peak stress is found at the four
corners where the part comes into contact with the substrate.
During the cooling process, the bonding area between the part
and substrate is constrained by the rigidity of the substrate.
Consequently, the bonding area experiences the highest
level of residual stress, which increases as the cooling time
extends.

4) The magnitude and direction of substrate distortion
vary continuously during the deposition process. The point
of maximum distortion is located at the corner point away
from the clamping end. The part and substrate undergo
continuous cooling and shrinkage during the cooling process.
As a result, the substrate experiences warpage distortion that

27736 VOLUME 12, 2024



Y. Chai et al.: Residual Stress and Distortion Prediction for LDED

progressively increases, resulting in a distortion of
approximately 26%.

In this study, significant research results have been
achieved in predicting the temperature, residual stress, and
distortion evolution during the LDED process. These findings
provide a solid foundation for the next phase of the study. The
upcoming phase will concentrate on methods to release and
correct the generated residual stress and distortion to enhance
the deposition quality of parts.
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