
Received 26 January 2024, accepted 9 February 2024, date of publication 12 February 2024, date of current version 21 February 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3365193

Uncovering SMS Spam in Swahili Text
Using Deep Learning Approaches
IDDI S. MAMBINA 1, JEMA D. NDIBWILE 2, DEO UWIMPUHWE 2,
AND KISANGIRI F. MICHAEL1
1The Nelson Mandela African Institution of Science and Technology, Arusha 23306, Tanzania
2College of Engineering, Carnegie Mellon University Africa, Kigali, Rwanda

Corresponding author: Iddi S. Mambina (mambinai@nmaist.ac.tz)

This work was supported in part by the University of Dodoma.

ABSTRACT In today’s communications, ShortMessage Service (SMS) and Internet protocol-basedmessag-
ing systems are the most widely used channels. These services are currently the target of an unprecedented
number of threats due to their rising appeal. Some spammers have more nefarious motives, even though
most spam stems from businesses seeking to promote their products. In recent years, as new security
threats such as Smishing have emerged, the amount of SMS spam has experienced substantial growth.
The scientific community has paid less attention to SMS spam than email spam even though both are
extensively utilized. SMS spam presents extra processing hurdles. These include the use of lexical variants,
SMS-like contractions, or sophisticated obfuscations, which degrade the performance of conventional
filtering solutions. In this study, we investigate the efficacy of deep-learning models for filtering Swahili
SMS spam based on linguistics and behavioral patterns using a real-world dataset from telecommunications
companies in Tanzania. To validate the effectiveness of our models we subjected them to the UCI dataset
of spam messages written in English. The models were trained and tested with 10 k-fold cross-validation.
The experimental results show that the CNN-LSTM-LSTM hybrid model attained the highest accuracy of
99.98 on the Swahili dataset while CNN-BiLSTM performed better on the UCI dataset with an accuracy of
98.38.

INDEX TERMS Deep learning, natural language processing, Swahili, SMS, spam detection.

I. INTRODUCTION
SMS has experienced little to no decline in popularity since
Neil Papworth delivered the first text message in December
1992 [1]. To this day, SMS remains the most popular type of
text messaging service. It enables individuals to communicate
with one another meaningfully. Furthermore, businesses also
believe that SMS marketing is the most effective way for
companies to interact with consumers, especially for pro-
motions that require instant impact. Despite the prevalence
of messaging apps like Messenger, Telegram, WhatsApp,
and WeChat on the market, classical SMS communication
continues to be unmatched in its versatility. Moreover, the
SMS application is preinstalled on all mobile devices, unlike
other messaging applications, and there are no registration or
sign-in requirements. There are 6.64 billion active SMS users
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worldwide, representing 83.96% of the world population who
own a mobile phone [2]. With a 98% text opening rate, SMS
demonstrates itself to be the most effective delivery method.
The average person checks their phone 160 times per day.
SMS can be used to promote, increase customer interaction,
and update users on various activities [3]. The low cost of
sending text messages, the rapid increase in mobile phone
subscribers, the ease of use, and the fact that SMS does not
require internet connectivity to be delivered all contribute
positively to the popularity of SMS for spammers [3], [4].

Malicious activities have grown in tandem with the expo-
nential growth of SMS sent across networks. Distributing
spam via SMS is not only irritating to users but also costs
both users and businesses a lot of money. According to
Ghourabi et al., SMS spam affects 68% of mobile phone sub-
scribers [5]. SMS spam can be defined as any irrelevant short
message sent to a user via a mobile network [6]. Smishing
occurs when SMS spam contains malicious content [5].
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Smishing is a combination of two terms: ‘‘SMS and
Phishing’’. It is a type of scam similar to email phishing
that uses short message services. The objective of this attack
is to send text messages to mobile users to steal personal
information, obtain money, or coerce users to take unintended
actions. Smishing has become a major annoyance for mobile
subscribers as a result of its pervasiveness [3]. Themes that
frequently appear in Smishing messages include lottery win-
ning, credit card fraud, gift winning, andmobile money fraud.
These messages typically ask users to click a link, dial a
number, cancel a transaction, or send an email to an address
provided.

Compared to email phishing, Smishing attack filter-
ing is still lacking. The majority of previous research on
Smishing attacks relied on the manual engineering of features
before classification. Feature importance and information
gain graphs are additionally employed to increase classifi-
cation accuracy [6]. Deep-learning approaches have made
an effort to scale back the use of manual feature engineer-
ing. Deep-learning model components learn on their own
and self-train to allow unsupervised acquisition, avoiding
the time-consuming phase of feature selection and extrac-
tion [3]. Many disciplines, including image classification [7],
[8], speech recognition [9], intrusion detection [10], nat-
ural language processing [11], [12], [13], [14], and email
spam classification [5] have shown promising results using
deep-learning approaches. Researchers have not treated deep
neural networks in much detail, though, when it comes to
classifying Smishing messages. Additionally, sentiment clas-
sification [15], and language modeling [16], [17], [18], [19]
are the only applications of deep-learning for languages with
resource constraints, such as Swahili.

The world is home to 7,000+ languages, of which the vast
majority remain understudied. Natural Language Processing
(NLP) research has focused mostly on 20 languages out of
the several thousand available [20]. The expression ‘‘low-
resource languages’’ is frequently used to describe under-
studied languages. Additionally, low-resource languages are
less computerized, less privileged, less commonly taught,
or have a lower density [20], [21], [22], [23]. We borrow
the definition of ‘‘low-resource languages’’ from [20], where
‘‘low-resource’’ indicates languages with less digital data,
which hinders statistical data processing models from being
applied. We categorize Swahili as one of the low-resource
languages. Swahili is among the 10 most widely spoken
languages in the world and the most widely spoken in Africa,
with over 200 million speakers [24], [25]. Furthermore,
Swahili is the native language of 60 million Tanzanians,
of whom 140 million speak it as a second language in East,
Central, and Southern Africa, which serves as an inspiration
for this study. In addition, countries such as South Africa,
Namibia, and Botswana are considering its introduction into
schools [26], [27].

This study set out to explore SMS spam messages
delivered in Swahili-speaking countries using a real-world
Swahili SMS spam dataset. The contribution of this study,

organized and carried out on Swahili spam text settings, is as
follows:
• Introduction of a hybrid deep-learning model to
effectively classify Swahili SMS spam text.

• Evaluating the performance of the proposed model by
comparing it with other deep-learning models.

• We reviewed and categorized existing deep-learning
approaches for SMSmessage detection in low-resourced
languages.

• The proposed model achieved a remarkable accuracy of
99.98%.

• The effect of the number of iterations per epoch during
training of the proposed model is analyzed.

• The impact of hyperparameter turning on obtaining
the best-fit parameter of our proposed model is well
highlighted.

In addition, the effect of using different deep-learning tech-
niques is discussed in this paper by comparing the accuracies
of several deep-learning architectures. Furthermore, the per-
formance of the proposed model was evaluated on an
English SMS spam dataset to set a baseline. The remainder
of this paper is organized as follows: Section II presents
related works; Section III describes materials and methods;
Section IV presents results and discussion; and Section V
summarizes the conclusion and future work.

II. RELATED WORKS
Recently, researchers proposed hybrid models to improve
the detection of SMS phishing attacks. To filter SMS spam,
Baaqeel & Zagrouba suggested a hybrid machine-learning
model of SVM and K-Means [28]. To achieve the best
results, the implementation was head-to-head, with an unla-
beled dataset fed into the K-Means clustering model, and the
results were fed into an SVM classifier. If both models agree,
a label is classified as spam or ham. The proposed model
achieved an accuracy of 98.8%. Although the model worked
well for the proposed problem when applied to the Swahili
dataset, it performed poorly, returning an accuracy of 94.8%.
Ghourabi et al., investigated various deep-learningmodels for
classifying text messages written in Arabic and English [5].
They tested twelve different models before settling on a com-
bination of Convolution Neural Network (CNN) and Long
Short-Term Memory (LSTM) to produce an improved neural
network model (CNN-LSTM) that outperformed other mod-
els. They evaluated their model using accuracy, precision,
recall, and area under receiver operator characteristics curve
(ROC-AUC) metrics. The model achieved an accuracy of
98.3%, precision of 95.3%, recall of 91.4%, and ROC-AUC
of 93.7%. In contrast to the achieved accuracy on the Arabic
and English datasets, when a similar model was applied to the
Swahili dataset, it returned an accuracy of 97%.

A deep-learning model by Roy et al., with 99.44%
accuracy for filtering SMS spam by categorizing it as
spam or non-spam [6]. They compared different classi-
fiers using three-layered CNN and LSTM models. The
three-layered CNN model, with dropout values ranging
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TABLE 1. Analysis of the proposed approach with existing approaches.

from 0-1, performed the best. A study by Gomaa evaluated
seven deep-learning models against six traditional machine-
learning models [3]. The study utilized the University of
California Irvine (UCI) classical spam dataset. In this dataset,
the gradient-boosted tree model achieved an accuracy of
96.86%, whereas the Random Multimodal Deep Learning
(RMDL) model achieved 99.26% accuracy. The study con-
ducted by [29] focused on the application of the fastText
model for the classification of emotional polarity in Chinese
text. The choice of fastText was motivated by its capacity
to generate concise, continuous, and high-quality representa-
tions. The model attained an accuracy of 92.86%. Simiraly,
Kuyumcu et al., assessed the effectiveness of the fastText
model using the TTC-3600 Turkish dataset [30]. The dataset
underwent preprocessing via the Zemberek toolkit, and two
feature selection techniques, namely correlation-based and
attribute ranking-based methods, were employed to eliminate
irrelevant features. The attained accuracy of this model was
93.52%. However, when the fastText model was applied to
a Swahili dataset, the accuracy was only 60%, which is not
particularly convincing, as it is nearly on par with random
guessing.

Despite the push towards SMS spam classification, in most
cases, researchers work with English datasets. However, few
studies have focused on classifying SMS spam for low-
resource languages. For instance, Ghourabi et al., proposed
a model to detect SMS messages containing a mixture
of Arabic and English text [5]. They collected a dataset
of 2,730 text messages. However, they attested that their
dataset was not significant for drawing a generalized con-
clusion. Yadav et al., proposed SMSAssanin to filter spam
messages written in Hindi and English [31]. They used
Bayesian models to filter SMS on a dataset containing
4,318 SMS for training. However, the plan was to collect
more than 20,000 messages to obtain better representation.
Theodorus et al., proposed a model to detect spam SMS
in Bahasa Indonesia [32]. They gathered 4,125 SMS cate-
gorized as ham, spam, and promotional messages. Training

was performed in two batches, and the results differed by
a 12% margin between the first and second batches. They
associated this difference with the dataset size. In general,
the size of the dataset can be a limiting factor in the perfor-
mance of the models. Compared with previous studies, our
32,000-message dataset stands out in terms of the number
of messages gathered. Moreover, studies report that direct
application of SMS filters results in low filtering accuracy
due to the short length of SMS, the prevalence of shorthand
abbreviations, and the size of labeled datasets that are avail-
able. The establishment of a benchmark dataset is further
complicated by people’s propensity to send SMS messages
with different wordings based on their geographic location.
Consequently, each region requires a unique dataset, and each
model requires a distinctive set of hyperparameters to yield
the best results.

This work builds on our previous study [33] and contributes
to the limited body of literature on low-resource languages.
The present studywas designed to determine the effectiveness
of employing deep learning models in categorizing Swahili
SMS spam messages. In this study, owing to the shortage of
the Swahili SMS spam dataset, we devised a data collection
strategy and gathered over 32,000 Swahili text messages from
the field. The findings should assist the general population in
Swahili-speaking countries in making more informed deci-
sions that would safeguard them from fraud and ensure their
financial freedom.

A literature outline and comparative analysis of our pro-
posed research study and existing research approaches are
presented in Table 1. The analysis encompasses the literature,
the year of publication for the particular literature, the dataset
used for model building, the proposed approach, the analysis
remarks, and the technique utilized.

III. MATERIAL AND METHODS
This section describes the approach and tools used to exe-
cute SMS spam detection tasks. In most cases, any NLP
task involves data collection, data pre-processing, feature
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extraction, model training, and model evaluation. After data
collection and pre-processing, the architecture introduces
three parts to further process the collected texts. Word
embedding and convolutional neural networks were used
for weighting and feature selection, and a long short-term
memory model was used for classification.

A. MODEL OVERVIEW
Themain goal of this study is to use a deep-learning approach
to classify Swahili SMS spammessages and distinguish them
from ham messages. To train our dataset with two distinct
labels, we chose five different deep-learning models: CNN,
LSTM, Gated Recurrent Unit (GRU), Bidirectional LSTM
(BiLSTM), and Bidirectional Encoder Representation from
Transformers (BERT). These models were selected because
they have shown promising results when applied to language
modeling, as attested by the authors in [5], [13], [14], and
[34]. These models are best known for sequence-modeling
tasks. The use of a backpropagation algorithm to calculate
the gradient that is specific to sequence data differentiates
them from simple perceptron models or classical machine-
learning models. Input data goes through a loop and passes
to the middle layer of the network. Thereafter, the activation
function, biases, and weights are standardized so that each
layer has the same parameters [35]. The models were then
trained based on the errors from the output layer to the input
layers as a recurrent function.

FIGURE 1. A methodological block diagram.

Figure 1 depicts generic steps that we took to classify
Swahili text messages as spam and ham. The figure shows
how data is preprocessed and fed into a deep-learning model
for classification purposes. The deep-learning modules are
further explained in the next subsection. Furthermore, the
fastText model, which is an open-source model developed
by Facebook Research as a tool for word vector and text
classification, was used [29]. The fastText model can depict
the model within a low-dimension, continuous space, allow-
ing it to grasp the core meaning of the input text. fastText
uses hierarchical softmax to predict the label of input text,
which greatly reduces training time and increases accuracy.
According to [36], fastText often matches the accuracy of
a learning classifier while being significantly faster, both in
terms of accuracy and evaluation. This out-of-the-box model

was used to check if it could be used for the context at hand.
The pseudo-code to implement our proposed method is given
below.

# import necessary libraries
# load dataset and stopwords (data, stopwd)
# define function to preprocess text as preprocess
# define a function to resample the training data as

resample
# define callbacks as callback
# define class MetricsCallback (validation_data, class

names)
# define create_model
# define train_model
1: Start
2: load data and rename the column accordingly
3: split the data into train and test set in a ratio of 80:20
4: def preprocess(text)
5: remove punctuation, stopwd, white spaces
6: convert all text to small case
7: end preprocess
9: apply preprocess function to train and test data
10: map y-labels as ({‘spam’:1, ‘leg’:0})
11: def resample (x_train, y_train)
12: vectorize← initialize vectorizer
13: transform (x_train)
14: oversample← initialize SMOTE
15: return oversample (x_train, y_train)
16: apply resample to train data
18: split resampled data with train_test_split in 80:20 ratio
19: use padding to create sequences of equal length
20: def callback
21: es← EarlyStopping()
22: mc←ModelCheckpoint()
23: tb← TensorBoard()
24: red_lr← LearningRateScheduler()
25: end callback
26: class MetricsCallback(inheriting keras callbacks)
27: initialize class_names, validation_data
28: def on_epoch(self, epoch, logs=none)
29: val_features, y← validation_data
30: y_pred← predict values from the model
31: check evaluation metrics
32: end on_epoch
33: end MetricsCallback
34: def create_model(maxlength, vocabsize)
35: create input tensor
36: pass it to embedding layer
37: pass the results into a 1D convolution layer
38: apply pooling layer
39: pass the results into first LSTM layer
40: pass the results into second LSTM layer
41: pass the results into a dense layer
42: define the model with inputs and outputs
43: compile the model (optimizer, loss function, metric)
44: start profiler and record the logs
45: stop the profiler
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46: return the model
47: def train_model()
48: split the data into 10 folds and iterate through them
49: create a new model for each fold
50: call MetricsCallback
51: fit the model (data, epochs, and all callbacks)
52: end train_model

B. DEEP LEARNING MODELS
A deep neural network, as opposed to a simple perceptron
network with one input, one output, and a hidden layer,
has more than three layers, including input and output. This
concept can be defined as an architecture with multiple hid-
den layers. Every layer in the deep-learning architecture is
trained on a different set of features based on the execution
of the previous layer. The deep layers of the network identify
complex characteristics by blending information from the
previous layers with more abstract information. The primary
method for extracting data features in deep-learning is the
convolution neural network [37]. The CNN consists of six
distinct layers: input, convolution, activation, pooling, fully
connected, and output layer. The basic mapping relationship
of the CNN-LSTM model proposed is depicted in Figure 2.
Where: x1. . . , xn represents the characteristics map of the
input words; wi,1 and wi,j are the filters; bi represents the
bias; and yi denotes the characteristics map of the output.
The output of CNN is propagated to the LSTM cell for text
classification.

FIGURE 2. A proposed deep-learning architecture.

1) CONVOLUTION NEURAL NETWORK (CNN)
The convolution model that we present was adopted from
the work presented in [37]. The CNN model mainly works
by creating a word matrix at first, supposedly an input vec-
tor x∈Rdxn. Furthermore, it defines a window vector that
contains k consecutive words.

wj= [xj, xj+1, . . . ,xj+k−1] (1)

It then identifies the hidden features of the text by applying
a convolution operation to a window vector along with a filter
P∈Rkxn. Each feature element cj is calculated as follows:

cj = f (wj⊙P+ b) (2)

where ⊙ is an element-wise operator, b is a bias term and f
is a nonlinear function. The nonlinear function used in our
model is a rectified linear unit (ReLu) which is defined as:

f (x) = max (0,x) (3)

The nonlinear function helps to classify messages into pre-
defined classes. A three-hundred-dimension embedding was
used for the first channel, a two-hundred-dimension embed-
ding for the second, and one-hundred-dimension for the final
channel. The vocabulary’s overall word count served as the
input for each tier. With a kernel size of four, a pooling size
of five, and a dropout of 30% for each iteration, we achieved
our targets. After being flattened, the vector is then passed on
for further processing.

2) LONG SHORT-TERM MEMORY (LSTM)
Long Short-Term Memory (LSTM) is a variant of Recurrent
Neural Networks (RNN) that propagates historical informa-
tion through a chain-like neural network. According to [38],
with an appropriate design, LSTM can learn to bridge time
gaps evenwith noisy, incompressible input sequenceswithout
sacrificing its short-time lag ability. As depicted in Figure 1,
the LSTM architecture contains a range of repeated units
for each time step. At every time-step, the network looks
at the current input xt as well as the previous output of the
hidden state ht−1 and yields an output. The process passes
through various gates, namely the input gate (it), memory
cell (ct), forget gate (ft), hidden state (ht) and output gate
(ot). The input vectors in the architecture have the same
dimensions. The LSTM transition function definitions are
according to [37]:

it = σ (wi. [ht−1,xt ]+ bi (4)

ft = σ (wf . [ht−1,xt ]+ bf (5)

qt = tanh (wq. [ht−1, xt ]+ bq) (6)

ot = σ (wo. [ht−1,xt ]+ bo (7)

ct = ft ⊙ ct−1 + it ⊙ qt (8)

ht = ot ⊙ tanh ct (9)

To decipher the notation used here, (xt ) is the input vector
to the LSTM cell, σ is a sigmoid function that outputs [0,
1], tanh is a hyperbolic tangent function that controls what
remains in thememory cell and it outputs values ranging from
[−1, 1], and the operator⊙ is an element-wise operator. Let’s
regard (ft) as the function that controls the extent to which
information from an old memory cell is going to be thrown
away, (it) as the function that controls how much information
is going to be stored in the current memory cell, (qt) as the
function that controls what remains in the memory cell, and
(ot) as the function that controls what to output based on the
memory cell.

C. DATASET
The dataset, which was derived from the research project
in [31], consists of 31,962 legitimate messages gathered over
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FIGURE 3. Basic structure of LSTM model.

five months, from February to June 2021. Only 297 unique
Smishing messages were retrieved from mobile network
operators out of the ten million two hundred and fifty-one
thousand two hundred and ten (10,251,210) spam messages.
This dataset was collected from mobile network operators
in Tanzania, and a series of experiments were performed.
Mobile network operators are purposefully selected based on
their mobile money market share. To reduce bias, 20% of the
data were held as a test set, and the remaining 80% were
divided into training and validation sets at a ratio of 80:20.
The dataset is highly imbalanced; therefore, the synthetic
minority oversampling technique (SMOTE) was applied to
the training and validation set to increase the sensitivity of
the classifier. Upon applying SMOTE, the dataset increased
to a total of sixty-three thousand nine hundred and eighteen
samples (63918).

D. TEXT PREPROCESSING
A team of experts encoded the dataset manually and
consistently. Python library functions were used for text
pre-processing and data cleaning. The data were converted to
lowercase, and punctuation marks were removed. Numeric
values were not deleted, as they are an important aspect of
fraudulent messages. A list of stop-words from Masua and
Masasi [39] was used. Texts were tokenized using a built-in
Keras tokenization function. Figure 4 shows a colored block
of tokens, where the background color represents padding
tokens. Colored blocks are our input_ids which represent
input tokens to the model. Input_ids vary in length; hence,
padding is applied to create input tokens of equal length.
Padding ensures that we can process a batch of sentences
together in parallel since a deep-learning model requires
an input tensor with consistent dimensions. The study used
post padding, taking the maximum length of 60 words per
sentence with a vocabulary size of 44,200.

E. EMBEDDING LAYER
The embedding layer provides a dense representation of
words and their relative meanings. These representations are
in vector form, where a vector represents the projection of a
word into a continuous vector space. A representation of our

FIGURE 4. Colored block of tokens.

dataset was created based on text messages. Every message
is considered a sequence of tokens: T1, T2, T3, . . .Tn from a
given corpus. Unique words from the corpus were grouped to
create a vocabulary. Each token in the vocabulary is assigned
a unique integer value. These integer values are randomly
assigned first and are updated when the vector is passed
on to the convolution layer. The output dimensions for our
embedding ranged from 300 to 100 on different channels.
There are off-the-shelf pre-trained word embedding models,
such as word2vec [40] and GloVe [41]. However, we decided
to train our embeddings because text messages are unique and
do not share the same characteristics as the normal text doc-
uments used to train these pre-trained embeddings. We used
an embedding layer followed by a convolution layer on every
neural network that was experimented on for better feature
selection. This study proposes a deep neural network to
classify Swahili Smishing messages by combining CNN and
two long short-term memory (LSTM) techniques to improve
classification accuracy and reduce false positives and false
negatives.

F. PROPOSED METHOD
Traditional machine-learning models use manually con-
structed features to classify texts as Smishing or normal
messages. Features such as the number of words in a sen-
tence, the presence of a phone number in the message, words
with missing characters, and buzzwords are often used. The
performance of these models depends significantly on these
features. Deep-learning approaches remove this dependence
by automatically extracting features from text messages and
using them for model training. The proposed model com-
prises a configuration consisting of one CNN layer and two
LSTM layers. The integration of a convolution neural net-
work layer before an LSTM layer has proven to enhance
the model capacity. While CNN is traditionally associated
with image processing, they have demonstrated effectiveness
in text classification tasks as well. This effectiveness stems
from CNN’s ability to adeptly capture local patterns and
features in text, enabling them to learn to identify crucial
n-grams. Additionally, CNN utilizes parameter sharing and
local connectivity to learn hierarchical features, facilitating
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the extraction of important information from various text seg-
ments without sole reliance on global context. The inclusion
of a max pooling layer within the convolution neural network
aids in reducing the spatial dimensions of the data. Further-
more, the pooling layer’s ability to reduce sequence length
acts as a valuable asset for computational efficiency. Incor-
porating two LSTM layers following the CNN layer offers
numerous advantages over a single LSTM layer. Staking
more than one LSTM layer enables the model to establish
hierarchical representation, with the initial layer capturing
lower-level features and the subsequent layer handling more
intricate and abstract patterns by processing the output of the
preceding layer. In addition, stacked LSTM layers enhance
the architecture’s ability to capture long-range dependencies
within sequences, thereby improving its comprehension of
the input data. Moreover, the presence of two LSTM layers
offers flexibility to experiment with different architectures
and hyperparameters, facilitating the identification of the
optimal configuration for the specific task at hand. Lastly,
stacked LSTM layers often lead to improved accuracy and
enhanced generalization capabilities.

FIGURE 5. A CNN-LSTM-LSTM block diagram.

G. EXPERIMENT ENVIRONMENT
The experiments were carried out on a Linux online work-
station preinstalled with Ubuntu 18.04.6 LTS (Long-Term
Support) (Bionic Beaver), which was outfitted with an Intel
Xeon (R) CPU @ 2.20 GHz and one NVIDIA Tesla T4
Graphical Processing Unit (GPU). The station was hosted
by Google and accessed through Google Collaboratory Note-
book. We used three channels, one for feature selection with
the CNN model and two for classification with the LSTM
architecture. We set each model to train for 20 epochs and
applied an early stopping variable that looked at improving
loss; the iteration terminated if the loss did not improve for
three consecutive iterations. The training took approximately
20 minutes on average. TensorFlow served as the backend for
the Keras deep-learning library. It took one hour and thirty
minutes to complete training on all fivemodels. The proposed
architecture is illustrated in Figure 5.

FIGURE 6. Summary of the proposed architecture.

H. PERFORMANCE METRICS
Choosing the appropriate evaluation metric is essential when
assessing the performance of deep-learning models. Various
metrics have been suggested for appraising deep-learning
models in various contexts. In certain scenarios, particularly
when dealing with imbalanced data, relying solely on a sin-
gle metric may not offer a comprehensive understanding of
the problem at hand. Consequently, it becomes necessary to
utilize a combination of metrics to obtain a comprehensive
assessment of the models. In light of this, we employed
established metrics like accuracy, precision, recall, and the
F1-score for performance assessment. However, before delv-
ing into the details of these metrics, it is important to define
four key terms:
• True Positive (TP):The instance where the model accu-
rately predicts a positive outcome and the actual result
is indeed positive.

• True Negative (TN): The instance where the model
accurately predicts a negative outcome and the actual
result is indeed negative.

• False Positive (FP): The instance where the model
predicts a positive outcome, but the actual outcome is
negative.

• False Negative (FN): The instance where the model
predicts a negative outcome, but the actual outcome is
positive.

Accuracy: It serves as an effective gauge of the model’s per-
formance when there is an even distribution of classes. This
metric is determined by dividing the total count of accurate
predictions by the overall number of predictions.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(10)
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Precision:When dealingwith an imbalanced class distribu-
tion, it serves as a valuable measure of model performance.
Precision is computed by dividing the total count of cor-
rectly identified positive instances by the total count of
instances classified correctly. In essence, precision assesses
the accuracy of the model in classifying instances as positive.

Precision =
TP

TP+ FP
(11)

Recall: It can be described as the proportion of positive
instances that were accurately classified compared to the total
count of positive instances. In essence, recall evaluates the
capacity of the model to identify positive instances. A higher
recall indicates that more positive examples are correctly
identified.

Recall =
TP

TP+ TN
(12)

F1-Score: It is used to assess the algorithm’s accuracy on
the dataset, and it is well-suited for binary classification,
which is the problem addressed in this study. It integrates both
recall and precision and as such, it is defined as the harmonic
mean of the algorithm precision and recall.

F1− Score = 2 ∗
Precision ∗ Recall
Precision+ Recall

(13)

IV. RESULTS AND DISCUSSION
The comprehensive results of the models will be discussed in
this section. The experiments were conducted on a Swahili
dataset gathered by [33] and a UCI dataset hosted online
by Kaggle. There were 31,921 legitimate messages and
297 spam messages in the Swahili dataset, whereas the UCI
dataset contained 4,825 ham messages and 747 spam mes-
sages. To assess the proposed approaches, we used false
positive, false negative, f1-score, recall, precision, and accu-
racy. A confusion matrix is presented in Table 2, which shows
how messages are placed as either spam or ham messages by
the classifiers. It further helps to calculate the percentage of
spam messages against legitimate messages.

The confusion matrix of the proposed model is shown in
Figure 7. In this matrix, the model’s predictions on a valida-
tion set are compared against the actual outcome. From the
confusion matrix components, various metrics such as accu-
racy, precision and recall can further be delivered, providing
a comprehensive understanding of the model’s strengths and
weaknesses.

The purpose of this study is to determine whether Swahili
text messages contain social engineering content. With vary-
ing degrees of accuracy, all the selected models were able
to distinguish Smishing from legitimate messages. In this
section, we provide experimental evaluations. Because the
dataset was highly imbalanced, we initially tested the abil-
ity of our model to recall the messages separately. Table 3
lists the performance of these models in recalling legitimate
messages.

Furthermore, Table 4 lists the performance of these models
to recall Smishing messages.

TABLE 2. Confusion matrix.

FIGURE 7. Confusion matrix of CNN-LSTM-LSTM model.

TABLE 3. Model ability to recall legitimate swahili messages.

It is important to keep in mind the bias in previous results
due to the exclusion of one class. However, with the small
sample size of the Smishing message, caution must be exer-
cised when training the models on a general dataset. Table 5
lists the results of the proposed approaches on the Swahili
dataset. The CNN-LSTM-LSTM model outperformed the
other models in terms of both f1-socre, accuracy, and number
of false positives and false negatives, achieving an accuracy
of 99.98%.

Table 6 shows that these models performed well on the
validation datasets, whereas CNN-BiLSTM performed well
compared to the other models. The results demonstrate a
near-state-of-the-art performance for classifying SMS spam
messages written in English. The results obtained are not far
from the results presented by Goma et al., [3]. However, the
substantial number of false positives indicates that the impact
of user and language differences on model performance may
be significant.

We conducted an experiment using the fastText model to
investigate whether a simple neural network could achieve
the desired outcome. The model was a shallow fastText with
one input layer, one hidden layer and one output layer. It was
trained with a 100-dimension word vectors learning rate set
of {0.5, 1, 1.5, 2} over 50 epochs. Our findings presented
in Table 7 indicate that augmenting the number of n-grams
improves the performance of the task. However, the overall
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TABLE 4. Model ability to recall smishing swahili messages.

TABLE 5. Model performance evaluation on swahili dataset.

accuracy, precision, and recall metrics do not show significant
improvements. This suggests that classifying languages with
morphological complexity and limited resources, such as
Swahili, is challenging for a basic neural network. The model
architecture and hyperparameters are not suitable for the
problem, and we need a more complex model or a different
neural network architecture. In Table 7, we present the result
of fine-tuning the fastText model with different parameters in
an attempt to enhance its accuracy, precision, and recall. The
learning rate below 0.5 results in an accuracy that is below
fifty percent, which implies the model is performing worse
than random chances as it is classifying labels incorrectly
more than getting them right. However, a higher learning rate
often results in very unstable training, divergence, and failure
to converge to an optimal solution. Hence, the fastText model
was deemed unsuitable for classifying Swahili text.
Analysis of Experimental Results:
During the training process, we tuned three parameters

namely: dropout, learning rate, and embedding dimension
to increase the efficacy of our model. Finding appropriate
values for these parameters would enable the model to con-
verge better and avoid overfitting while improving model
performance.

A. DROPOUT
During training, we select several dropout values, with the
values taken into consideration being [0.1, 0.2, 0.25, and
0.3] accordingly. The optimal dropout value was selected
based on the performance of the model. Figure 6 depicts the
experimental results, which reveal that a dropout value of
0.2 suits most of the models except CNN, which performs
best with a dropout value of 0.3. As a result, we used a dropout
rate of 0.3 for the CNNmodel’s feature selection stage before
lowering it to 0.2 for the training of other models.

B. LEARNING RATE
As we update model parameters using gradient
backpropagation, experimental evidence for learning rate and
its impact on model performance is highlighted. The opti-
mization algorithmwe employed in this experimental process
is called Adam, and it has a high computation efficiency and

TABLE 6. Model performance evaluation on UCI dataset.

a fast convergence time. To improve the algorithm efficiency
different learning rate values were selected for the experi-
ments. Figure 7 shows the remarkable increase in accuracy
for all models when the learning rate value is set to 0.0001.
Since it produces the best results when compared to other
learning rate values, 0.0001 was chosen as the learning rate
for this study.

C. EMBEDDING DIMENSION
In the final part of hyperparameter tuning, we considered an
embedding dimension. The number of features that the model
can learn grows as the dimension increases. When dimen-
sions considered are too small or excessive, this may easily
result in an underfitting. This demonstrates the importance
of choosing an appropriate embedding size for the model to
train well. The outcome of the experimental analysis in which
the model was subjected to various embedding dimensions is
shown in Figure 8. The figure clearly shows that the models
performed effectively with embedding dimensions between
100 and 200. This study employed an embedding dimension
of 100 on the output channel after testing.

D. TRAINING AND VALIDATION
Figure 11 illustrates the variation in accuracy and loss over
successful epochs during the training and validation phases.
The training graph displays how well the model is learning
from the training data, showing the convergence of the model
prediction compared to the actual values. On the other hand,
the validation curve depicts the model performance on a
separate dataset that it has not seen during training, serving as
a proxy for its ability to generalize to new, unseen data. There
is a minimal discrepancy between the training and validation
graphs, which provides a crucial indication that our model
neither overfits nor underfits the data.

E. COMPUTATION COMPLEXITY OF THE MODEL
We measured the computation complexity of our model
by considering the amount of computation resources, such
as time and memory, required for training and inferences.
We used cProfiler to retrieve the number of primitive calls and
the total number of calls used to complete either a forward or
backward pass of a neuron. Figure 12 compares the number
of times a function is called at the lowest level, excluding calls
made to other functions (primitive calls), against total calls,
including both direct calls to a function and the number of
calls made to other functions within that function. The result
gives a more comprehensive view of the overall impact of
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TABLE 7. fastText model results in classifying swahili text with fine-tuning parameters.

FIGURE 8. Summary of the dropout effect on model accuracy.

FIGURE 9. Summary of learning rate effect on model accuracy.

the function on the program, including the calls it triggers
internally.

The study further examined the total time spent in a partic-
ular function, including calls made to other functions within
the profiled function. The results obtained from CProfiler
analysis, cumulative time was used as a critical metric, offer-
ing valuable insight into the overall execution characteristics
of the profiled function. Functions with low cumulative time,
as depicted in Figure 13, are indicative that our model is
less complex, while those with high cumulative time show
potential performance bottlenecks, warranting closer scrutiny
for optimization opportunities. The results indicate that most
of our calls have a low cumulative time; hence, our model
complexity is low.

1) COMPARISON AGAINST OTHER MODELS IN THE
LITERATURE
Table 8 presents a comparison of the accuracy of our proposed
model with other models that have undergone evaluation
using datasets that are similar to Swahili in terms of language
morphological structure. Languages such as Arabic, Turkish,
and Bahasa Indonesia.

For these datasets, the best accuracy among existing
research works using CNN-LSTM is 98.3% [5]. Our

FIGURE 10. Summary of embedding effect on model accuracy.

FIGURE 11. Training and validation graph.

FIGURE 12. Number of calls made by the system.

FIGURE 13. Comparing cumulative time and total calls.

proposed model of CNN-LSTM-LSTM shows an accuracy
of 99.98%. Furthermore, the proposed model performs better
than other models implemented using fastText, RNN, Ran-
dom Forest, CNN, and Random Multimodel Deep-Learning
on spam text classification, with a margin of 0.6% from the
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TABLE 8. Comparative accuracy against other models.

best-performed model. The results demonstrate that our pro-
posedmodel consistently performs better than other proposed
models in the literature.

V. CONCLUSION AND FUTURE WORK
This study suggests using deep-learning approaches to distin-
guish between legitimate and fraudulent messages in Swahili
text. The five deep-learning classifiers examined were CNN,
LSTM, GRU, BiLSTM, and BERT. For model testing and
training, 32,259 Swahili text messages were used as a dataset.
We applied our models to the UCI dataset of English mes-
sages to further validate the robustness of our models.
On the Swahili dataset, we unequivocally show that the
CNN-LSTM-LSTM model outperforms other deep-learning
models, and on the UCI dataset, the CNN-BiLSTM model
outperforms other models. However, the model’s ability to
tune more hyperparameters could help it produce fewer false
negatives. We plan to transform this model into a mobile
application and release it for community use soon.
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