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ABSTRACT Modernizing monolithic systems through microservices architectures (MSAs) promises
significant benefits in terms of scalability, agility, and cloud adoption. However, this transition hinges
on accurate and efficient microservices identification, a complex area of research still in its evolution.
This systematic literature review delves into this challenge by exploring three critical questions: First,
we examine how the field of microservices identification has evolved over time, analyzing publication
trends, categorizing existing research, and mapping out different research objectives and methodologies
employed. Second, we dive into the current state-of-the-art, showcasing cutting-edge methodologies and
tools developed to address microservices identification challenges. We highlight promising approaches while
identifying potential limitations. Third, we unveil both existing hurdles and future challenges in this domain,
painting a comprehensive picture of the obstacles and opportunities that lie ahead. Our findings illuminate
key areas demanding further attention, including the need for more automated and accurate identification
tools, standardized evaluation benchmarks, and a deeper understanding of the human factors involved in
successful transitions. By addressing these critical gaps, we aim to pave the way for smoother and more
effective modernization of monolithic systems through microservices adoption.

INDEX TERMS Microservices, microservices architecture, microservices identification, monolith
application decomposition, monolith to microservices migration.

I. INTRODUCTION
In the face of increasingly complex software systems and
a relentless drive for agility, monolithic architectures have
begun to reveal their limitations. Microservices architectures,
with their emphasis on independent, self-contained services,
offer a compelling alternative, promising enhanced scalabil-
ity, faster deployment cycles, and improved maintainabil-
ity [11, [2], [3]. However, the transition to this fragmented
paradigm is not without its challenges. One of the most
formidable is the decomposition of existing monoliths into
cohesive microservices.

Effectively identifying microservice boundaries and func-
tional responsibilities within a monolithic software system is
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a critical task, yet often proves elusive. Various techniques
have emerged to assist in this process, analyzing features,
dependencies, and execution patterns to potentially carve
out well-defined microservices [4], [5], [6], [7], [8]. Despite
these advancements, a comprehensive understanding of the
strengths, weaknesses, and ongoing challenges of existing
decomposition strategies remains elusive.

This systematic literature review aims to bridge this
knowledge gap. Through a rigorous methodology, we sys-
tematically compile, analyze, and synthesize research contri-
butions on monolith decomposition, with a specific focus on
techniques for microservices identification. Our exploration
probes into the research objectives, evaluation methods, and
persistent challenges that characterize this domain, seeking to
establish a robust classification of decomposition approaches
and illuminate avenues for further refinement.

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

VOLUME 12, 2024

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

23389


https://orcid.org/0000-0002-3785-8612
https://orcid.org/0000-0002-8292-3188
https://orcid.org/0000-0002-7194-3159

IEEE Access

I. Oumoussa, R. Saidi: Evolution of Microservices Identification in Monolith Decomposition

Despite burgeoning interest, microservices identification
remains in its infancy, grappling with several critical limi-
tations: Fragmented data collection and analysis techniques
hinder the extraction of crucial features from monolithic soft-
ware, impeding effective identification. Scarce head-to-head
comparisons of existing methods obscure the most effective
approaches for different scenarios. Universally accepted
quality metrics for potential microservice candidates remain
elusive, making objective assessment a challenge. Finally,
a lack of integrated tools to seamlessly support the entire
identification pipeline, from data gathering to candidate
refinement, further complicates the process. This systematic
literature review aims to shed light on these obstacles and
chart a path towards more precise and reliable microservices
identification techniques.

The remaining sections of this paper are organised
as follows. Section II defines microservices architecture
and microservices identification. Section III describes the
methodology used to locate the chosen works. Section IV
focuses on the objectives, methods, and evaluations utilised
in microservices identification research. Section V provides a
summary of the state of the art in microservices identification
research. Section VI identifies open microservices identi-
fication challenges that are either partially or completely
unresolved by current research. The validity of this paper is
described in Section VII. Finally, Section VIII concludes the

paper.

Il. PRELIMINARIES

This section briefly introduces the concept of microservice
architectures and provides an overview of microservices
identification.

A. MICROSERVICES ARCHITECTURES
As a modern computing paradigm that has gained popularity
in software engineering. MSA breaks down traditional mono-
lithic applications into fine-grained, independent services
that can be designed, tested, and deployed individually [9].
It enhances application scalability, simplifies partnerships
and service integration across well-defined interfaces [4].
Microservices are characterized by their lightweight
nature, where each service has discrete responsibilities
and collaborates with similar services through well-defined
interfaces. They communicate using lightweight protocols
like asynchronous message buses [10]. Microservices can be
developed independently, utilizing various frameworks, pro-
gramming languages, and resources. Functional decomposi-
tion of applications is a key aspect of microservices, allowing
the construction of applications or services at a higher level
by combining various services. Fine granularity and loose
coupling are essential properties of microservices [11].
Furthermore, deploying a single business capability per
microservice enables their use across diverse applications
and domains. The primary attributes distinguishing the
microservices architectural style from both monolithic and
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service-oriented architectures are the reduced size, scalabil-
ity, and autonomy of each component composing a system.

B. FROM MONOLITHIC TO MICROSERVICES

The inherent complexity of monolithic architectures, char-
acterized by tightly coupled components, poses significant
challenges for maintainability and scalability. As soft-
ware systems evolve, these challenges become increasingly
burdensome, hindering both development and deployment
agility. Microservices with their independent and cohe-
sive services, offer a compelling alternative, enabling the
construction of intricate applications through modularity
and simplified integration. However, transitioning to this
paradigm entails a multifaceted process involving meticulous
migration procedures, sophisticated microservices extraction
techniques, and rigorous service quality assessment.

At the core of this transition lies the critical phase
of microservices identification. The success of the newly
composed architecture hinges on the selection of optimal
services, characterized by fine granularity to facilitate agile
change management, convenient maintenance, and effortless
reuse. Identifying these services necessitates a systematic
approach, encompassing thorough dissection of the existing
system into distinct functional units, precise definition of
service boundaries, and the strategic application of both
static and dynamic analysis techniques. While essential,
the task of pinpointing optimal microservices remains
intricate, demanding a methodological approach potentially
augmented by automated detection techniques to navigate the
complexities with greater efficiency and accuracy.

lIl. METHODOLOGY

In our paper, we employed a methodical, organized, and
systematic approach to produce a survey on the topic of
microservices identification. Our approach was based on the
recommendations and guidance provided by Kitchenham and
Charterss [12] and Petersen et al. [13].

A. RESEARCH QUESTIONS

This systematic literature review comprehensively analyzes
the current state of research on microservices identification,
serving as a reference for existing techniques and identifies
unresolved research questions. To achieve this, we have
developed the following research questions (RQs):

- RQI1: How has the area of study on microservices
identification evolved ? We aim to examine published studies
on microservices identification, summarize and classify
them, describe their objectives, evaluate methodologies used,
and discuss trends. We present our findings for this RQ in
Section I'V.

-RQ2: What is the current state-of-the-art in microservices
identification research ? We will present state-of-the-art
methodologies and tools proposed for addressing microser-
vices identification challenges. We present our findings in
Section V.
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- RQ3: What are the current and potential challenges
associated with microservices identification ? Our goal is to
identify both existing and future challenges in microservices
identification research. We present our findings in Section VI.

B. LITERATURE REPOSITORY SELECTION

Search string used in this study is designed to be generic and
simple. It is constructed based on search terms concerned
with population and intervention as suggested by Petticrew
and Roberts in [14]. Population refers to the application
area which is microservices and monolith where intervention
is identification, decomposition and migration. Accordingly,
final adopted search string is:

(““‘monolith” OR “existing” OR “legacy”’)
AND
(““microservices” OR ‘““micro-services’)
AND
(“identification”” OR ‘“‘decomposition” OR “‘extraction’)

To establish the selection criteria for online literature
repositories, we consulted prior state-of-the-art literature
reviews in software engineering [15], [16]. We first picked
publications from the following technical publishers:

- ACM Digital Library

- Elsevier Science Direct

- IEEE Xplore Digital Library
- Springer Online Library

- Wiley Online Library

We enhanced our literature search for microservices iden-
tification studies by conducting a specific search on Google
Scholar using the keyword ‘“‘microservices identification™.
This strategy aimed to expand our coverage of technical
publications,l we utilised “microservices identification’” and
ensure the inclusion of a wide range of relevant articles. Addi-
tionally, we performed manual searches of the references in
our initial selection using forward and backward snowballing
techniques, leveraging Google Scholar to identify additional
works related to our research objectives.

C. LITERATURE SEARCH AND SELECTION

We conducted literature searches in our predefined reposi-
tories using the exact search phrase ‘“microservices identi-
fication”. The results, as shown in Table 1, display the total
number of publications found in each library. We manually
filtered these results, retaining only those that met the
following criteria:

- Studies must be written in English

- Studies must be related to computer science or
software engineering

- Studies should have a relation to microservices
identification

- Studies must not be a Master or PhD thesis

1Repository of our primary studies and classifications: https://github.com/
Toumoussa/MicroservicesldentificationSurveyPapers
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TABLE 1. Number of studies returned by each repository.

Repository Search results
IEEE Xplore 50
ACM Digital Library 46
Springer Link 674
Science Direct 252
Wiley Online Library 39

Total 1061

- Studies must be fully available from one or more
online library

A flowchart of our publication selection process can be
found in figure 1. Initially, we identified 35 publications
through our filtering process. An additional 133 papers
were included after reviewing the references of selected
papers, as some relevant publications may have been missed
due to terminology variations (e.g., ‘“‘microservices extrac-
tion” instead of ‘“microservices identification”). In total,
we selected 168 articles (or primary studies) for this survey
based on our initial search results and references that met our
filtering criteria.

D. OVERVIEW OF PRIMARY STUDIES

The publications in this study are distributed across various
venues, with variations in prominence. The ‘“Journal of
Systems and Software” stands out as the primary journal,
hosting nine papers related to microservices identification,
while “IEEE Access” also contributes significantly with six
journal publications. Figure 2 illustrates that most microser-
vices identification publications are conference papers,
followed by journal papers, while books make up a minimal
portion.

We classified the 168 publications in our sample into
five contribution types using an open-card sorting approach.
These types were determined based on author and publisher
keywords, publication venue information, and our subjective
judgment. The five contribution types are:

1) New Tools and Techniques: This category encompasses
publications introducing novel tools and techniques
specifically designed for microservices identification.

2) Empirical Studies: Focused on data analysis and
evidence-based findings, this category includes pub-
lications presenting empirical evaluations of existing
methodologies or novel approaches.

3) Tools and Technique Proposals: While laying out
innovative tools or techniques, publications belonging
to this category lack implementations or experimental
results.

4) Surveys: These publications offer systematic analyses
of multiple existing works within the field of microser-
vices identification.

5) Datasets: This category comprises publications that
contribute and share novel datasets specifically geared
towards advancing future research in microservices
identification.
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TABLE 2. Microservices identification publication contribution types.

Main contribution Papers
New Tools and Techniques 54
Empirical Studies 41
Tools and Technique Proposals 21
Surveys 48
Datasets 4

The detailed classification results are available in Table 2.
To assess the significance of our primary investigations
on microservices identification, we employed Word Clouds
as recommended in [17]. Figure 3 displays the most
prevalent terms in titles and abstracts, such as microservice,
architecture, and service. Terms related to identification
methods like clustering, classification, and similarity are also
common. The Word Cloud underscores the importance of the
break-down process in identifying microservices and the need
for effective extraction and classification procedures.

IV. EVOLUTION OF MICROSERVICES IDENTIFICATION
RESEARCH

In response to RQI, which addresses the evolution of
microservices identification research, we provide a two-part
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FIGURE 3. Keyword cloud of primary research.

response: (1) research goals in microservices identification
and (2) microservices identification research evaluation.

A. MICROSERVICES IDENTIFICATION RESEARCH GOALS

In response to the first part of RQ1, we have identified
various research objectives within the field of microservices
identification. This research primarily focuses on decompos-
ing monolithic applications into microservices, emphasizing
the importance of identifying appropriate microservice
boundaries to ensure loose coupling, maintainability, and
scalability. Achieving these objectives often involves empir-
ical studies to observe monolithic application behavior and
identify potential candidate services, which are then validated
using automated or manual techniques. The overarching
goal of microservices identification research is to develop
tools and techniques that facilitate the migration process.
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This includes identifying service dependencies, pinpointing
performance bottlenecks, and ensuring data consistency
across microservices. We have categorized research con-
tributions into types such as Datasets, Empirical Studies,
Tools and Techniques Proposals, Surveys, and New Tools
and Techniques to gain insights into primary research goals
and trends. These objectives may encompass improving
the precision and efficiency of microservices identification,
addressing challenges in microservices integration, and
devising innovative migration strategies.

1) NEW TOOLS AND TECHNIQUES

The landscape of microservices identification tools and
techniques brims with innovation, each contributing unique
approaches to tackle the multifaceted challenges of transition-
ing from monolithic architectures. Analyzing codebases [18],
[19]is a common approach, while techniques like automation
[20], [21] and even cutting-edge methods like genetic
algorithms [22] and neural networks [23] are emerging.
Some tools prioritize simplifying microservices for improved
maintainability [24], while others focus on preserving com-
patibility with existing systems [25]. This vibrant research
realm paves the way for streamlined migration, empowering
organizations to reap the benefits of microservices, while
avoiding pitfalls like complex architectures and intricately
tangled service dependencies. Ultimately, these innovative
tools and techniques equip developers with the power to
efficiently dissect monolithic behemoths and sculpt them into
well-defined, independent microservices, unlocking the true
potential of this transformative architectural paradigm.

Answers of RQI1: New tools and techniques typically
aim to assist with microservices identification. They
aim to resolve issues that can arise for developers
during this migration, such as tools for microservices
migration, or to reduce the development effort needed
for identifying and managing microservices.

2) EMPIRICAL STUDIES

Empirical investigations represent the third-largest category
of publications in microservices identification. These studies
include data-mining research, case studies, and user studies.

- Data-mining Studies: These studies use large datasets
to identify problems and assess their impact on microser-
vices. They examine issues such as microservices
failure, system evolution, and compatibility [26], [27],
[28], [29].

- Case Studies: Case studies typically focus on a small
number of systems, often fewer than ten. The findings
from these studies are specific to the systems under
investigation and address various research objectives
and challenges. Researchers have explored a wide range
of topics, including the impact of microservices identi-
fication on system users [7], the influence of technical
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debt on the success of migrating to microservices [30],
and the factors contributing to the long-term success of
microservices frameworks [31].
- User Studies:

These papers rely heavily on human responses to address
their usability-focused research queries. While they pri-
marily focus on enhancing microservices’ usability, it’s
essential to consider that a user-friendly microservices
architecture often begins with effective identification
and design. The papers explore the learning barriers
in end-user systems [32], the needs of developers for
microservices deprecation [33], the failures of microser-
vices documentation [34], what makes microservices
difficult to learn [1], and microservices usability [35].
Understanding user perspectives is a crucial aspect of the
broader microservices identification and development
process.

Answers of RQI: Empirical studies related to
microservices identification often use diverse methods
like large datasets, case studies, and user studies to
reveal challenges and solutions. These typically focus on
usability and maintainability.

3) TOOLS AND TECHNIQUE PROPOSALS

When it comes to migrating from a monolithic system to
microservices, various tools and techniques are proposed
to aid in microservices identification. These proposals aim to
tackle existing issues in the field and offer potential solutions
to migration-related challenges. Like the “New Tools and
Techniques™ category, these proposals address previously
identified problems and suggest possible solutions. For
instance, some propose automated techniques for identifying
microservices based on their functionality or dependencies,
while others suggest tools for visualizing the structure of a
monolithic system and identifying potential microservices.
However, it’s important to note that these proposals are
preliminary and lack comprehensive solution specifications
or thorough evaluations.

Answers of RQI: Tools and techniques proposals
related to microservices identification typically seek to
highlight existing concerns in the field, and provide
potential approaches to resolving these problems.

4) SURVEYS

Like this research paper, surveys of existing literature aim
to provide a rigorous evaluation of a research topic [12].
Typically, the surveys presented in this paper begin with a
research topic and examine existing literature to provide a
perspective on the subject at hand. Our dataset comprises five
microservices identification-related surveys. Abdellatif et al.
[36] reviewed 41 studies from 2004 to 2019, aiming to

23393



IEEE Access

I. Oumoussa, R. Saidi: Evolution of Microservices Identification in Monolith Decomposition

identify inputs, processes, outputs, and the usability of
service identification approaches for modernizing monolithic
software. Their taxonomy covered broader contexts, assisting
practitioners. Our focus, in contrast, is on identifying
microservices when migrating from a monolithic to a
microservices-based system. Ponce et al. [37] conducted a
swift evaluation of the transition from monolithic to microser-
vices architecture. They analyzed 20 research publications to
investigate migration methods, their application to different
systems, validation techniques, and encountered challenges.
The study identified Model-Driven (MD), Static Analysis
(SA), and Dynamic Analysis (DA) as migration approaches.
Wolfart et al. [2] investigate the migration from monolithic
systems to microservices, identifying 11 migration drivers
like improved scalability, autonomous deployment, stream-
lined maintenance, team autonomy, and more. They also
outline eight tasks across the initiation, planning, execution,
and monitoring phases in the modernization process. The
extensive review in [38] classifies research into distinct
approach categories: Static Code Analysis (SCA), Meta-Data
Assistance (MDA), Workload-Data Assistance (WDA), and
Dynamic Microservices Composition (DMC). It evaluates
these methods based on different criteria and offers a
decision guide for them. However, it does not cover microser-
vices decomposition techniques. This comprehensive review
spans diverse topics, encompassing greenfield microservices
development and monolithic application decomposition.
Abgaz et al. [39] propose a framework for decomposing
monoliths into microservices. Their findings reveal an early
stage of progress in monolith decomposition, with a need for
methods to integrate various data types, and insufficient tool
support.

Answers of RQ1: Survey papers, like this systematic
literature review, typically seek to present an overview
of a subject using existing literature to provide clar-
ity for their given subject and allow for effective
stepping-stones for future research. The survey papers
we reviewed delve into topics related to microservices
identification evolution without a central focus on
microservices identification evolution itself.

5) DATASETS

As a result of our investigation into microservices identifi-
cation research, we discovered several articles focused on
developing datasets related to microservices identification.
For instance, Bandeira et al. [40] presented a dataset
containing 1,043 microservice-related technical posts from
StackOverflow, while Rahman et al. [41] described a
dataset that includes web application microservices and their
dependencies. Furthermore, Brogi et al. [42] set the ground-
work for the first reference dataset of microservice-based
applications. These datasets are crucial for the development
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and evaluation of precise and efficient microservices identi-
fication techniques.

B. MICROSERVICES IDENTIFICATION RESEARCH
EVALUATION

We aim to ascertain how microservices identification
research is typically evaluated when migrating from a
monolithic to a microservices architecture. Identifying
microservices requires typically more than merely observing
a system manually. Studies rely on a variety of evaluation
methods and software metrics to evaluate their findings.

We identify a variety of microservices identification eval-
uation techniques. Multiple subject systems were evaluated
empirically utilising quantitative metrics such as coupling,
Interface Number (IFN), Lack of Cohesion (LOC), and
Structural Modularity (SMQ). Additionally, case studies
were conducted using a singular subject system to acquire
subject-related metrics and outcomes. Furthermore, user
studies were conducted employing survey techniques and
user or developer interviews. Focusing on the five paper
categories, we identify the evaluation metrics employed in
these papers. We uncovered 31 distinct evaluation metrics
utilised in our publication sample. We grouped metrics that
occurred fewer than five times and lacked known statistical
properties into global metric types, such as qualitative
metrics, and others. We obtained 9 metric categories as a
result. Their annual tendencies are shown in Figure 4. Using
the data we uncovered, we can see that while cohesion metrics
are still widely used, performance metrics (e.g., precision,
recall, etc.) are gaining significant popularity, particularly
for assessing the performance of candidate microservices in
cloud environments. However, a large proportion of papers
continue to employ a wide range of non-standard absolute
value metrics. CPU usage and network overhead are among
the absolute value metrics used to evaluate experiments and
instruments [43], [44]. None of these metrics are flawed,
but the lack of standardisation makes it difficult to compare
comparable experiments and evaluate progress.
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1) NEW TOOLS AND TECHNIQUES

As discussed in Section IV-A, a significant portion of
existing literature is dedicated to introducing new tools and
techniques for microservices identification during migration
from monolithic systems. Surprisingly, many of these tools
and techniques lack a formal evaluation of their effectiveness.
While the authors may have conducted evaluations, they
are often not presented formally. For instance, some tools
are introduced in brief papers and evaluated in subsequent
publications, as seen in the case of [45]. Therefore, consumers
should exercise caution when seeking an evaluation of a
tool’s reliability. Recent publications have shown a growing
interest in using standardized metrics such as precision,
recall, and F1-score as part of evidence for the effectiveness
of supervised machine learning approaches [45], [46], [47],
[48]. Over the past decade, there has been an increasing
trend in the use of standardized metrics for experimentation,
as depicted in Figure 4. In cases where it may be challenging
to determine recall, as in the detection of changes in the
utilization of a mined framework [49], authors often resort to
manual comparisons or cohesion measures instead [50], [51].

2) EMPIRICAL STUDIES

All empirical studies focused on quantitative analysis to
evaluate their findings regarding microservices identification
during migration from monolithic to microservices-based
systems. Depending on the study, metrics such as changes
in microservices (e.g., addition, modification, removal) [52],
changes in lines of code [53], code smells [54], and
microservices’ popularity [55] were evaluated. The most
common evaluation criteria for identifying microservices
included the analysis of the business domain and system
characteristics, such as functional requirements, domain
models, and transactions. Quantifying microservice changes
through added/modified/removed microservices appeared to
be a common practice in case studies on microservices
identification.

While the majority of microservices case studies examined
and quantified microservice changes, some also relied on
qualitative assessments [26], [56]. Qualitative data like this
requires manual extraction by the authors. Case studies
are well-suited for uncovering new evaluation metrics for
microservices to reveal previously unknown information,
such as the types of ripple effects caused by changes to soft-
ware ecosystems, and microservices migration issues [57].
Therefore, case studies may introduce new, relatively rare
metrics as they seek to identify previously undiscovered
factors. The insights gained from case studies can subse-
quently be applied to larger-scale empirical studies of various
microservices.

3) TOOLS AND TECHNIQUE PROPOSALS

Migration from a monolithic system to a microservices
architecture presents numerous challenges and complexities,
which are often discussed in presentations and expert panels
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focusing on microservices identification. These presentations
delve into the characteristics of the business domain and
the system. However, many of these papers lack clear
and transparent evaluation criteria for their methods. Some
recommended practices papers propose specific software
metrics that could benefit from developer expertise, such as
metrics related to coupling reduction [58]. Additionally, tool
proposals often include evaluation metrics to assess the tool’s
precision and effectiveness, alongside user studies designed
to collect feedback from developers [26], [56].

4) SURVEYS

During the migration from a monolithic system to microser-
vices, there are two main categories of survey papers. The
first category focuses on existing literature, for example the
survey conducted by [39]. Surveys of this type examine
and summarize existing techniques but often do not employ
specific metrics to evaluate the papers included in their
findings. Instead, they rely on the evaluations presented
within each surveyed paper. Additionally, surveys of this type
typically define a specific scope and set of criteria, which are
manually assessed by the author. Similarly, in our systematic
literature review, we rely on the evaluations provided in
the papers we sampled. However, we also incorporate
quantitative data to identify publishing and evaluation trends,
as well as the emergence of microservices identification
sub-fields.

The second category of survey papers provides results
obtained from queries used to gather information from
participants. These papers offer quantifiable data that can be
analyzed in various ways. For example, [59] includes raw
data from survey responses conducted in a related study,
along with a quantitative evaluation of those responses.
Meanwhile, other works, like the study by [60], investi-
gate the behavior of programmers in relation to specific
microservices identification-related tasks. It is important to
note that there is no standardized dataset or evaluation
method commonly used for microservices identification
surveys. Current evaluation methods tend to be tailored to
specific papers. The absence of a standardized evaluation
methodology within the community is a matter that should
be addressed, as it hinders research comparisons and makes it
challenging to determine the progress made in microservices
identification.

5) DATASETS

The shortage of datasets is a significant challenge, as most
studies resort to utilizing open-source applications of rela-
tively modest size, typically with fewer than 200,000 lines of
code. This shortage of available datasets and benchmarking
data represents a relatively underexplored area in microser-
vices identification research. Researchers typically opt for
monolithic applications for their experiments due to the ready
availability of monolithic source code, often sourced from
Open Source Software. However, there has been a recent
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emergence of monolithic applications that come paired with
their corresponding microservices implementations. Some
noteworthy examples include JPetStore [22], [34], [61], [62],
DayTrader [23], [61], [63], Acme Air [61], [63], Petclinic [8],
[63], [64], and Cargo Tracking System [21], [65]. Other
studies featured in this review employ distinct codebases to
illustrate and validate their proposed methods.

Answers of RQ1: Empirical evaluation in microser-
vices identification studies in general has not yet
converged on specific styles and metrics. A surpris-
ing number of microservices identification tools and
techniques do not include any empirical evaluation,
while studies with similar tools and techniques assess
precision metrics and IFN. Meanwhile, empirical studies
on microservices identification rely on various metrics,
with the frequency of cohesion metrics being the most
common, but not always. Survey papers, tools, and
techniques proposal papers similarly present a variety of
evaluation criteria with no clear standards. While some
flexibility is indeed required to accommodate various
research goals, there is still work to be done to evaluate
similar research goals using consistent evaluation styles
and metrics.

V. SEMINAL AND RECENT PUBLICATIONS

To answer RQ2: What is the current state of the art in
microservices identification research ?, we first present
publication trends within the state of the art. We then
concentrate on the seminal and most recent concepts and
research works. We chose these seminal works based on the
novelty of their content, and the number of works that present
similar ideas and build on these seminal works. This section
is also divided by publication contribution category, as in
Section IV-A.

A. NEW TOOLS AND TECHNIQUES

A variety of tools and techniques have been developed over
time to facilitate microservices identification and migration
from monolithic systems. These tools and techniques are
generally focused on decoupling monolithic systems into
microservices while ensuring their functionality and efficacy.
We categorize microservices identification tools and tech-
niques into general topics such as documentation, examples,
migrations, and recommendations, and others. As stated in
Section III-D, these tool topics were either identified in prior
surveys [2], [36], [37], [38], [39], or by using publication
keywords, titles, abstracts as well as our own judgement.
We provide a general overview of the state-of-the-art for each
tool topic.

- Microservices Documentation Tools: State-of-the-art
documentation tools and techniques include using Stack
Overflow posts to supplement documentation for lexi-
cal queries [40], dynamically generating microservice
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documentation based on service interactions [44],
and employing Natural Language Processing (NLP)
techniques to extract and summarize microservice
documentation [7], [66]. Other tools focus on visualizing
microservice dependencies [67] or extracting the com-
munication patterns between microservices [32], [68] to
aid in documentation efforts.

- Microservices Examples Tools: The examples aid in
comprehending how microservices operate in the real
world and facilitate their incorporation into the larger
system. This will enable developers to comprehend how
microservices interact and how to utilise them effec-
tively. Exemplary microservices tools have been lauded
for their utility in comprehending how microservices
function [62], [69]. MSExtracter [20] and Decomposer
[50] extract microservice examples from existing source
code. In order to identify instances of microservices,
techniques employing log visualisation [70] have also
been utilised.

- Microservices Migration Tools: Existing services
must be identified and partitioned in order to migrate
from a monolithic system to microservices. This task
has been facilitated by the creation of tools and
methods. Microservice Miner [69] employs source
code analysis to determine service boundaries and
interdependencies. Microservice Miner [71] provides
a model-driven migration strategy from monolithic to
microservices. Other tools, such as the Microservice
Migration Assistant (MMA) [72], use static and dynamic
analysis to identify microservice entry points and their
interactions. ExploreViz [73] provides a graphical user
interface for visualising the structure of a monolithic
system and investigating potential microservices.

- Microservices Recommendation Tools: Recommen-
dations are exemplary design, implementation, and
maintenance practises for microservices. Recommen-
dations may consist of coding standards, security
policies, and release management procedures [74]. Pop-
ular recommendation tools for microservices include
Microservices.io [75] and Netflix OSS [76], which
offer templates, patterns, and guidance for creating
microservices. These tools can help developers save
time and effort in identifying and separating existing
services, leading to a smoother and more efficient
migration from a monolithic system to microservices.
Various industrial solutions have emerged to tackle
the challenge of breaking down monolithic systems
into microservices. Notable examples include IBM’s
Mono2Micro tool > and Amazon’s AWS Microservice
Extractor for NET .3

- Microservices Usage Mining Tools: Static and
dynamic data extraction techniques have been proposed

2https ://www.ibm.com/cloud/blog/announcements/ibm-mono2micro

3https://aws.amazon.comlabout—aws/whats—new/202 1/11/aws-
microservice-extractor-net/
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to identify microservices. Kieker [22], [34] gathers
dynamic information from Java applications [77],
while Dbeaver [73] is employed to retrieve runtime
database table access within a monolithic system. These
techniques involve analyzing the codebase to identify
modules with high cohesion and low coupling, which
are good candidates for microservices [78]. In addition,
tools such as Scipy Python Library [52], Arcan [79], and
DISCO [80] can be used to visualise and analyse the
communication patterns between microservices, thereby
facilitating their identification and separation from a
monolithic system.
Different tools are vital for transitioning from a monolithic
system to microservices. They offer a wide range of solutions,
aiding developers in achieving a successful transition.

Answers of RQ2: State-of-the-art tools and techniques
related to microservices identification, aim to, in order
of importance, enhance microservices utilization, facil-
itate adaptation to changes, automate microservices
migration, offer microservices recommendations, miti-
gate microservices misuse, and enhance microservices
documentation and examples.

B. EMPIRICAL STUDIES

In the context of migrating from a monolithic system to
microservices, recent empirical research extensively investi-
gates the identification and management of microservices.

- Microservice Identification: These studies delve into
various aspects of identifying microservices, addressing
concerns like decomposing the monolithic system,
defining service boundaries, understanding granularity,
and managing dependencies. A systematic approach
to microservice identification can reduce the risk of
dependency failures and improve maintainability [81].
Automated tools are suggested to assist developers
in identifying service boundaries [82]. Recent stud-
ies propose multiple techniques, including clustering-
based, dependency-based, and data-driven approaches,
for microservice identification [83], [84].

- Microservice Maintenance: Once microservices
are identified and deployed, ensuring their long-term
maintainability becomes crucial. This encompasses
testing, monitoring, debugging, versioning, and evo-
lution [85], [86]. Effective diagnostic techniques are
essential for problem resolution, and versioning allows
governance over microservices’ evolution [87]. Some
studies explore the application of heuristics for tasks like
defect diagnosis and performance optimization [88].

Recent empirical studies offer valuable insights into

addressing the challenges and best practices for microservice
identification and management, which are vital for a success-
ful transition from a monolithic system to microservices.
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Answers of RQ2: Empirical studies on microservices
identification maintainability typically focus on chal-
lenges related to the rate of microservice changes, and
the impact of changes.

C. TOOLS AND TECHNIQUE PROPOSALS

The proposals for tools and techniques in this context
primarily address existing issues while suggesting solutions
for future research. They aim to advance microservices
identification and maintenance. Recent proposals high-
light the importance of distinguishing between different
microservices [89] and developing techniques for extracting
microservices from monolithic codebases [90]. Another
proposal focuses on challenges such as establishing precise
connections between microservices, capturing application
context and synthesizing documentation [19]. Additionally,
techniques employing genetic algorithms [91], and natural
language processing for microservices identification require-
ments gain popularity [7]. These proposals provide valuable
insights into the evolving needs of researchers and developers
in microservices identification and maintenance.

Answers of RQ2: Tools and technique proposals
aim to enhance microservices identification and main-
tenance by addressing issues such as distinguishing
microservices and employing genetic algorithms and
natural language processing.

D. SURVEYS

Surveys inherently highlight pioneering concepts and the
latest advancements. As mentioned in Section IV-A, we’ve
identified five survey papers in line with the methodol-
ogy outlined in Section IIl. These papers explore various
aspects of microservices, including recommendation sys-
tems [92], [93], software ecosystems [94], property inference
techniques [63], and fusion techniques [3]. We leverage
metrics, classifications, and challenges drawn from pre-
vious surveys [8], [93], [95], [96], [97] to reinforce our
findings and categorize the tools and techniques discussed
in microservices identification and empirical studies in
Sections V and VI. Additionally, these survey papers pinpoint
ongoing challenges and future research directions within their
domains. While some of these issues have been addressed
since the surveys were conducted, a few persist, and we revisit
them in Section VI, alongside our own discoveries.

Answers of RQ2: Surveys associated to microservices
identification tend to highlight the state-of-the-art in
research as well as current research challenges and
future research directions.

23397



IEEE Access

I. Oumoussa, R. Saidi: Evolution of Microservices Identification in Monolith Decomposition

E. DATASETS

The focus of papers primarily centred on datasets is future
research. Two papers that introduce datasets are considered
primary contributions [41], [42]. However, publications
categorized under different primary contributions (e.g.,
Empirical studies) may also include datasets as secondary
contributions. For instance, some publications contribute
methodologies [98], [99] alongside datasets. The practice of
open-sourcing research datasets is emerging as a research
area that needs to be addressed.

Answers of RQ2: State-of-the-art datasets are essen-
tial. The emergence of open-sourcing research datasets
is an area requiring attention.

Answers of RQ2: We discussed influential and recent
works in microservices identification. Their objectives
include simplifying microservices identification, han-
dling microservices changes, and offering recommen-
dations. They also seek to minimize microservices
misuse and enhance microservices documentation. They
propose that future efforts should concentrate on devel-
oping automated microservices identification tools and
creating datasets for consistent migration evaluations.

VI. CURRENT AND FUTURE CHALLENGES

To address RQ3: What are the current and future challenges
in microservices identification during the transition from a
monolithic system? We manually identified both existing and
unsolved challenges, as presented in Table 3. Despite the
rapid growth in microservices research and the emergence of
promising tools, significant challenges persist in the field of
microservices identification.

Challenges related to microservices identification are scat-
tered throughout the literature, often intertwined with both
advancements and persistent obstacles. While conducting this
literature review, we compiled a list of challenges mentioned
in published works. Challenges for which solutions have
been proposed are considered existing challenges (EC), while
those without known solutions are regarded as emerging
or unsolved challenges (UC). We have supplemented these
unsolved challenges with additional insights from our review.

We identified existing challenges in the field of new
tools and techniques, as well as empirical studies. No exist-
ing challenges were found in proposals or surveys, only
unsolved ones. Among these challenges, we believe that
Lehman’s eighth law, the Feedback System [100], represents
a significant barrier to future research in microservices
identification.

A. NEW TOOLS AND TECHNIQUES
Existing Challenges: Issue: Limited research has focused on
microservices identification tools designed specifically for
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Web APIs, highlighting the need for more comprehensive
studies and tools that address the unique challenges posed
by Web APIs in microservices identification (EC-10).
Identifying microservices involves considering factors such
as service boundaries, service quality, and the absence of
exhaustive microservices listings [52], [98]. Propositions:
Researchers can leverage existing research, such as microser-
vices migration approaches [47], [50], [64], [72], [107],
[108], high-quality code summary generation [109], misuse
identification [99], and the use of relational topic models for
examples [62], as foundations for enhancing microservices
identification tools (EC-11). Modern migration techniques
should explore hybrid approaches (EC-12) that combine
API-side learning with client-side learning [105] and domain
adaptation techniques (EC-13) to address out-of-vocabulary
problems, a current challenge in microservices identifi-
cation [106]. Issue: The development of identification,
recommendation, and misuse detectors for microservices
is an ongoing challenge. Propositions: Addressing these
challenges requires active involvement of microservices
users, as they are the ones most affected. Furthermore, tools
designed to assist with these issues should offer support for
additional programming languages and Web APIs.

Unresolved Challenges: Issue: While numerous tools
and techniques have been developed to address microser-
vices identification issues, most tools focus on specific
challenges and do not fully account for feedback cycles
involved in microservices identification. Although individ-
ual tools demonstrate promising results [8], [101], [110],
none can claim to be 100 % effective in resolving their
target problem. With the emergence of machine learning
approaches as potential solutions to key microservices
identification issues [3], [23], [47], [88], questions arise
regarding the suitability of current approaches for user
adoption, their applicability to all issues, and the need for
performance enhancements before widespread tool adoption
(UC-3). Fuzzy and ambiguous intent (UC-4) and the rapid
evolution of software services using microservices, such
as IoT devices, present challenges in the evolution of
microservices [10], [107]. Propositions: Effective microser-
vices engineering should aim to resolve technical issues
stemming from microservices and bridge the knowledge gap
between microservices developers and users (UC-5). New
tools are needed to help microservices developers produce
user-friendly microservices [8], [101], [110] (UC-6), and
improved techniques should assist microservices users in
understanding how to use these microservices [2] (UC-7).
Researchers should seek to understand what constitutes a
“good” microservice and why users prefer one microservice
over another to address these challenges.

Issue: Many organizations aspire to migrate from mono-
lithic to microservices architecture [47], [50]. Identifying the
appropriate microservices to separate from the monolithic
system remains a challenging task. The effectiveness of exist-
ing monolithic systems’ decomposition into microservices is
still uncertain (UC-8).
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Issue: Microservices identification has garnered signifi-
cant attention in migration research but remains unresolved.
The assumption underlying most current approaches [20],
[23], [38] is that microservices identification is solely
the responsibility of application developers. Propositions:
Research should explore the potential efficiency gains of
shifting some of the burden to infrastructure developers
(UC-9), such as having them provide tools or scripts
for microservices identification. Additionally, tools should
be developed to streamline microservices engineering and
reduce the identification workload on the application side.

Issue: Several tools have been developed to analyze
monolithic systems and identify potential microservices [8].
Propositions: This information should be utilized to establish
afeedback cycle to assist application developers in enhancing
their microservices (e.g., using microservice dependencies as
areas for improvement [21]) (UC-10). Over the past decade,
migration research has predominantly focused on application
developers rather than infrastructure developers.

B. EMPIRICAL STUDIES
Existing Challenges:  Issue/Proposition: Studies have
revealed the need for future work on microservices develop-
ers and microservices development to support the migration
of monolithic systems to microservices [57], define best
fit microservices [104] (EC-14), and automatically iden-
tify factors driving microservices changes [31] (EC-15).
Issue/Proposition: In their study on microservices identifi-
cation, [7] emphasise the need for future research into the
semantics and dependencies of programs (EC-16), as well as
the need for tools that can manage alternative patterns for the
same microservice. Issue/Proposition: Aksakalli et al. [87]
have proposed the need for tools to deploy problem solutions
to multiple microservices simultaneously (EC-17).
Unresolved Challenges: Issue: The majority (96%) of
empirical studies on microservices identification focus
on systems written in the Java programming language.
A small percentage (< 5 % each) of empirical investigations
cover other languages such as C, C+4, COBOL, and
Python. Proposition: Future research should be extended
to languages other than Java (UC-13). Issue: A large
proportion (74%) of empirical studies do not use statistical
analyses to evaluate their findings. The majority of these
studies exhibit metrics such as Lines-Of-Code (LOC) or
the number of service changes; however, there is currently
no method to normalise these results so that they can be
compared across studies (UC-14). Proposition: Comparison
of the migration methods, particularly across programming
languages, remains a challenge.

C. DATASETS

Unsolved Challenges: Issue: The lack of widely accepted and
up-to-date datasets makes it difficult to evaluate and compare
various microservices identification techniques. Proposition:
To advance research in microservices identification and
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enable direct comparisons of different techniques (UC-15),
there is a pressing need for more datasets. However,
producing such datasets is challenging due to the subjective
and context-sensitive nature of microservices identification.

D. OTHERS

Other research objectives on identifying microservices, tools
and technique proposals, and surveys are scarcer, SO we
discuss them together in this section.

Existing Challenges: Issue/Proposition: One of the
challenges of migrating from a monolithic system to
microservices is determining which microservices to employ.
There is a need for tools that can accurately identify
microservices by combining textual, syntactic, and semantic
techniques (EC-1). Although some programmes, such as
MOGA-WSI [101] and MicroserviceExtraction [8], have
attempted this, a commercially viable solution has not yet
been developed (EC-2). When identifying microservices,
it is also essential to integrate domain-specific information,
which has been attempted with varying degrees of success
(EC-3). However, it appears that current solutions are context-
dependent, and more research is required in this area.

Issue/Proposition: While there have been some studies
attempting to develop theories about microservices [25], [35],
[60], [92], the majority of tools and research appear to be
closely tied to factors such as microservices ecosystems
and the programming languages used for microservices
(UC-11). We have found that there is currently no established
systematic methodology for evaluating the identification of
microservices. Although their survey laid the groundwork
for comparing microservice identification techniques, there
has been limited progress in implementing a systematic
evaluation methodology (EC-4). The reasons for this lack of
adoption remain unclear but could be attributed to limited
exposure or the inherent complexities associated with the
proposed approach. Addressing this challenge should be a
priority to enhance the visibility of existing methodologies
and guide future research towards more systematic and
comparable evaluations.

Issue/Proposition: According to [103], theories regarding
software ecosystems and the services they entail are fre-
quently either too general (EC-5) or too abstract. Due to the
high variability of the field, it is difficult to study software
ecosystems, and the same difficulty applies to identifying
microservices within these ecosystems (EC-6).

Issue/Proposition: In [104], the authors highlight sev-
eral open challenges with respect to automating repetitive
software changes when migrating to microservices. One of
the challenges is finding input examples to automate the
process (EC-7). Integrating testing with code recommenda-
tion and dealing with various levels of code granularity for
microservice recommendations and migrations also remain
open challenges (EC-8). Current recommendation tools rely
heavily on human intervention to determine the correctness of
the recommendation (EC-9). Although [104] have attempted
to automate the process of identifying microservices, this
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challenge has not been fully solved. More work is needed to
extract code examples relevant to user queries and determine
the similarity of multiple examples.

Unsolved Challenges: Issue: Currently, there is a lack
of standardized benchmarks to evaluate the performance
of microservice identification techniques. The results of
these techniques are therefore at the mercy of the dataset
and evaluation methodologies chosen by their authors,
preventing comparisons between techniques. Proposition:
Future research should seek to use a standard evaluation
such as the one provided by [102] to improve the ease of
comparison between various approaches (UC-1).

Issue: Identifying microservices is a context-sensitive
problem, and there is a need to incorporate domain-specific
information into tools to account for this context sen-
sitivity. However, it is unclear how to best support the
context-sensitive nature of microservice identification tools
and how their usage might affect the overall migration process
(UC-2).

Issue: Few studies have attempted to determine whether
the severity of the various problems in identifying microser-
vices is present in all programming languages (UC-12).
Proposition: Systematic studies to determine the impact
of identifying microservices during migration and the
helpfulness of microservice identification tools are required
to understand whether such aid is universally required or
language dependent.

Answers of RQ3: Table 3 *summarises and labels
existing challenges (EC-1 through EC-17) and unsolved
challenges (UC-1 through UC-15) identified during this
systematic literature review. It shows that existing and
unsolved challenges concern new tools and techniques
and empirical studies first. We also consider unsolved
challenges with datasets. They are concerned first and
foremost with microservices identification during migra-
tion from a monolithic system to microservices, and
the evaluation/validation of microservices identification
tools and their results.

VII. THREATS TO VALIDITY

Construct validity. While we acknowledge that the search
phrase “Microservices Identification” may not be perfect,
and different search queries could yield additional results,
we have included a substantial number of studies to provide a
comprehensive representation of the field. Our taxonomy was
developed with some ad-hoc elements, introducing potential
subjectivity bias [111]. To address this, we employed classi-
fications found in existing papers, synonyms for established
terminology.

41t shows the main references presenting existing challenges. Emerging
unsolved challenges are indirectly referenced because they are recently
emerging and have not yet been thoroughly discussed and addressed in the
literature.
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External validity. Although it is improbable that we have
identified every paper related to microservices identification,
we believe that our selection of publications is indicative
of the state of the art in this field. We are confident that
the majority of relevant works are included, and the trends
and findings presented reflect the current state-of-the-art.
Our efforts to mitigate this included utilizing six different
publication search engines and implementing forward and
backward snowballing to capture papers that might have been
missed.

Internal validity. To minimize potential biases, we, drawing
on our expertise in microservices identification, agreed on
the selection criteria and paper categorization. The categories
used for classification were also collectively determined.
While the majority of paper selection and classification was
conducted by one author, we conducted a test-retest reliability
assessment to ensure internal consistency, yielding excellent
results.

VIIl. CONCLUSION

In this systematic survey of the literature on microservices
identification, we uncovered the publication trends as well as
questions and goals common in the literature. We answered
three research questions: RQ1: How has microservice iden-
tification research evolved? RQ2: What is the current state
of microservice identification research? RQ3: What are the
current and future challenges in microservice identification?

We observed that there are five research goals, in
Section IV-A: new tools and techniques, empirical investiga-
tions, proposed tools, surveys, and datasets. In Section [V-B,
we observed a variety of evaluation metrics, with cohesion
metrics, IFN, and LOC being the most common, but
these metrics aren’t consistently applied in all studies.
Consequently, it’s challenging to compare the effectiveness
of methods proposed in different studies. Future research
should aim to establish a standard set of metrics for monolith
analysis and microservices identification. Metrics are not
only essential in the analysis and identification phases; there’s
also a notable lack of consistent evaluation of the resulting
microservices, which calls for the publication of datasets.
These datasets should encompass key elements, such as the
monolith source code, the extracted microservices, and the
metrics used at different stages. To facilitate systematic
comparisons and advancements, we recommend adopting
standard benchmarks and evaluation techniques. Fur-
thermore, exploring the impact of microservice migration
and assessing their evolution represents valuable research
directions.

We studied the tools and techniques from existing literature
and found that their primary purposes are to improve
microservices identification, offer guidance for microser-
vices recommendations, assist in microservices migra-
tion, mitigate issues in microservices usage, and enhance
microservices documentation. We recommend enhancing
these tools with domain-specific knowledge, develop-
ing tools designed for identifying microservices within
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Web APIs, and developing tools to help microservices
developers improve their microservices. We also suggest
exploring the use of NLP techniques to address challenges
in microservices identification.

Empirical research on microservice identification predom-
inantly focuses on usability and maintainability. It delves into
disruptive changes, integration challenges, standards, usage,
abuse, and documentation. We recommend studying the
influence of microservices on application scalability.

A lot of the research done so far has concentrated on
a limited set of programming languages, with a strong
preference for Java. However, many big business mono-
lithic systems have been constructed using languages like
COBOL and C/C++. We believe it’s crucial to give
more consideration to this aspect. We propose exploring
various programming languages beyond Java to enhance
adaptability and uncover shared or distinct factors.

The need for faster software updates and the rise of cloud
computing for distributed software systems make breaking
down monolithic systems into microservices important for
software development. We encourage researchers to make
their benchmarks and datasets publicly available. While
challenges like ongoing change and complexity persist,
the next frontier lies in mastering feedback systems in
microservice identification. We believe this study will benefit
existing work and inspire future research in microservice
identification.
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