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ABSTRACT With the incidence of thyroid cancer increasing dramatically, the burden of sonographic
diagnosis lies heavy for radiologists. An automatic computer-aided diagnosis system with both precision
and efficiency is in demand. This retrospective study included 191 ultrasound images of 171 patients (85
benign and 86 malignant) in Wenzhou Central Hospital. An improved You Only Look Once version 5 neural
network (improved YOLOVS) is proposed in this work. It comprises the coordinate attention (CA) module
and the label smoothing regularization (LSR) module, in which the CA module enables the network ability
of positional information extraction. The improved neural network correctly recognizes the lesion area and
nodule type with a mean average precision (mAP) of 95.3% in 8.4 ms on the test set. The ablation experiment
demonstrates that the integration of the CA and the LSR module cost 1.3 ms extra inference time per image
in exchange for raising the mAP by 4.4%. Afterward, 10 ultrasound images with wrong nodule types are
added to the dataset for training, the result shows that the LSR module can significantly prevent the network
from being misled by the bug data. Compared with other state-of-the-art networks, the improved network
has superiority in both precision and robustness for diagnosing benign/malignant thyroid nodules with only
a small dataset. The proposed network also has the potential to transfer to other sonographic diagnosis tasks.

INDEX TERMS Computer-aided diagnosis, thyroid nodules, ultrasound, YOLOvV5 network, attention
module, label smoothing.

I. INTRODUCTION

Thyroid nodules are common tumors in adults, among which
women are about 3 times as likely as men to be diag-
nosed with thyroid cancer [1]. In the past three decades,
the incidence of thyroid cancer has tripled or more in sev-
eral high-income countries [2], [3]. Thyroid nodules are the
early manifestations of thyroid cancer. Accurate screening
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of benign and malignant nodules is of great significance in
improving the survival rate of thyroid cancer patients.
Ultrasonography is a  primary,  non-invasive,
non-radioactive and inexpensive technique for the screening
of thyroid nodules. The existing difficulties in ultrasound
thyroid diagnosis are listed as follows: 1) the usual size
of thyroid nodules is small and has vague margins; 2) the
diagnosis is relatively subjective and mainly depends on the
knowledge and experience of radiologists. It’s difficult to
accurately judge complicated thyroid nodules. Furthermore,
the ever-growing number of patients will greatly increase the
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workload of radiologists, thereby leading to more misdiag-
nosis [4]; 3) A fine needle aspiration biopsy (FNAB) would
be applied in clinical practice, for secondary identification of
suspected malignant nodules in ultrasound nodule images [5].
But FNAB is expensive and has the risk of causing nerve and
blood vessel damage. Recent studies also indicate that about
10~30% of nodules remain indeterminate after FNAB [6].
Therefore, an accurate and efficient automated thyroid ultra-
sound image diagnosis tool is needed urgently, with which
the unnecessary FNAB and misdiagnosis would be efficiently
reduced.

Deep learning technology is considered a promising alter-
native to manual diagnosis [7], [8], [9], [10], [11], [12].
In recent years, great advances are made in computer vision
with convolutional neural networks (CNN) [13], [14], [15].
The texture extraction ability of CNN has exceeded human
eyes. Ultrasound image diagnosis is a typical object detec-
tion task in the computer vision field. Traditionally, object
detection task would be performed with two different models,
which is the texture extraction model and the classification
model. In 2017, Liu et al. [16] trained a VGG-F [17] net as
a feature extraction model and the feature was then fed to
a support vector machine (SVM) for nodule classification.
Many researchers applied this kind of two-model-combined
solution [18], [19]. But the gradient of the feature extraction
model and the classification model can not be descended
at the same time in the architecture. The whole training
routine is quite complicated and time-consuming. The situ-
ation is improved with the proposal of the region-based CNN
(R-CNN) series [20], which comprises two stages in one
model. In the first stage, thousands of regions are proposed,
where there might be an object. And the second stage pre-
dicts the class of the object and refines the bounding box.
Li et al. [21] proposed a deep-learning approach for thyroid
papillary cancer detection. By using layer con-catenation in
Faster R-CNN [22], more detailed features of low-resolution
images were extracted. Abdolali et al. [23] utilized a
deep-learning framework based on the multi-task model
Mask R-CNN. Together with their modified loss function,
the model can reach a high mean average precision (mAP)
of 85%. A mask of the lesion area can be generated at the
pixel lever. The overall performance of the R-CNN series
networks in the detection and classification of thyroid nodules
is better than most of the other networks, but the use of
R-CNN in the multi-scale detection task is a double-edged
sword. Although it possesses high detection accuracy, the
training and inference speed is limited due to the two-stage
structure.

You only look once (YOLO) neural network series, first
proposed by Joseph Red-mon and Ali Farhadi [24], [25], [26],
is one of the state-of-art deep learning architectures. As a one-
stage neural network, YOLO keeps a good balance between
precision and efficiency. Based on YOLOvV3, Ma et al. [27]
proposed the YOLOvV3-DMRF network, which comprised
dense multi-receptive fields CNN and multiscale detection
layers. The model can extract the edge and texture features of
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the thyroid nodules in different sizes. The experiments show
that the network can correctly recognize the nodules with an
mAP of 95.23% in 2.2 seconds.

Most machine learning methods require large-scale
datasets, which are difficult to obtain for medical image tasks.
In this paper, we propose a lightweight and data-efficient
network for thyroid nodule detection from ultrasound images.
Based on YOLOVS, we introduce the Label smoothing regu-
larization (LSR) module to alleviate over-fitting and improve
robustness when training on small datasets. We also incorpo-
rate the coordinate attention (CA) module into the network
to enhance the texture and positional information extraction
ability. The improved network sacrifices a small amount of
inference speed (due to the increased model size) for higher
accuracy and robustness, which is very suitable for medical
image tasks.

The remainder of this paper is organized as follows:
Section II introduces the detail of the workflow, including
the patient data preparation, the network construction and
the training settings. In section III, the experiment results are
reported, this performance of the proposed method is com-
pared with other state-of-the-art (SOTA) models. Section IV
presents the discussion and provides a detailed analysis of
the pros and cons of the network. Finally, the research is
summarized in section V.

Il. MATERIALS AND METHODS

The task of this study can be generally divided into 2 parts:
the model training part and the model evaluation part. In the
training part, as shown in Fig.1, the raw ultrasound images
are collected and preprocessed as a dataset. We scale all the
images to a size of 640 x 640x3 (640 denotes the height
and width of the image in pixel size, and 3 denotes the R, G,
B tunnels). The dataset is, then, enlarged by flipping, rotating
and cropping the images, which is called data augmenta-
tion. The model is trained with those augmented datasets
to minimize its loss function. In the evaluation part, the
ultrasound images are directly scaled and fed to the trained
model and output with multi-head detection results. Some
general post-processing will help make the output results
more readable but won’t go into detail in the paper. Below
we will discuss the main steps of the proposed framework.

A. PATIENTS DATA PREPARING
Before training the model, a balanced sample of benign and
malignant nodules is collected. The patient data includes
97 benign nodules from 85 patients (56 women and 29 men
with average age of 51.12412.19) and 97 malignant nod-
ules from 86 patients (64 women and 22 men with average
age of 48.18+11.28). All 171 patients were hospitalized
at Wenzhou Central Hospital during the period of January
2011 to December 2014 and received ultrasonography. For
those, whose nodules were highly suspected of malignancy
ultrasonography-aided FNAB was conducted.

Ultrasound examination was performed by Acuson
Sequoia 512 (Siemens Medical Solutions, MouView,
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FIGURE 1. The model training workflow for the improved YOLOVvS.

TABLE 1. Summary of demographic feature.

Pathological findings

Benign Malignant

No. of patients 85 86
Age, years, ¥ £ 5 51.224+12.09 48.18+11.28
Sex

Male 29 (34.12%) 22 (25.58%)

Female 56 (65.88%) 64 (74.42%)
No. of nodules 97 97
Size, mm 21.24412.00 9.73£4.23
<5.0 7 (7.22%) 9 (9.28%)
5.0~10.0 17 (17.53%) 45 (46.39%)
10.0 ~20.0 26 (26.80%) 38 (39.18%)
=20.0 47 (48.45%) 5(5.15%)

CA) and 128XP sonographic scanners (Siemens Medical
Solutions, MouView, CA) with linear probes at the fre-
quency of 10-12 MHz. The ultrasound images were then
reviewed by two senior radiologists (with 20 and 6 years of
sonography experience, respectively) independently, without
being informed of the clinical information of the patients.
A consensus on the type and location of nodules had been
reached between the two radiologists. Finally, the ultrasound
images were labeled by a radiologist with Labelme (a graphi-
cal image annotation tool) [28] for network training. There
are 191 annotated ultrasound images in the dataset, each
containing at least one thyroid nodule. The dataset is shuffled
randomly and divided into three sets: training, validation
and test. The training set contains 113 images (58 benign
and 55 malignant), the validation set contains 42 images (19
benign and 23 malignant), and the test set contains 36 images
(20 benign and 16 malignant). No data whatsoever from the
training set is mixed into the test or validation sets.

To be noticed, all the benign lesions are nodular hyper-
plasias, and all the malignant tumors are papillary carcinoma.
Table 1. summarizes the demographic features of the patient
data.

B. NETWORK ARCHITECTURE

You only look once version 5 (YOLOVS) neural network [29]
is a state-of-art single-stage object detector. The network size
of YOLOVS5 is only about a quarter of YOLOV3. Therefore,
it’s easy to train and predict, and capable of real-time tasks.
In this study, an improved YOLOvV5 network is proposed,
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Improved YOLOVS5 Model

Backbone with CA

LSR loss function

Multi-head detection

in which the LSR module [30] and the CA module [31]
are integrated to strengthen the robustness and positional
extraction ability of the network respectively. The improved
network structure is shown in Fig.2.

The YOLOVS network consists of three parts: backbone
network, neck network and head network. In the inference
process, an image with the size of 640 x 640x3 is put
into the net. The backbone part would extract the texture
feature of the image into feature maps. Feature maps of
three different sizes are generated in order to extract textures
in different granularities. The neck of YOLOvVS adopts the
feature pyramid network (FPN) [32] structure. The feature
maps of different sizes are merged and enhanced in the FPN.
Finally, feature maps with both high-resolution and strong
semantics are generated and fed to the YOLO head for object
detection. More detail about YOLOVS5 can be found in [29].

Although YOLOVS is enabled with quite efficient tex-
ture extraction capabilities, the positional information is
neglected. We apply a novel attention module, which is called
the CA module. The CA module factorizes channel attention
into two feature vectors by x-average pooling and y-average
pooling function to extract the long-range dependencies and
precise positional information, respectively. The feature vec-
tors are encoded separately into attention maps and then
merged together to augment the representations of the objects
of interest. In this research, the CA module is plugged into
the BCSP module as a sub-residual part. The attention map is
concatenated with the texture feature map. To be noticed, fol-
lowing the bottleneck setup of the original YOLOVS5 network,
the CA module used in the backbone net is slightly different
from that in the neck net (CAM1 and CAM2 block in Fig.2).

Apart from that, the loss function set in the improved
YOLOVS is a highlighted design. The original loss function
is given by:

L = A Lppax + )\2Lobj + A3Lcs (1)

where, Lppq, indicates the loss between the ground truth
bounding box and the predicted box, Lyp; is the object loss
training the net to tell whether there is an object in the bound-
ing box, and L is the classification loss, which illustrates
how close the prediction is to the true class, L, is the weight
used to prioritize each loss term.
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FIGURE 2. Improved YOLOV5 network architecture.

TABLE 2. Parameter setups for improved YOLOv5 network.

Parameters Value

No. of anchor boxes 9

Batch size 12

Size of input image 640 X640X3
Mosaic augmentation True

No. of epochs 500

Early stop epoch (epoch without 100
improvemrnt)

[A1, 25, 45] [0.05, 1.0, 0.5]
Loss calculator of bounding box ClIoU [35]
Optimizer type SGD

Initial learning rate 0.01

SGA momentum 0.937
Learning rate schedule Cosine

Train BN layer True
Pre-trained model True

Soft factor & 0.05

Traditionally, the classification loss is calculated with
the so-called “‘hard label”. The true probability distribution
(TPD) of each class is:

1, i=
pi=f 0 7 @)
0, i#y
so the class of an object should and only should either be
this or that. To minimize the loss value of the classification
term, the ideal probability distribution (IPD) for the network
would be:

400, i=Yy
0, i#y

the training process would drive the network to fit the
IPD as close as possible, which may lead to over-fitting.

Zi= 3
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TABLE 3. The ablation experiment result of YOLOvV5 network.

Model Class mAPs, Precision  Recall ~ Speed
Benign 92.5 94.1 79.7

Base Malignant 89.4 80.9 90.9 7.1 ms
All 90.9 87.5 85.3
Benign 94.3 83.5 95.0

+LSR Malignant 92.3 89.9 81.3 7.1 ms
All 93.3 86.7 88.1
Benign 95.9 83.3 90.0

+CAM  Malignant 89.7 90.1 86.4 8.4 ms
All 92.8 86.7 88.2
Benign 96.9 84.9 95.0

EIASAI/} Malignant 983 9522 90.6 8.4 ms
All 95.3 90.1 92.8

What’s more, the training process would be sensitive, and the
network can be misled by bug data, which is very common in
practice.

The main idea of LSR is to soften the label of classes
with a soft factor £. By adopting LSR, the TPD of each class
transforms to:

1—¢ i=y
P = , 4
§ ity “

K-1
where K is the number of classes in the detection task. If we

choose the cross-entropy function as the classification loss,
the formula transforms:

K

Lgs=— ) Piloggi = L =
i=1

(1 - 5) X Lclsa
%_ X Lejs,

i=y
i#y
®)
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TABLE 4. Comparation of performance between the base model and the
model with LSR module when 10 bug data are added into the training
dataset. The values in the brackets denote the change with respect to
Table 3.

Model mAPs, Precision Recall
Base 87.3(-3.6) 72.1(-15.4) 92.1(+6.8)
+LSR 92.0(-1.3) 76.5(-10.2) 91.3(+3.2)

TABLE 5. Comparison of our method with SOTA object detection models.

Model mAPs, Precision  Recall Speed
Improved 95.3 90.1 92.8 8.4 ms
YOLOV5

Neural Network

Faster R-CNN 83.2 76.3 72.9 10.3 ms
Mask R-CNN 85.2 77.3 73.1 8.9 ms
SSD 84.8 90.9 82.8 7.6 ms
RetinaNet 80.1 80.2 78.2 8.1 ms

It’s a very simple but useful technique to improve the robust-
ness of the network. By revising the TPD, the probability
distribution of the ideal model is considerably softened,
which is given by:

o K-DA =8

og———,

Zi = Et+a 6)
o, i#y

where is « a real number. Compared with formula (3), the
new IPD have finite boundary and is much easier to train.

C. TRAINING SETUP

The training process is performed on an NVIDIA
3070 8GB GPU with an i7-10700F CPU. The batch size
is set to 12 due to the small data size. Besides, the data
augmentation technique is applied in the training to enrich the
dataset, the images are rotated, scaled, cropped and stitched
randomly. We use a stochastic gradient descent (SGD) opti-
mizer with a cosine learning rate decay [33]. The initial
learning rate is set to 0.01. An early stop is adopted, and the
network is trained for 500 epochs. The model is pre-trained
on the COCO [34] dataset to guarantee its generalization.
The details configurations of the network are summarized in
Table 2.

Ill. RESULTS

In this experiment, we use precision, recall, and mAP as
evaluation metrics for our task. These metrics are widely
used and appropriate for our task because they reflect the
performance of our model across different classes of thyroid
nodules, as well as the reliability and sensitivity of our model
in detecting nodules of different sizes and shapes.
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Precision indicates the ability to correctly identify the
object of the desired class, which is given by:

- TP
Precision = —— 7)
TP + FP

And recall indicates the ability to identify all the objects of
the desired class without missing one. It can be considered as
the omission rate of the model, which is given by:

TP
Recall = —— ®)
TP + FN

where TP, FP and FN represent true positive, false positive
and false negative respectively. True and false correspond
to the inference result of the model being correct or wrong
compared with the ground truth, while positive and negative
represents whether the inference result of the model is the
desired class or the others.

Furthermore, the precision and recall value can be consid-
ered as functions of the confidence threshold, whose value
can be manually set from O to 1. A high confidence threshold
value leads to less positive results from the model, so the
precision will be high while the recall value is lower, and vice
versa. By varying the confidence threshold, the Precision-
Recall (PR) curve can be drawn. The area under the PR curve
is called the average precision (AP), and the mAP is the
average AP of each class.

Another sub-metric that would affect the value of precision
and recall is the intersection over union (IoU) threshold. The
definition of IoU is given by:

oy = -L_~—8 )

where, A, denotes the area of the predicted bounding box
from the model, A, represents the area of the ground truth
bounding box. The IoU sub-metric indicates the similarity
between the predicted bounding box and the ground truth.
Following the Pascal VOC challenge [36] standard, we set
itto 0.5 as a constant.

An ablation experiment is, firstly, carried out. The original
YOLOVS model is set as the base model, the LSR module
and the CA module are plugged into the network in sequence.
Table 3 summarizes the performance of each YOLOv5 model
on the test set, the evaluation metrics includes the mAP at the
IoU threshold of 0.5, precision and recall rate at the confi-
dence threshold of 0.5 and detection time per image. In this
experiment, the improved YOLOVS network with the LSR
and the CA modules achieves the highest average precision
of 90.1% and the highest mAP of 95.3%. To be noticed, the
LSR module only affects the loss calculation in the training
process. It takes no extra cost in the inference process the
PR-curve of each model is drawn in Fig. 3, the area under
the PR-curve represents the mAP value of each model. The
curve of the model with the LSR and the CA modules locates
at the top of the figure.

The detection results of an ultrasound image of a malignant
nodule are shown in Fig. 4. Fig. 4(a) is the ground truth, and
Fig. 4(b)-(f) denotes the detection results of the four YOLOvS
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FIGURE 3. PR-curve of each YOLOv5 model in the ablation experiment.

models in Table 3. In Fig. 4(e), we collect the attention maps
of the CA module at the entrance of the YOLO head. The
attention maps are uniformed and visualized into a heatmap
mask, which covers on the detection result.

Furthermore, we perform another test to prove the advan-
tage of applying the LSR module by adding 10 ultrasound
images (5 benign and 5 malignant) with wrong thyroid nodule
types in the dataset. The soft factor & is still set to 0.05 in
the test, and the training epoch was 500. Table 4 summarizes
the performance of models with and without LSR mod-
ule. The mAP of the base model decreases by about 3.6%,
while the model with the LSR module only falls by 1.3%.
The classification losses, as a function of the training epoch,
are drawn in Fig. 5. The lines in dash represents the losses in
validation, while the solid lines are the losses in training.

Finally, we conduct additional to compare our method
with several state-of-the-art (SOTA) object detection models,
including Faster R-CNN [37], Mask R-CNN [38], SSD [39],
and RetinaNet [40]. We use the same dataset and evaluation
metrics as in our original paper. The results are shown in
Table 5. As can be seen from Table 5, our method is superior
to the SOTA object detection model in terms of mAP and
recall, but slightly lower in accuracy than the SSD.

IV. DISCUSSION

The concept of computer-aided diagnosis (CAD) for thyroid
nodules was first suggested by Lim et al. [41] in 2008. The
application of deep-learning has greatly improved the per-
formance of CAD. The goal of this research is to propose
a CAD tool for thyroid nodules on ultrasonography with
both precision and efficiency. In Table 3, we compare the
detection performance of the original YOLOVS network and
other networks with LSR and/or CA modules plugged in. The
mAP and precision of the original network have lower scores
on malignant than benign nodules, mostly because that the
YOLOVS network can hardly handle small targets, as shown
in Fig. 4(b). The average size of the malignant nodules col-
lected in this research is much smaller than that of the benign
nodules. The application of the LSR and the CA modules
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lead to a considerable improvement in nearly all the metrics
with respect to the original model. Fig.4 is a typical case in
the experiment, comparing Fig.4(c)-(e), the LSR module will
naturally lower the confidence level of detection, while the
CA module boosts it. What’s more, although the CA module
costs 1.3 ms extra inference time, the predicted bounding box
is much closer to the ground truth. The improved YOLOvV5
network achieves a high average detection precision of 90.1%
in the experiment, while the average diagnostics accuracy of
FNAB is approximately 83%.

However, we recognize that the average size of the malig-
nant nodules is less than half of the benign nodules’ in
our dataset. The imbalanced size distribution may introduce
biases in the model. To address this concern, we selected extra
20 images of benign nodules with a diameter of less than
10 mm and 20 images of malignant nodules with a diameter
of more than 10 mm. The prediction accuracy of our model
achieved 90% on the large malignant nodules and 85% on the
small benign nodules. Compared with the precision results in
Table 3, the results indicate that the size of the nodules has
a limited affection on the classification performance of our
model. The proposed model should be further improved by
collecting balanced nodule size data.

Considering a large database situation, it’s evitable to have
wrong labels in actual clinical practice, which will lower the
precision of the network. Therefore, it’s essential to apply the
LSR module in the training process. By applying the LSR
module, the network tends to learn the distribution character-
istic of the dataset rather than fit specific labels. It provides
robustness in the practical training process that radiologists
don’t need to worry about the flaws in the dataset. Moreover,
the LSR efficiently improves the over-fitting in the training
process. In Fig.5, the validation loss of the original model
fluctuates wildly during the second half training process,
which implies that the model has been misled by the bug data
so that it can hardly tell the difference between benign and
malignant nodules. While the model with the LSR model has
arelatively smaller difference between training and validation
loss.

With the proposed model, it’s possible to diagnose hun-
dreds of ultrasound images with high accuracy in just a few
seconds. Most of the image cases, which have low malignant
alert threshold can be just passed and defined as safe cases so
that the workload of the radiologists can be greatly alleviated.
Therefore, more effort can be put into the cases with risk,
resulting in fair medical resource allocation. To sum up, our
study can benefit both doctors and patients by providing a
fast and reliable CAD tool for thyroid nodule screening and
diagnosis. Combined with transfer learning techniques [42],
the proposed model has the potential for other medical image
detection tasks with just a small dataset collected.

Apart from that, there still are some shortcomings in this
study: 1) Due to the limited dataset, the over-fitting problem
is severe, despite that we utilize a pre-trained model and
data augmentation strategy. The dataset shall be enriched in
future work and more effective strategies should be applied to
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FIGURE 4. A detection example of malignant nodule image from different models: (a) the ground truth; (b) the base model prediction; (c) the LSR module
added; (d) the CA module added; (e) added both the LSR and the CA module; (f) result(e) with the attention map mask on it. The flags above the
bounding boxes represent the nodule type and confidence level results predicted by the models.
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FIGURE 5. The classification loss function of the model in the training process with 10 bug data

added.

overcome the over-fitting problem. 2) The lack of diversity
in thyroid nodule types is another issue that may restrict
the application potential of the proposed network. All the
benign lesions were nodular hyperplasias, and all the malig-
nant tumors were papillary carcinoma in this experiment.
Although the acoustic characteristics of different nodule
types are appreciably different [43], the YOLOvVS network
is capable of distinguishing more than 80 classes of objects.

22668

A more specific classification of the thyroid nodule’s type
is of great help for the monitoring and surgical intervention
planning afterward. 3) To deploy the network as a CAD
tool in clinical practice, and to investigate its impact on the
workflow and decision-making of radiologists and surgeons.
To assess the user satisfaction, acceptance, and feedback
of the network, and to optimize the network accordingly.
4) While the current study provides promising results within
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the scope of our dataset, future work should focus on prospec-
tively validating the model using additional images from
diverse patients in various medical centers. This step is crucial
to ensure the robustness and reliability of the model across
different populations and healthcare settings.

V. CONCLUSION

Accurate automatic thyroid nodule diagnosis is a challenging
task and is in great demand. In this study, we present an
improved YOLOVS network with the LSR module and the
CA module plugged in. The network can correctly recognize
the thyroid nodules in a millisecond-level detection time. The
training process can be well conducted with only a small
dataset, and the pre and post-processes of ultrasound images
are barely needed. The experimental results show that the
improved network has an mAP of 95.3%, 4.4% higher than
the original network, and the detection time is only 8.7 ms
per image. Furthermore, the improved network is more robust
against the bug data and over-fitting problem, concerning the
original one. The proposed network has significant superior-
ity comparing with other SOTA model. It can be concluded
that the proposed network is a promising CAD tool for thyroid
nodule detection, with which the workload of the radiologists
will be alleviated.
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