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ABSTRACT The main objective of this article is to investigate the stability and synthesis of controllers for
discrete linear repetitive processes that exhibit polyhedral uncertainty. A condition is proposed, which utilizes
a parameter-dependent Lyapunov function to alleviate conservatism resulting from uncertainty. The solution
involves the use of a Lyapunov function that depends on uncertain parameters represented by a polyhedron,
obtained through Linear Matrix Inequality (LMI) conditions. In practical scenarios, it is often the case that
the frequency range of reference signals, noise, and interference is predefined, rendering full frequency
range controller synthesis inadequate. To tackle this issue, we introduce a finite frequency controller using
the generalized Kalman-Yakubovich-Popov (KYP) lemma. This approach enables designers to specify the
desired control performance within a designated frequency range, which can be determined by analyzing the
available signal spectrum.

INDEX TERMS Finite frequency range, uncertain systems, linear matrix inequality.

I. INTRODUCTION
Iterative learning control (ILC) is well-suited for sys-
tems exhibiting cyclical motion and inherent periodicity,
enabling the achievement of precise tracking within a
finite time interval [1]. By manipulating the input of the
controlled system based on the error signal derived from
the disparity between the system output and the desired
trajectory, ILC effectively rectifies imperfect control signals,
thereby enhancing the overall tracking performance of the
system [2], [3].

2D models find extensive applications across diverse
industries, including areas such as image data manipulation
and communication [4], heat treatment [5], and robot indus-
try [6]. Linear repetitive process is a 2D Linear system with a
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strong engineering practical background. The characteristic
of this process is that it is a special 2D system composed
of a series of repetitive actions (that is, information spreads
in two independent directions) [7]. These repetitive actions
are executed within a fixed limited duration, that is, a certain
type of repetitive actions are executed repeatedly within
a fixed time. These characteristics are consistent with the
time dimension and iteration number dimension in ILC [8].
In recent years, study of ILC schemes for linear repetitive
processes has become an important research direction, which
can improve the control performance in terms of time and
number of iterations [9], [10], [11]. Article [12] presented
a novel approach for ILC through the development of
an auxiliary 2D model structured as a discretely repeated
process. This method encompassed the derivation of stability
condition for auxiliary model, employing Lyapunov vector
function’s divergence method. The study improved the
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learning process’ performance by establishing stability of the
auxiliary model to ensure convergence.

In general, industrial control processes’ models often
contain uncertainty factors, especially in the parameters
that sensors and actuators require for operation [13],
[14]. Due to imperfections in the measurement system,
these models will inevitably be subject to errors, which,
if large, can lead to unacceptable performance degradation.
Therefore, it is critical to develop fault-tolerant control
schemes that are effective in maintaining system stabil-
ity and ensuring satisfactory overall system performance
[15], [16], [17].

Reference [18] presents a novel algorithm for detecting
anomalies in discrete time-varying systems. The proposed
algorithm employs a discrete iterative learning method to
effectively identify or estimate faults. An important feature
of the algorithm is the use of threshold limiting technology.
Within optimal time regions, the algorithm utilizes residual
signals and iterative learning rules to correct virtual faults,
aligning them with actual faults occurring in the system. This
iterative process is repeated within the remaining optimal
time zone, ultimately achieving the primary goal of fault
diagnosis. For iterative learning control of actuator faults,
[19] utilized a combination of adaptive dynamic planning
techniques and fault compensation to iteratively compute
an approximate optimal fault-tolerant control using real-
time input/output data. References [20] and [21] designed
a fault detection scheme which calls on the memory of
learned knowledge to react quickly to faults and improve the
performance of the fault diagnostic.

Incorporating time delays and actuator faults, [22] pro-
poses an innovative fault-tolerant control technique for
batch processes, utilizing a 2D fuzzy composite iterative
learning approach. The proposed approach employs a 2D
T-S fuzzy model and a local sector nonlinear method for
constructing the model. Drawing on the principles of two-
dimensional Lyapunov stability theory, this study establishes
system stability conditions. Additionally, a control law is
developed to guarantee long-term stability and performance,
even in the presence of system failures across multiple
time periods and batches. The existence of the controller
is examined through an analysis of sufficient conditions
using LMI. The designed time-domain iterative learning
fault-tolerant control approach specifically caters to actuator
fault intermittent processes that experience simultaneous
uncertainties in system parameters. It presents a methodology
for obtaining the control gain matrix of the controller
through convex optimization, subject to the LMI constraint.
This approach guarantees the achievement of fault tolerance
performance in the system, considering both the temporal
and batch processing directions [23]. Uncertain discrete
T-S fuzzy for actuator faults was addressed by [24] and
[25]. A new H∞ performance analysis criterion is proposed
by constructing a segmented Markov Lyapunov-Krasovskii
generalized function.

Most of the existing studies in the field primarily
focus on analyzing the performance of ILC systems in
the time domain, often incorporating various intelligent
control algorithms. It must be recognized, however, that
in many cases the frequency ranges of reference signals,
noise and interference are predetermined. Consequently,
it becomes viable to investigate the conditions necessary
for the controller’s existence within a specified frequency
range. This exploration can significantly expand the potential
application scenarios of the algorithm. For example, [26],
[27], and [28] provide insight into how to solve ILC problem
by considering stability and robustness performance metrics
restricted to a specific frequency range. They proposed
an algorithm utilizing the KYP Lemma, which formulates
the control strategy as an associated LMI. Additionally,
they explore extending the robust control law to uncertain
systems to accommodate norm-bounded uncertainties in the
system parameters. To overcome the limitations of time
delay in repetitive control of fractional-order linear systems,
paper [29] introduces a novel approach that designs distinct
ILC rates for input and state time delays. By determining
the convergence frequency range of the feedback controller
within a specified frequency range, the controller’s design
is optimized to effectively mitigate the impact of time
delay and ensure desired output performance. However,
it is important to note that existing research has not yet
thoroughly investigated the fault-tolerant control problem
of ILC technology specifically in the finite frequency
domain.

In light of these considerations, this paper aims primarily
to address issue of static iterative fault-tolerant control
in discrete linear systems, specifically focusing on finite
frequency domains.

This paper presents the primary contributions as follows.
(1) By designing over a limited frequency range, it is possible
to more accurately control the response of the system at
a specific frequency. (2) The performance of the system
at different frequencies can be more easily tuned to meet
specific requirements and specifications. (3) Finite frequency
domain design usually improves the robustness of the system
to parameter variations and uncertainties.

II. PROBLEM DESCRIPTION
A. THE STABILITY THEORY FOR LINEAR REPETITIVE
SYSTEM
Given is state space model [32] that represents a standard
discrete linear repetitive process

Xk+1(p+ 1) = AXk+1(p)+ BUk+1(p)+ B0yk (p)

yk+1(p) = CXk+1(p)+ DUk+1(p)+ D0yk (p) (1)

among the recurrence period 0 ≤ p ≤ α, iteration times
are defined as k ≥ 0, in the equation Xk (p), yk (p), and
Uk (p) represent system state, input, and output during their
k th operation.
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To achieve this procedure, system’s boundary conditions
are established

Xk+1(0) = dk+1, k ≥ 0

y0(p) = f (p), 0 ≤ p ≤ α − 1 (2)

dk+1 and f (p) vector function is known.
Lemma 1 ([30]): Given matrices of appropriate dimen-

sions X , Z , 6, matrix Y is existing to satisfy

sym(XTYZ )+6 < 0 (3)

the above projection inequalities are necessary and sufficient
conditions to validate the following assertion:

X⊥T6X < 0,Z⊥T6Z < 0. (4)

Lemma 2 ([31]): Given matrices R, F, M. R and M are
positive definite, the inequality FTRF−M < 0 can be stated
as equivalent to the following condition.[

−R FT

F −M−1

]
< 0 (5)

or [
−M−1 F
FT −M

]
< 0. (6)

Lemma 3 ([32]): Given matrices of appropriate dimen-
sions 0 = 0T , X , Y , for any matrix

a
which satisfy

aT a
≤

I , then the sufficient condition for

0 + X1Y + Y T1TXT < 0 (7)

is the presence of ε > 0 such that:

0 + ε2XXT
+ ε−2Y TY < 0. (8)

Lemma 4 ([33]): Assuming that coefficients A,B0 are
controllable, coefficients C,A are observable. The stability
of the linear repetitive process, as expressed by equations (1)
and (2), is contingent upon the satisfaction of the following
inequality.

(i) ρ(D0) < 1;
(ii) ρ(A) < 1;
(iii) The transfer functionG(z) = C(zI − A)−1B0+D0 has

all eigenvalue magnitudes smaller than 1 on the unit circle
|z| = 1.
Lemma 5 ([21]): For the G(z) and frequency response

matrixG
(
ejθ
)
= C

(
ejθ I − A

)−1B+ D:
(i) Frequency domain inequality[

G
(
ejθ
)

I

]T
5

[
G
(
ejθ
)

I

]
< 0,∀θ ∈ 2 (9)

matrix 5 is a given real symmetric matrix, 2 represents a
frequency range with following properties.

(ii) The below LMI holds:[
A B
I 0

]T
4

[
A B
I 0

]
+

[
C D
0 I

]T
5

[
C D
0 I

]
< 0 (10)

TABLE 1. System frequency range.

where Q > 0, P = PT , and 4 can be divided to

4=

[
41 42

4T
2 43

]
(11)

and the matrix 4 is:

4 =



[
−P Q

Q P− 2 cos(θl)Q

]
,

if |θ | < θ1;[
−P ej(θ1+θ2)/2Q

e−j(θ1+θ2)/2Q P− 2 cos ((θ2 − θ1)/2)Q

]
,

if θ1 ≤ θ ≤ θ2;[
−P −Q

−Q P+ 2 cos(θh)Q

]
,

if |θ | > θh.

(12)

let σ̄
(
G
(
ejθ
))

denote maximum singular value of matrix

G
(
ejθ
)
, and select 5 =

[
I 0
0 −I

]
, the for (9), the below

equation holds:

G
(
ejθ
)T
G
(
ejθ
)

< I ,∀θ ∈ 2 (13)

or

σ̄
(
G
(
ejθ
))

< 1,∀θ ∈ 2 (14)

which means for θ ∈ [0, 2π ], it satisfies

ρ
(
G
(
ejθ
))
≤ σ̄

(
G
(
ejθ
))

. (15)

By utilizing the aforementioned inequalities, establish
condition (iii) of Lemma 4 within a limited frequency range,
thereby obtaining practical relevant mathematical methods.

B. SYSTEM DESCRIPTION
Consider the linear repetitive system presented below:

Xk (p+ 1) = AXk (p)+ BUk (p)

yk (p) = CXk (p)+ DUk (p) (16)

where the recurrence period 0 ≤ p ≤ T − 1, iteration times
are defined as k ≥ 0; at the pth moment of the kth iteration,
Xk (p), yk (p), and Uk (p) represent system state, input, and
output, respectively. The boundary condition xk (0) = x0
represents the system initial condition in the iteration times
k , and A,B,C and D are corresponding system matrix.

For iterative learning process of system (16), introduce
reference trajectory yd (p) while defining tracking error of
experiment k

ek (p) = yd (p)− yk (p). (17)
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Given state space model (16), this paper proposes control
inputs {uk (p), 0 ≤ p ≤ T − 1} to ensure that ek (p) of the
controlled system monotonically converges with the batch
direction within the specified finite frequency domain range.
Simultaneously ensuring the stability of control system along
time direction.

III. DESIGN OF STATIC ITERATIVE LEARNING CONTROL
SYSTEM
System (16), following ILC law is designed{

uk (p) = uk−1(p)+1uk (p)
u0(p) = 0, p ∈ [0,T − 1]

(18)

among them u0(p) is initial value, 1uk (n) is called a correc-
tion calculated using previous experimental information.

Simultaneously defining

δk (fk (p)) = fk (p)− fk−1(p) (19)

in the equation, δk (fk (p)) represents the error of fk (p) along
the direction of the batch k .

A. STABILITY ANALYSIS OF NORMAL SYSTEM
Based on system (16), the state equation of iterative learning
controller is

x̂k (p+ 1) = Acx̂k (p)+ Bcδk (xk (p))+ Dcek−1(p) (20)

following update law is adopted:

1uk (p) = K1δk (xk (p))+ K2ek−1(p). (21)

In order to convert a static ILC system, the definition of

X (p, k)=
[

δk (x (p, k))
xc (p, k)

]
(22)

thus obtaining following 2D dynamic model{
Xk (p+ 1)=A1Xk (p)+ B1ek−1(p)
ek (p) = C1Xk (p)+ D1ek−1(p)

(23)

where A1 =

[
A+ BK1 0

Bc Ac

]
, B1=

[
BK2
Dc

]
, C1 =[

−C − DK1 0
]
, D1=I − DK2.

Theorem 1: Consider Iterative learning control sys-
tems (16), (18) and (20), if there is matrices
Ŝ = diag

{
Ŝ1, Ŝ2

}
> 0, P̂ = diag

{
P̂1, P̂2

}
> 0,

Q̂ = diag
{
Q̂1, Q̂2

}
> 0, well dimensional invertible matrix

Ŵ = diag
{
Ŵ1, Ŵ2

}
> 0, and matrices Y1, Y2, Y3 to make

the below LMIs hold

H11=


Ŝ1 − sym

(
Ŵ1

)
0

∗ Ŝ2 − sym
(
Ŵ2

)
∗ ∗

∗ ∗

→

→

AŴ1 + BY1 0
Y3 Y2
−Ŝ1 0
∗ −Ŝ2

 < 0 (24)

H12=



4̂11 0 4̂21 − Ŵ T
1

∗ 4̂12 0

∗ ∗ 4̂31 + sym
(
AŴ1 + BY1

)
∗ ∗ ∗

∗ ∗ ∗

∗ ∗ ∗

→

←

0 0 0
4̂22 − Ŵ T

2 0 0

Y T3 BK2

(
−CŴ1 − DY1

)T
4̂32 + sym (YAc) Dc 0

∗ −I (I − DK2)
T

∗ ∗ −I


< 0

(25)

In order to simplify the analysis process, suppose that

4̂1 = diag
{
4̂11, 4̂12

}
, 4̂2 = diag

{
4̂21, 4̂22

}
, 4̂3 =

diag
{
4̂31, 4̂32

}
, then, the system under ILC is stable on

both the time axis and the batch axis, and the tracking error
of system converges monotonically. Furthermore, controller
matrix of system can be obtained as

K1 = Y1Ŵ
−1
1 ,Ac = Y2Ŵ

−1
2 ,Bc = Y3Ŵ

−1
1 (26)

Proof 1: If inequality (25) holds, then according to
the definitiion of negative definite matrices, the following
inequality also holds [

−I DT1
∗ −I

]
< 0 (27)

then obviously ρ(D1) < 1 which meets the condition (i) of
Lemma 4.
According to Lemma 5, inequality (13) is established,

which means that there are symmetric matrices P =

diag {P1,P2} > 0 Q = diag {Q1,Q2} > 0 to make the
following inequality also hold true:[

A1 B1
I 0

]T
4

[
A1 B1
I 0

]
+

[
C1 D1
0 I

]T
5

[
C1 D1
0 I

]
< 0 (28)

The expression (28) can be reformulated as follows:(
3⊥1

)T
913

⊥

1 < 0 (29)
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where

3⊥1 =

A1 B1I 0
0 I


91 =

41 42 0
∗ 43 + CT

1 C1 CT
1 D1

∗ ∗ −I + D1
TD1

 .

In order to use Lemma 1, select 31 =
[
−I A1 B1

]
, 61 =[

0 I 0
]
, then 6⊥1 =

 I 0
0 0
0 I

, we can obtain

(
6⊥1

)T
916

⊥

1 =

[
41 0
∗ D1

TD1 − I

]
. (30)

Because 41=−P < 0, it is known from equation (27) that
D1

TD1−I < 0, so
(
6⊥1

)T
916

⊥

1 < 0 holds.
Then according to Lemma 1, there is an invertible matrix

W = diag {W1,W2} > 0 meet the below inequality:

91 + sym
{
3T

1W61

}
< 0. (31)

Applying Lemma 2 to Inequality (31) yields
41 42 −W 0 0
∗ 43 + sym

(
AT1W

)
W TB1 CT

1
∗ ∗ −I DT1
∗ ∗ ∗ −I

 < 0. (32)

Assuming Ŵ = W−1, inequality (33) is left multiplied and
right multiplied respectively with diag

{
Ŵ T , Ŵ T , I , I

}
and

diag
{
Ŵ , Ŵ , I , I

}
, it can be obtained that

4̂1 4̂2 − Ŵ T 0 0

∗ 4̂3 + sym
(
A1Ŵ

)
B1

(
C1Ŵ

)T
∗ ∗ −I DT1
∗ ∗ ∗ −I

 < 0. (33)

Finally, introduce the variable Ŝ = Ŵ T SŴ , P̂ = Ŵ TPŴ ,
Q̂ = Ŵ TQŴ , 4̂1 = Ŵ T41Ŵ , 4̂2 = Ŵ T42Ŵ , 4̂3 =

Ŵ T43Ŵ , we can obtain H12 < 0 of inequality (25), satisfy
the condition (iii) of Lemma 4.
By multiplying inequality (24) by diag

{
W T ,W T

}
and

diag {W ,W } respectively on the left and right, it can be
obtained that[

S 0
∗ −S

]
+ sym

{[
−I
AT1

]
W
[
I 0

]}
< 0. (34)

According to Lemma 1, taking 92 =

[
S 0
−S

]
, 62 =[

I 0
]
, 32 =

[
−I A1

]
, then

(
6⊥2

)T
=
[
0 I

]
,
(
3⊥2

)T
=[

AT1 I
]
and 92 > 0, S > 0, we can obtain(

6⊥2

)T
926

⊥

2 = −S < 0. (35)(
3⊥2

)T
923

⊥

2 = AT1 SA1−S < 0. (36)

The establishment of inequality (36) guarantees the
establishment of ρ(A1) < 1, it satisfies the condition (i) of
Lemma 4.

B. STABILITY ANALYSIS OF UNCERTAIN SYSTEM
Furthermore, based on Theorem 1, consider that linear
repetitive processes (16) contain norm uncertainty[

Â B̂
Ĉ D̂

]
=

[
A+1A B+1B
C+1C D+1D

]
(37)

among 1A, 1B, 1C , 1D stand for allowable norm bounded
uncertainty, which satisfies[

1A 1B
1C 1D

]
=

[
E1
E2

]
�
[
F1 F2

]
(38)

among them, E1, E2, F1, F2 are well-defined constant

matrices with known dimensions, matrix � =

[
11 0
0 12

]
represents the uncertainty perturbation and satisfies

�T� ≤ I . (39)

For the input uk (p), uFk (p) represents output in presence of
actuator faults, define actuator model is [22]:

uFk (p) = 0k (p)uk (p) (40)

where 0k (p) is an unknown value which is time variant, its
varies that 0 ≤ 0k (p) ≤ 1. If 0k (p) = 1, the actuator is normal
uFk (p) = uk (p). If 0k (p) = 0, it represents actuator failure.
If 0k (p)>0, it indicates a partial malfunction of the actuator.

Then system (16) can be rewritten as

Xk (p+ 1) = (A+1A)Xk (p)+ 0k (p)(B+1A)Uk (p)

yk (p) = (C +1C)Xk (p)+ 0k (p)(D+1D)Uk (p).

(41)

Theorem 2: Considering the static Iterative learning con-
trol system (16), (18) and (20), it is assumed that the model
matrix of the system has uncertainties (38) and (39). If there
is matrices Ŝ = diag

{
Ŝ1, Ŝ2

}
> 0, P̂ = diag

{
P̂1, P̂2

}
> 0,

Q̂ = diag
{
Q̂1, Q̂2

}
> 0, well dimensional invertible matrix

Ŵ = diag
{
Ŵ1, Ŵ2

}
> 0, and matrices Y1, Y2, Y3, scalar

λ1 > 0, λ2 > 0 to make the below LMIs hold

H′11 =

Ŝ1 − sym
(
Ŵ1

)
0 AŴ1 + 0BY1

∗ Ŝ2 − sym
(
Ŵ2

)
Y3

∗ ∗ −Ŝ1
∗ ∗ ∗

∗ ∗ ∗

∗ ∗ ∗

→

22528 VOLUME 12, 2024



L. Dong et al.: Static ILC Over Finite Frequency Domain for Actuator Failure Uncertain Systems

←

0 λ1E1 0
Y2 0 0

0 0
(
F1Ŵ1 + F2Y1

)T
−Ŝ2 0 0
∗ −λ1I 0
∗ ∗ −λ1I


< 0 (42)

H′12 =

4̂11 0 4̂21 − Ŵ T
1 0

∗ 4̂12 0 4̂22 − Ŵ T
2

∗ ∗ 4̂31 + sym
(
AŴ1 + 0BY1

)
Y T3

∗ ∗ ∗ 4̂32 + sym (Y2)
∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

→

←

0 0 0 0
0 0 0 0

BK2

(
−CŴ1− 0DY1

)T
λ2E1

(
F1Ŵ1 + F2Y1

)T
Dc 0 0 0
−I (I− 0DK2)

T 0 (F2K2)
T

∗ −I −λ2E2 0
∗ ∗ −λ2I 0
∗ ∗ ∗ −λ2I


< 0 (43)

among 4̂1 = diag
{
4̂11, 4̂12

}
, 4̂2 = diag

{
4̂21, 4̂22

}
,

4̂3 = diag
{
4̂31, 4̂32

}
, then the system under static iterative

learning control is stable on both the time axis and the
batch axis, and the tracking error of system is monotonic
convergence. Furthermore, controller matrix of system can
be obtained as

K1 = Y1Ŵ
−1
1 ,Ac = Y2Ŵ

−1
2 ,Bc = Y3Ŵ

−1
1 . (44)

Proof 2: The following proves the establishment of H′11 <

0 in inequality (42), then H′12 < 0 can be proven using the
same method. According to Theorem 1, after adding system
uncertainty and actuator fault, H11 becomes to be

H′11 = H11 + sym {X1�N1} < 0. (45)

in the equation, X1 =
[
ET1 0 0 0

]T , N1 =
[
00F1Ŵ1 +

F2Y10
]T . Using Lemma 3, it can be seen that the sufficient

condition for equation (45) to hold is that it exists λ1 > 0 to
make

H11 + λ1X1XT1 + λ−11 NT
1 N1 < 0. (46)

Next, applying Lemma 2 to inequality (46), we can obtain H11 ∗[
λ
1/2
1 XT1

λ
−1/2
1 N1

]
−I

 < 0. (47)

Multiply the left matrix of inequality (47) by the diagonal
matrix diag

{
I , I , I , I , λ1/21 I , λ1/21 I

}
on left and right to get

in inequality (42), then it’s proved. Here is a step-by-step
description of the algorithm main steps in Algorithm 1.

Algorithm 1 Linear Repetitive Process Static ILC Algorithm
Over Finite Frequency
Input: System array A, B, C , D, E1, E2, F1, F2, actuator

fault factor �, initial input u0(p), target output y∗(p), p is
the operational discrete steps for each iteration.

Output: Static ILC law factorK1,K2, controller input uk (p),
actual output yk (p).

1: if (0 = 0) : Substitute matrices A, B, C , D into
Theorem 1 to Obtain Static ILC Law K1,K2.

2: else: Substitute matrices A, B, C , D, E1, E2, F1, F2
into Theorem 2 to Obtain Static ILC Law K1,K2.

3: initialization: Iteration number k = 0.
4: Obtain the output yk (p) and error ek (p) with input

uk (p).
5: Update the input uk+1(p) with K1 and K2 according

to Equation (21).
6: Send the input signal uk+1(p) to the controller and

measure the output yk+1(p).
7: return uk (p) and yk (p).

IV. SIMULATION RESULTS
To assess the effectiveness of ILC algorithm proposed in this
study, simulations are conducted to compare its performance
with the traditional static ILC algorithm as described in
article [23]. In order to quantify the tracking error of
system, the Root-mean-square (RMS) deviation measure is
employed.

RMS(k) =

√√√√√ 1
T

T−1∑
p=1

e2k (p). (48)

A. NORMAL SYSTEM
A second-order mechanical displacement system composed
of unit mass spring damper is considered, the Equation of
state of system (16) is as illustrated below{

ẋ(p) = Apx(p)+ Bpu(p)
y(p) = Cpx(p)+ Dpu(p)

(49)

the parameter matrix of the system is Ap =
[
−2 3
4 −5

]
, Bp =[

0
1.5

]
, Cp =

[
5 0

]
, Dp = 1. By Discretization the system

with sampling time of Ts = 0.01, the following discrete state

space model as shown below: A =
[
0.9808 0.0290
0.0386 0.9518

]
, B =[

0.0002
0.0146

]
, C =

[
5 0

]
, D = 1.

The reference locus of the defined system and the
responding spectrum are shown in Figure 1, which represents
the spectrum obtained through Fast Fourier Transform (FFT).
From the figure, it is evident that the effective harmonics of
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FIGURE 1. (a) Reference locus. (b) Corresponding frequency spectrum.

FIGURE 2. Reference track diagram of control system.

the reference trajectory range from 0 to 5 Hz in the low-
frequency range. Hence, we have θl = 0.3142.
For static ILC systems (16), (18) and (21), we can get

following results by using formulas (24), (25), (26) in
Theorem 1:K1 =

[
−5.00 −0.0245

]
,K2 = 0.9069. Figure 2

shows the variation in trace error, the plot illustrates control
ability of static ILC system on two dimensions.

The given parameters for traditional static ILC law are
L1 =

[
−5.00 0

]
, L2 = 0.5395. The variation of the

FIGURE 3. Reference track diagram of control system.

root mean square tracking error of system with the number
of iterations is illustrated in Figure 3 considering the
influence of both control laws, the figure reveals that the
ILC significantly improves the convergence capability of the
normal system.

B. UNCERTAIN SYSTEM
In our study [35], an injection molding machine was chosen
as the experimental subject, with the nozzle pressure being
selected as the control parameter.

AnARXmodel is established to depict correlation between
valve aperture and nozzle pressure:{

1− 1.607(±5%)z−1 + 0.6086(±5%)z−2
}
yk (p) ={

1.239(±5%)z−1 − 0.9282(±5%)z−2
}
uk (p) (50)

the parameter uncertainty is represented by ±5%, indicating
a relative uncertainty in the model parameter.

The output of the system also incorporates same uncer-
tainty parameter, By transforming Equation (50), we can
express it in the following:

xk (p+ 1) =

([
1.607 1
−0.6086 0

]
+1A(p)

)
xk (p)

+

([
1.239
−0.9282

]
+1B(p)

)
uk (p)

yk (p) =
([

1 0
]
+1C(p)

)
xk (p)

(51)

The parameters of each uncertainty as per (40) are

1A(p) =
[

0.0804δ1(p) 0
−0.0304δ2(p) 0

]
=

[
1 0
0 1

]
11(p)

[
0.0804 0
−0.0304 0

]
1B(p) =

[
0.062δ1(p)
−0.0464δ2(p)

]
=

[
1 0
0 1

]
11(p)

[
0.062
−0.0464

]
1C(p) =

[
0.05δ3(p) 0

]
=
[
0.6219 0

]
12(p)

[
0.0804 0
−0.0304 0

]
where |δi(p)| ≤ 1(i = 1, 2, 3).
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FIGURE 4. (a) Reference locus. (b) Corresponding frequency spectrum.

FIGURE 5. Reference track diagram of control system.

Assuming an initial condition of x(0, k) ≡
[
0 0

]T , system
encounters a known actuator fault denoted by 0 = 0.85. The

FIGURE 6. Reference track diagram of control system.

output target value is chosen to be the same as the previous
simulation:

yd (p) = sin(2πp)+ 0.5 sin(4πp)+ 0.5 sin(6πp),

0 ≤ p ≤ 2 s. (52)

The reference locus of the defined system and the
responding spectrum are shown in Figure 4 which is same
with normal system simulation, then we have θl = 0.3142.
For static ILC systems (16), (18) and (21), the following
results can be derived using the formulas (24), (25), (26)
in Theorem 1: K1 =

[
−1.3080 −0.8090

]
, K2 = 0.8974.

Figure 5 shows the variation in trace error, demonstrat-
ing the control ability of the static ILC system in two
dimensions.

The given parameters for traditional static ILC law are
L1 =

[
−1.3107 −0.8117

]
and L2 = 0.9951. Figure 6

illustrates the variation of the root mean square tracking error
of the system with the number of iterations considering the
influence of both control laws, the figure demonstrates that
ILC significantly enhances the convergence capability of the
uncertain system.

V. CONCLUSION AND FUTURE WORK
This study focuses on addressing the problem of ILC in
discrete linear repetitive system within limited frequency
range. By leveraging 2D system theory, a static iterative
learning controller is developed for both nominal and
uncertain systems, with a finite frequency range constraint.
The controller’s existence and the associated gain matrix
are derived through the utilization of generalized KYP
lemma, in the form of LMI. These conditions ensure the
system’s dynamic performance. Additionally, by conducting
simulations on the truss robot model, the efficacy of
suggested method in this article is compared to that of the
static ILC algorithm, revealing its enhanced capabilities.
However, the proposed method is effective for specific types
of systems and require significant computational resources,
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while it is short of detecting the time of fault occurrence
and the severity of the failure. Our next step is to study
the fault diagnostic and fault severity estimation, which
will extend the use cases of the proposed static ILC
algorithm.
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