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ABSTRACT Crimes result in not only loss to individuals but also hinder national economic growth. While
crime rates have been reported to decrease in developed countries, underdeveloped and developing nations
still suffer from prevalent crimes, especially those undergoing rapid expansion of urbanization. The ability
to monitor and assess trends of different types of crimes at both regional and national levels could assist
local police and national-level policymakers in proactively devising means to prevent and address the root
causes of criminal incidents. Furthermore, such a system could prove useful to individuals seeking to evaluate
criminal activity for purposes of travel, investment, and relocation decisions. Recent literature has opted to
utilize online news articles as a reliable and timely source for information on crime activity. However, most
of the crime monitoring systems fueled by such news sources merely classified crimes into different types
and visualized individual crimes on the map using extracted geolocations, lacking crucial information for
stakeholders to make relevant, informed decisions. To better serve the unique needs of the target user groups,
this paper proposes a novel comprehensive crime visualization system that mines relevant information
from large-scale online news articles. The system features automatic crime-type classification and metadata
extraction from news articles. The crime classification and metadata schemes are designed to serve the
need for information from law enforcement and policymakers, as well as general users. Novel interactive
spatiotemporal designs are integrated into the system with the ability to assess the severity and intensity of
crimes in each region through the novel Criminometer index. The system is designed to be generalized for
implementation in different countries with diverse prevalent crime types and languages composing the news
articles, owing to the use of deep learning cross-lingual language models. The experiment results reveal
that the proposed system yielded 86%, 51%, and 67% F1 in crime type classification, metadata extraction,
and closed-form metadata extraction tasks, respectively. Additionally, the results of the system usability
tests indicated a notable level of contentment among the target user groups. The findings not only offer
insights into the possible applications of interactive spatiotemporal crime visualization tools for proactive
policymaking and predictive policing but also serve as a foundation for future research that utilizes online
news articles for intelligent monitoring of real-world phenomena.
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I. INTRODUCTION
The economic ramifications of crimes and accidents can be
substantial, impacting not only individuals but also entire
communities and nations [1], [2]. Although there have been
reports of a decrease in crime rates in several developed
nations [3], [4], it is still evident that developing countries
continue to experience a high incidence of serious crimes
and accidents, leading to personal injuries and fatalities,
as well as hindering economic growth [5], [6], [7], [8].
Timely observation of the progression of crimes can be
advantageous for law enforcement, policymakers, and other
pertinent parties in their proactive and enduring efforts to
prevent and address the root causes of these adverse incidents.
For example, in the event that policymakers detect a surge
in theft within a tourism-dependent city and identify that
poverty contributes as a major root cause, it may be feasible
to introduce incentives to generate employment opportunities
in the tourism sector for individuals living in impoverished
conditions. This approach could potentially lead to a decrease
in instances of theft, an increase in tourist traffic, and
the promotion of overall safety and economic well-being.
Additionally, this information can furnish individuals with
the ability to anticipate and prepare for potential criminal
activity in the vicinity. For instance, if a surge in road
accidents during a festive season is detected, the local police
may inquire into the underlying factors and distribute suitable
medical provisions to the impacted region. In the event
that drunk driving is identified as a significant contributing
factor, law enforcement agencies may consider deploying
checkpoints or patrols in the vicinity of alcohol-selling
places. Additionally, policymakers may opt to impose more
stringent fines, limit the hours during which alcohol can be
sold, and stimulate economic growth in the region by offering
affordable transportation services to discourage individuals
from driving while under the influence.

Many ideas have been proposed to implement criminal
activity monitoring systems [9], [10]. Nevertheless, the
majority of these systems are reliant on historical crime
reports, which may suffer from delays and infrequency.
To address these concerns, online news articles have been
recognized as a trustworthy and timely alternative for obtain-
ing information on crime incidents [11], [12], and have been
integrated into contemporary crime monitoring systems [13],
[14]. However, these news-based crime monitoring systems
merely categorize news articles into suitable crime types
and subsequently display them on the map according to
the extracted geolocations. While these previously proposed
systems have enabled the visualization of criminal activities
across various regions, local law enforcement and national
policymakers require more comprehensive insights into the
trends and nuanced structural details of criminal activities
to effectively manage crime and make informed policy
decisions. In addition, general

people conducting research on potential travel destinations,
business investment opportunities, or places to reside would
benefit from concise and informative data regarding the
prevalence and severity of criminal activity in particular
areas. Thus, it is imperative to develop a novel crime
monitoring system that can effectively process real-time data
from online news articles and provide comprehensive insights
regarding detailed information, overall trends, and regional
and national perspectives to cater to the diverse requirements
of various stakeholders mentioned above. Therefore, this
paper proposes CAMELON, an intelligent system for collect-
ing, processing, and interactively visualizing spatiotemporal
Crime and Accident Monitoring information from Extensive
Online News articles. Specifically, the system routinely
collects news articles and classifies them into seven finer-
grained crime types, including gambling, murder, sexual
abuse, theft/burglary, drug, battery/assault, and accident.
Each crime article is further processed to extract common
crime metadata, including the criminal, victim, involving
police, date/time, location, evidenced items, action, worth (or
damage), root cause motivation, and trigger. Deep learning
cross-lingual models are validated and deployed in both
the classification and metadata extraction tasks. The best
configuration of the models yielded 86%, 51%, and 67% F1
in the crime type classification, overall metadata extraction,
and closed-form metadata extraction tasks.

The extracted information is stored in a database where
the front-end system retrieves and further processes to
interactively visualize the crime information in a spatiotem-
poral manner at the vicinity, regional, and national levels.
The usability evaluation and qualitative survey confirm that
the main functionalities of the proposed system are well
received by the target users. The proposed system is highly
generalizable to different contexts or countries with different
sets of prevalent crime types since the processing pipeline
is not specific to the proposed crime classification scheme.
In addition, the utilization of cross-lingual models in the
system enables it to generalize toward the processing of news
articles composed in various languages without necessitating
extra annotated datasets in the target languages.

Concretely, the key contributions of this paper are as
follows:

• A survey was conducted among prospective target
users to ascertain their current and preferred means of
receiving crime-related information. The survey results
revealed that a significant proportion of the participants
wanted the ability to navigate crime information at the
vicinity level. However, the conventional sources of
obtaining such information, such as newspapers and
television, were not deemed as effective by the majority
of the respondents. This identified need gap necessitates
the development of a novel crime information system
that enables users to easily access and explore crime

VOLUME 12, 2024 22779



S. Pongpaichet et al.: CAMELON: A System for Crime Metadata Extraction and Spatiotemporal Visualization

data across various temporal scales and geographical
locations.

• We proposed using deep learning methodologies for
extracting structural crime data from digital news
articles. The aforementioned data pertains to the clas-
sification of highly specific criminal activities and the
retrieval of crime-related metadata. A novel scheme for
crime classification and metadata labels was proposed
where rigorous evaluations revealed that a cross-lingual
model (i.e., XLMR) performed best in both tasks.

• We proposed the CAMELON system, designed to
facilitate the intelligent collection, analysis, and inter-
active visualization of spatiotemporal crime information
extracted from extensive online news articles. The
system is equipped with interactive gadgets that display
the trends of various crime types at both regional
and national levels. Additionally, it provides detailed
information on crime incidents on the map as well
as a Criminometer that evaluates the severity and
intensity of criminal activity in each respective area.
A usability evaluation was conducted that quantitatively
and qualitatively ascertained the usefulness of the
proposed novel functionalities.

The remainder of this article is organized as follows.
Section II provides an overview of the related work on crime
monitoring systems, emphasizing those fueled by online
news sources. Section III reports the preliminary survey
on the crime information consumption of the target users.
Then, Section IV discusses the proposed methodology in
detail, of which the corresponding experiment results and
discussions are provided in Section V. Section VI brings into
attention societal implications and ethical issues should the
proposed system be implemented for real-world applications.
Finally, Section VII concludes the paper.

II. RELATED WORK
In recent years, there has been a growing interest among
research communities in the field of predictive analysis and
visualization pertaining to proximity-based criminal activi-
ties [15], [16], [17], [18]. Established online news outlets
have emerged as viable alternative sources of timely and reli-
able real-world information that are easily comprehensible
and dependable [19]. One of the reasons is that the utilization
of standard language in news articles, with only minor
deviations in linguistic styles, has resulted in satisfactory
accuracy for many contemporary machine-learning language
models [20]. Moreover, given that the business model of
news publishers is predicated on the provision of factual
and informative content, the statements contained in news
articles are frequently subjected to validation procedures
prior to dissemination, thereby circumventing the credibility
challenges that are associated with information obtained from
social media platforms [21]. This section discusses related
work on mining news data for crime analysis purposes,
emphasizing crime categorization, crimemetadata extraction,
and crime monitoring tasks.

A. AUTOMATIC CATEGORIZATION OF CRIME NEWS
ARTICLES
Since news articles comprise a variety of topics, recent
research has developed methods to discern crime-associated
articles from those found in online news sources, frequently
conceptualizing the issue as a binary (crime versus non-
crime) or multiclass classification problem. The study
conducted by Kalmegh [22] aimed to assess the effectiveness
of REPTree, Simple Cart, and RandomTree algorithms in
classifying Indian news articles into seven distinct categories
using bag-of-words representation. Furthermore, Magnusson
et al. [23] proposed using a basic conjugate Bayesian
model to detect potential news leads that may pique the
interest of journalists. The effectiveness of their proposed
model was validated with a collection of reported offense
news. Recently, the problem of identifying crime news was
also addressed by Ghankutkar et al. [13] through a binary
classification task where SVM, Naive Bayes, and Random
Forest were validated on the TF-IDF representations of news
articles.

However, the mere ability to classify news articles as crime
or non-crime may not provide significant additional value,
as numerous reputable news sources already have sections
dedicated to crimes. Therefore, an additional research area
pertaining to the extraction of crime information from
news articles has adopted the multiclass classification task
to classify a crime news article into one of the more
detailed categories for subsequent meticulous analyses.
Rajapakshe et al. [24] employed a dataset consisting of
crime news articles gathered from Sri Lanka in 2018 and
validated Decision Tree, Random Forest, and Support Vector
Machine (SVM) algorithms for their ability to classify
each article into one of nine crime categories, namely:
murder, kidnapping, robbery, drug dealing, accident, rape,
assault, and burglary. Umair et al. [25] conducted a study
in which 900 news articles pertaining to crime were
collected from eight prominent news outlets in Pakistan
dated from 2011 to 2019 and categorized into eight distinct
types of crime and accidents, namely robbery, accident, blast,
kidnapping, murder, shot, suicide, and arrest. They employed
an n-gram representation for each document and conducted
experiments using k-Nearest Neighbors (kNN) and Random
Forest algorithms for the purpose of multiclass classification.
In addition, it is worth noting that every document underwent
geo-coding through GeoPy1 to enable its representation on
the map. Recently, Thaipisutikul et al. [26] introduced a
multi-class classification algorithm for categorizing news
articles in Thailand into five more specific crime categories,
namely burglary, accident, corruption, drug, and murder.
The authors utilized TF-IDF features to represent individual
news articles and validated various conventional machine
learning classification algorithms, including Multinomial
Naive Bayes, Gradient Boosting Machine, Random Forest,

1https://geopy.readthedocs.io/en/stable/
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kNN, Multinomial Logistic Regression, and Support Vector
Machine.

In addition to employing conventional n-gram-based and
classification algorithms, the emergence of deep learning
has facilitated the analysis of criminal activities in news
articles. The study conducted by Rollo et al. [12] involved
utilizing Word2Vec embeddings to represent Italian news
articles and evaluating the efficacy of various traditional
machine learning classification algorithms in categorizing
these documents into one of the 13 crime categories, namely
theft, drug dealing, illegal sale, robbery, aggression, scam,
murder, kidnapping, mistreatment, evasion, sexual violence,
money laundering, and fraud. In addition, the matter of
data imbalance was thoroughly examined and addressed
using SMOTE. The issue of fine-grained crime classification
in Google News was tackled by Deepak et al. [27],
who employed Fuzzy c-Means clustering to facilitate data
labeling. Subsequently, GloVe was used to derive word
embeddings, which were utilized to train a BiLSTM classifier
to classify a news article into one of the 14 distinct crime
types. Recently, the study conducted by Khan et al. [11]
aimed to assess the efficacy of a Bangla BERT-based model
in comparison to conventional deep learning models such as
LSTM and BiLSTM in their ability to classify Bangla crime
news headlines into six distinct categories, namely terrorism,
murder, corruption, harassment, drug, and robbery. The study
involved manual labeling of 7,897 news headlines in the
Bangla language, which revealed that the Bangla-BERT-Base
model exhibited superior performance.

B. CRIME METADATA EXTRACTION FROM NEWS ARTICLES
The ability to classify crime news articles into respective
finer-grained categories, as reviewed in the previous section,
could prove crucial for the automatic selection of relevant
news articles for monitoring specific crime types. In addition,
the ability to further extract specific common details about a
crime, such as criminals, victims, actions, weapons, and root
causes, could enable interesting applications in predictive
policing and crime-related policymaking purposes, including
criminal profiling [28], criminal tracking [29], and criminal
motif analysis [30]. Given that crimes are among the most
frequently covered topics by news media, existing research
has been directed toward devising methods for extracting
significant insights from news articles pertaining to crime
events.

Primary crime metadata information, such as names,
locations, and dates, are relatively easy to spot in a news
article, where a set of rules or patterns could be constructed
for the extraction. Ku et al. [31] were among the first to
establish the problem of crime metadata extraction from
text and proposed a rule-based method to extract crime-
related information such as weapons, vehicles, time, persons,
clothes, and location. Their method first utilized a noun
phrase chunker to extract noun phrases, which were then
passed to predefined JAPE (Java Annotations Pattern Engine)

patterns and classified into their respective types. Rahem
and Omar [32] proposed a rule-based algorithm using a set
of patterns to extract drug crime information from online
news articles, including location, nationality, drug names,
quantity, and prices. The extracted locations were also
linked to the gazetteer to develop a system for predicting
where and how drugs were hidden, identifying the dealers’
nationalities, and evaluating the drugs’ prices in the market.
Srinivasa and Thilagam [33] constructed a knowledge base
for crimes bymining crime-related entities and relations from
online newspapers. Rule-based and semantic similarity-based
approaches were utilized to identify untagged and incorrectly
tagged entities. Recently, Rahma and Romadhony [34]
created a set of patterns that combine dependency parsing
and part-of-speech tagging techniques to extract crime
metadata attributes from news articles composed in the
Indonesian language. These attributes include crime type,
victim, criminal, location, and time.

These aforementioned studies relied on human-defined
patterns and rules to extract crime information attributes,
which could be effective if the rules have wide coverage
of different variants of patterns that characterize the desired
information. However, these language-specific pre-defined
rule-based methods often face limitations in generalization
to other linguistic patterns and unforeseen samples [35].
Therefore, to mitigate these issues, data-driven approaches
have been proposed to extract crime metadata from online
news articles. Arulanandam et al. [36] proposed a machine-
learning method for extracting locations of theft crimes in
newspaper articles. Their method first utilizes a Conditional
Random Field (CRF) model to detect sentences having
location information using a set of hand-crafted features,
referred to as crime location sentences (CLS). Then, named
entity recognition algorithms were deployed to identify
location entities in each CLS. Later, Dasgupta et al. [37]
proposed to extract crime-related entities and events from
published news articles. Such information includes the crimi-
nal’s name, victim’s name, type of crime, location, date/time,
and action taken against the criminal. Their method involves
applying a named entity recognition algorithm to extract
standard named entities, which are then categorized into
respective crime entity types using a Support Vector Machine
(SVM) classifier. In addition, Sedik and Romadhony [38]
extracted the locations and dates from Indonesian crime news
articles by first identifying sentences containing crime scene
information using SVM. Then, a named entity recognition
algorithm via SpaCy was applied to each crime scene
sentence to extract locations and dates. Most studies utilizing
machine learning approaches to extract crime metadata
framed such a problem as a named entity recognition (NER)
problem where conventional NER tools could be applied.
However, such an approach is limited to extracting standard
named entities such as persons, locations, dates, and times.
In predictive policing, certain crime-related information, such
as criminal actions, damages, the worth of evidence or stolen
items, criminal’s background motivation, and criminal’s
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motives to commit crimes, has been deemed useful [39] but
would not be captured by standard NER tools due to being
free-text, therefore, requiring more semantic understanding
approaches. Therefore, a novelty of our proposed system is
the ability to extract such free-text crime attributes in addition
to those already investigated in the previous literature.

C. MONITORING SYSTEMS FOR CRIMES
Existing monitoring systems for crime activities using online
news articles as the information source usually support a
variety of analysis tools to classify, estimate, and visualize
relevant incidents, as crime information presented in news
media is rich in relevant factual information. Since the
main source of crime information in these systems comes
from newspaper articles that comprise a wide variety of
topics, primary monitoring systems seek to automatically
identify crime-related articles and then simply visualize them.
For example, Wajid and Samet [40] proposed CrimeStand,
an extended version of the NewStand system [41], a map-
query interface for monitoring news sources, by adding a
new ‘‘Crime’’ layer. This layer filtered and displayed only
crime-related news along with types of crime. Their approach
is to leverage StandfordNER for name and entity extraction
and an SVM classifier to detect crime-related news. Fur-
thermore, Ghankutkar et al. [13] and Chowdhury et al. [14]
proposed systems that classify and visualize news articles into
crime and non-crime types using machine learning models
enhanced by incorporating news sentiments.

Besides online news data sources, some crime monitoring
systems have also incorporated crime reports by authorized
organizations. Since most crime reports often include the
locations of the incidents, certain crime monitoring systems
seek to utilize such geolocations to visualize these incidents
on the map, where further analyses could be performed. Gorr
and Lee [42] created an early warning system by estimating
chronic hot spots using kernel density smoothing analysis.
[43] introduced a PREVNET desktop application with many
visual analyses, such as similar node features, collaborating
clusters, and sub-cluster analysis, using network visualization
and trend analysis. Similarly, Tatale and Bhirud [44] incorpo-
rated crime data from a police station and predicted the crime
hot spots using a data mining technique. Sukhija et al. [45]
used a statistical analysis tool (SaTScan) to identify crime
hot spots by determining the crime clusters in statistical
terms. Recently, Garcia-Zanabria et al. [46] used a narcotics
dataset to perform spatiotemporal analysis to determine crime
patterns at the street level. While the aforementioned systems
have utilized the extracted geolocations of crime incidents for
useful analyses that provide a better landscape of criminal
activities in different areas, users in law enforcement and
policy-making domains could further benefit from detailed
crime metadata extracted from news content. Furthermore,
the ability to assess the overall crime intensity and severity
in each region could prove useful to general users in seeking
safe destinations for their travels, residents, and businesses.

This study examines the limitations presented by the
current crime monitoring systems reviewed above and
proposes a novel system called CAMELON. This intelligent
and comprehensive system is designed to cater to the needs
for crime information of local law enforcement, national-
level policymakers, and the general people. The objective of
the CAMELON system is to effectively utilize the entirety
of the information contained in crime news reports. This
involves the extraction of comprehensive crime metadata
from news content, utilizing the extracted geolocations and
time of incidents for multi-level spatiotemporal visualization
and analysis, summarizing regional criminal intensity and
severity through the implementation of a novel Criminometer
index, and developing a user-friendly web-based system
for easy navigation. Furthermore, utilizing state-of-the-art
deep learning cross-lingual language models, the system is
designed to be generalizable to other crime classification
schemes and linguistic contexts governing different criminal
landscapes and languages in different countries. The results
of the user-based usability evaluation indicate that the
proposed system has the potential to be beneficial for the
intended target users. However, the evaluation also highlights
areas for improvement that could better meet the specific
needs of different user cohorts. Table 1 presents a comparative
analysis of the existing crime monitoring systems and the
proposed CAMELON system.

III. PRELIMINARY STAKEHOLDER SURVEY
Before developing the proposed system, a survey was
conducted among a diverse group of potential users, including
individuals from various age groups and occupations. The
survey primarily targeted those working in fields related
to law enforcement, policymaking, students, and the gen-
eral public. The aim of the survey was to evaluate the
existing methods and objectives of obtaining crime-related
information while identifying the gaps in the information
needs. The inquiry was categorized into three distinct groups,
namely, participants’ background information, current meth-
ods of obtaining criminal activity updates, and requisites
for location-based crime information. The survey was
administered through the distribution of online questionnaires
to the designated user cohorts in Thailand, allowing them to
partake in an entirely confidential manner or abstain from
participation.

A. BACKGROUND INFORMATION
A total of 119 participants responded to the survey whose
distribution of age ranges is illustrated in Figure 1. The
majority of the participants are at least 36 years old (66.4%),
followed by the age ranges 19-26 years (22.7%), 27-35 years
(9.2%), and not older than 18 years (1.7%). As suggested
by the aforementioned age range distribution, the majority
of the participants tend to already have stable jobs or are
currently in college. Figure 2 shows the distribution of the
participants’ occupations. A total of 79 participants were
government officers, followed by 29 students, six business
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TABLE 1. Comparison between existing crime monitoring systems and the proposed CAMELON systems.

FIGURE 1. Age ranges of the survey population.

employees, six business owners, and two other occupations.
Note that the government officer group also includes law
enforcement officers and those working at the policymaking
level. Furthermore, the sum of the numbers in Figure 2 is

FIGURE 2. Current occupations of the survey population.

greater than 119 since a participant can have more than one
job. For example, one can be a full-time government officer
while pursuing a part-time graduate degree as a student.

B. CURRENT CRIME NEWS INFORMATION
The second part of the questionnaire inquired about the
current means of receiving crime information from the news.
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FIGURE 3. Sources for receiving crime news information.

FIGURE 4. Purposes of receiving crime news.

Each participant was asked about the current channel for
receiving crime news, where one could choose more than
one option. Figure 3 summarizes the responses. The majority
of the participants opted for television (n = 84), followed
by Facebook (n = 75) and online news from the publishers’
websites (n = 58).

Next, each participant was asked about the purposes of
keeping abreast of crime news, and the responses were
provided as free text. We summarized the responses to
this question and categorized them into three categories:
raising awareness (to prevent similar crimes from happening
to oneself), following updates of specific crime incidents
(especially major crimes that trigger public concerns or
controversy), and others. Figure 4 visualizes the responses,
where the majority followed crime news to learn from past
incidents to prevent or to protect themselves from getting
involved in ones. In summary, the survey responses in this
part indicate that there is still a persisting need for timely and
convenient information on crime activity.

C. NEEDS FOR SPATIAL CRIME INFORMATION
In Thailand, there has not been an established crime
monitoring system that can process and visualize crimes in a

FIGURE 5. Perception of current safety.

FIGURE 6. Level of interest for vicinity-level crime information.

spatiotemporal fashion. Only closely similar existing system
in Thailand merely uses quantitative crime statistics from
Thailand’s Ministry of Interior2 to visualize the frequency
of different crime types at a coarse-grained regional level.3

However, the crime statistics used in their system’s visualiza-
tion date back to 2019 without a further update. Furthermore,
the spatial information is quite coarse-grained and does not
provide a clear landscape of current criminal activities that
local police can use to make an informed decision. Therefore,
the questionnaire in this part was designed to understand the
target groups’ need for timely spatial information on criminal
activities at the vicinity level.

The first question asked each participant whether they felt
safe from everyday crimes around their vicinity. Figure 5
depicts the distribution of the responses ranging on a Likert
scale from 1 (completely unsafe) to 10 (completely safe). The
distribution appears left-skewed, indicating that the majority
of participants felt comfortably safe in the proximity of their
living.

The next question then inquired each participant about
their interest in the ability to navigate crime information in
a spatial manner at the vicinity level (both their own and

2http://edw-opendata.moi.go.th/dataset/page/5e9fb64e35a3945ea/
521caba5cc1e2e915ed575168900

3https://github.com/KittapatR/Tumruat
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FIGURE 7. Level of concern for crime-related safety when traveling or
relocating to other places.

others) as opposed to conventional ways of perceiving crimes
traditionally ranked by recency and importance alone (i.e.,
highlighted crimes selected by news publishers). Figure 6
shows the distribution of the Likert responses ranging from 1
(least interested) to 10 (most interested). The distribution
appears to be left-skewed, indicating that most of the
participants yearned for the ability to navigate area-based
crime incidents at the vicinity level.

The last question in this part specifically targeted users
who were general people, inquiring how concerned they
were about crimes when traveling or relocating to different
places. The participants’ responses were measured using
the Likert scale, which ranges from 1 (least concerned) to
10 (most concerned). The distribution of these responses is
visually represented in Figure 7. The distribution exhibits a
left-skewed pattern, indicating that a significant proportion
of respondents reported a degree of apprehension regarding
criminal incidents occurring in the areas they intended to visit
or reside in. It is noteworthy that the existing crime infor-
mation systems in Thailand lack the capability to assimilate
and furnish exhaustive analysis regarding criminal activities
in individual locations, thus rendering them inadequate in
addressing the concerns of the intended users with regard to
crimes in close proximity. This evidence further underscores
the importance of having a spatiotemporal crime activity
visualization that is user-friendly and easily accessible to
diverse users.

IV. METHODOLOGY
Prior research has proposed implementing crime monitoring
systems that rely on news reports. However, these systems
focus on classifying crime reports into finer-grained cat-
egories and geographically plot crime occurrences based
on the extracted geolocations and gazetteers. As proposed,
the CAMELON system introduces novel supplementary
functionalities that involve extracting and visualizing crime
metadata from individual news articles. Moreover, users can
examine the patterns of particular criminal activities within
each locality nationwide. The proposed system includes the

novel Criminometer index that measures the aggregate level
and severity of criminal activity in each region. Implementing
such a system could potentially yield advantages not only
for regional law enforcement and high-level governmental
decision-makers but also for individuals seeking secure
destinations for their purposes.

Figure 8 illustrates the high-level diagram of the proposed
CAMELON system. First, online news articles are routinely
collected. Each article is parsed for the publish date/time and
textual information such as the title, introduction, and body
text. Each article is then classified into finer-grained crime
types, where non-crime articles are discarded. Each crime
article is then parsed for metadata attributes. The crime type
and metadata information are stored in a central database,
where the front-end system retrieves relevant information for
further processing and visualization. The proposed system
exhibits a high degree of generalizability, as its methods are
not limited by crime types, metadata schemes, languages,
and countries, rendering it applicable in any geographical
context where predominant sets of crime types are different
and news articles are published in diverse languages. The next
subsections delve into individual components in more detail.

A. DATA COLLECTION AND PROCESSING
The proposed CAMELON system is fueled by publicly
accessible online news articles. Once reputable news outlets
are identified, automated mechanisms could be programmed
to collect news articles routinely in accordance with each
news publisher’s regulations. The frequency of collection
can be determined based on the availability of computing
resources. Each news article is collected in a raw HTML
format. Furthermore, different news publishers present their
news articles in different formats. Therefore, an HTML
parser must be implemented for each news outlet with the
aim of extracting commonly available information, namely
publication date/time, title, introduction, and body text. The
extracted information is stored in the database for further
digesting and processing.

B. CRIME TYPE CATEGORIZATION
While most news outlets have a dedicated category for
crime reports, such a dichotomy classification is often
too coarse-grained for downstream analyses of criminal
activities. Furthermore, publishers may pre-categorize some
crime reports into non-crime categories. For example, ‘‘Local
News’’ may also report crime and accident incidents from
less populated regions within the country that are relatively
less sensational compared to those that make it to the main
‘‘Crime’’ category. Therefore, relying on the publishers’
categories is inherently insufficient for downstream tasks,
especially those requiring analyzing crime activities at the
vicinity level.

To mitigate the limitations, the proposed system incorpo-
rates an automatic categorization of news articles into their
respective finer-grained crime types. Crime types considered
in this research include gambling, murder, sexual abuse,

VOLUME 12, 2024 22785



S. Pongpaichet et al.: CAMELON: A System for Crime Metadata Extraction and Spatiotemporal Visualization

FIGURE 8. High-level diagram describing the proposed CAMELON system.

theft/burglary, illegal drugs (both dealing and consumption),
battery/assault, and accidents. Articles that do not fall within
the aforementioned crime types are classified as non-crime
and neglected by the system. Note that categorizing accidents
as criminal activities is a topic of debate [47]. However,
this study chooses to delve into accidents, particularly those
occurring on roads, due to the violent nature of such incidents
that are instigated by human actions and lead to loss of
life and property, akin to criminal acts. Consequently, the
capacity to analyze and represent accident data may assist law
enforcement personnel and policymakers in disrupting and
averting such violence at its underlying causes. Furthermore,
we observed that a crime news article could fall into multiple
crime types. For example, a news report of a drug addict
getting caught for beating up civilians while being influenced
should be categorized as drug and battery/assault crimes.
Therefore, the crime type categorization problem is framed
as a multi-label text classification task, where a news article,
represented by its textual content, is labeled with at least one
crime type. A dataset for developing the automatic crime
categorization was constructed. Three human annotators
manually labeled a subset of news articles, where themajority
votes were used to resolve the final labels.

Many state-of-the-art deep learning algorithms for docu-
ment classification can be modified to serve the multi-label
classification task by adjusting the last component of the fully
connected layer to output independent probabilities associ-
ated with each class. This research considered four deep
learning models, including Bidirectional Long Short-Term
Memory (BiLSTM) [48], WangchanBERTa, Multilingual
BERT (MBERT) [49], and XLM-RoBERTa (XLMR) [50].
WangchanBERTa [51] is a RoBERTa-based model pre-
trained with Thai corpora. Pre-training these models does
not rely on specific language knowledge and can be easily
generalized to other languages as long as the text can be
tokenized. The MBERT and XLMR models were pre-trained
with parallel copula with diverse languages; therefore, these
two models could support multiple languages by default.

We fine-tuned these models on the labeled dataset. The
specifications of the models and the training were as
follows. First, we used the binary cross-entropy loss to

train the models using Adam optimizer [52]. The BiLSTM
utilized the pre-trained Thai2Vec word embeddings with
300 dimensions [53] and was trained for 100 epochs using
the learning rate of 1e − 3. The transformer-based models
(WangchanBERTa,MBERT, and XLMR) were fine-tuned for
four epochs [49] using the learning rate of 2e − 5, and the
weight decay of 0.01.

We reported the performance of the classification models
using a standard 10-fold cross-validation protocol. For each
fold, the news articles were stratified and divided into
training, validation, and testing sets in the ratio of 80:10:10.
Standard classification evaluation metrics, including pre-
cision, recall, and F1-score of each class, were reported.
We used the F1-score as the main evaluation criteria.

C. CRIME METADATA EXTRACTION
Given a crime news article, the ability to extract important
crime information is useful in crime monitoring and analysis
applications [33]. For example, learning the accumulative
worth of theft incidents could allow policymakers to estimate
the severity of such problems that can be used to investigate
the population poverty in the target region as a potential
root cause. Furthermore, upon observing a surge in road
accidents from drunken drivers during a festival period, local
law enforcement may opt to augment its patrol presence
in the vicinity of recreational establishments or furnish
transportation services for inebriated drivers. In addition,
it is possible for policymakers at the local level to increase
the penalties associated with instances of driving under the
influence of alcohol.

The crime metadata extraction problem is framed as a
named entity recognition (NER) task. Specifically, the crime
metadata extractor parses a crime news article and identifies
spans comprising sequences of same-class tokens that consti-
tute different types of metadata of interest. Different labels,
types, and examples of crime metadata attributes used in this
research are listed in Table 2. The selection of these metadata
labels is based on the previous studies reviewed in Section II
such as criminal, victim, place, and date/time, with additional
labels from consultation with experts in law enforcement
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TABLE 2. Types of crime metadata as well as their descriptions and contextual examples. Certain named entities are anonymized.

and public policies. Note that these metadata attributes are
shared among diverse types of crimes. Since the target case
study comprises Thai news articles, a comparable English
translation is also provided. The underlined bold-italic texts
are the spans that should be extracted according to their
corresponding label. Criminals, victims, and police are of
the person type, which can be identified with names and
their prefixes. Date/time, locations, and items are of the

date, location, and object types, respectively. Note that
the aforementioned metadata attributes are standard named
entities commonly defined in a typical NER task. Therefore,
it appears that a natural solution for most of the previous
crime metadata extraction methods is to utilize existing NER
tools to extract standard named entities (e.g., person, location,
and date/time) first before classifying them into crime-related
types [37], [38].
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In addition to standard named entities, we also propose
extracting free-text responses as crime metadata, including
actions, worth, root causes, and triggers. An action describes
the criminal acts performed by the perpetrators. The aggre-
gate trends of criminal actions could shed light on the legal
loopholes or weak enforcement that necessitates policy-level
remedy [54]. For example, weapon control policies can
be devised upon seeing heightened trends of murder and
assault involving gun or knife fights. The worth information
refers to damage or value as a result of the corresponding
criminal action, such as the worth of stolen properties (theft
crime) or damages (accident), the value of the evidenced
drugs (drug crime), and injuries or mortality (murder, sexual
abuse, and assault crimes). Such worth information could
enable additional quantitative crime analysis pertaining to
the collective damages of certain crime types in different
regions [55]. The root cause information refers to the
background condition or motivation that leads to the tendency
to commit a crime, such as poverty, alcohol influence, belief,
and mental condition. It should be noted that a root cause
does not directly contribute to the decision-making process
of committing crimes. Rather, it serves as a pre-existing
condition that increases the perpetrator’s chance to make the
decision to engage in criminal behavior. Studying the root
causes of crimes has gained attention in criminology [56].
While these root causes are not direct excuses for committing
crimes, if evidence shows that a crime rate has risen
because of certain root causes, then policymakers could
inject preventive measures to combat or suppress these root
causes before they escalate into uncontrollable criminal acts.
For example, upon learning that theft crimes are prevalent
in an area where people are poor, governmental agencies
responsible for public labor could implement activities that
involve furnishing people with the necessary skills for the
job markets. Finally, trigger information or proximity risk
factor [57] involves the causes that urge perpetrators to
decide to commit crimes, especially violent and intentional
ones. Triggers are often spontaneous circumstances, such as
emotional temptation, hallucinations, and deception. What
differentiates a root cause from a trigger is that a root cause
can be directly and effectively addressed by implementing
appropriate policies, while a trigger is more individual and
circumstantial.

While the addition of the aforementioned novel free-text
crime metadata attributes is crucial for crime monitoring and
policy-level analysis purposes, extracting them can prove
difficult because standard NER tools do not recognize these
free-text attributes. Therefore, we propose to build a crime
metadata extractor from scratch following the NER method-
ology. First, samples of crime news articles were annotated
using Doccano’s named entity recognition annotation tool,4

as depicted in Figure 9. After the annotation was finished and
verified, each article was exported from the annotation tool,
where the text was tokenized. Since the case study involved

4https://github.com/doccano/doccano

Thai articles, PyThaiNLP’s Newmm5 (default) tokenizer
was used; however, open-source tokenizers are available for
various languages should the proposed system be adopted in
a different linguistic setting. Figure 10 illustrates an example
of annotated tokens from a sentence.

Several traditional machine learning and deep learning
algorithms were explored for this task, including Con-
ditional Random Field (CRF), Bidirectional Long Short-
Term Memory with Conditional Random Field (BiLSTM-
CRF), WangchanBERTa, and XMLR. The CRF model was
optimized using the L-BFGS algorithm with a maximum
of 500 iterations. The BiLSTM-CRF model initialized the
word embeddings using the pre-trained Thai2Fit [53] with a
hidden size of 400. The model was trained using the Adam
optimizer with a recurrent dropout rate of 0.5, batch size of
32, and training epochs of 20. For transformer-based models
(WangchanBERTa and XLMR), the models were fine-tuned
using the Adam optimizer for four epochs using the learning
rate of 2e − 5 and the weight decay of 0.01. Since the
length of a news article may exceed the maximum capacity
of deep learning models (i.e., 512 tokens), each article was
first segmented into sentences, where the metadata extractor
is run on each sentence instead of a whole document.

The assessment of the crime metadata extraction task’s
effectiveness involves using standard evaluation metrics such
as precision, recall, F1, MCC, and accuracy. The annotated
news articles were first document-wise divided into three
stratified sets, namely training, validation, and testing sets,
with a ratio of 80:10:10, respectively. The training process
for each model involved utilizing the training set, with
hyperparameters being optimized on the validation set and
subsequent evaluation on the testing set.

D. SYSTEM IMPLEMENTATION
We implemented a web-based application to demonstrate
and promote the proposed system’s benefits. First, we ana-
lyzed the preliminary surveys, which guided us to the
four analytical tasks addressed by CAMELON, including
crime pattern identification, spatiotemporal crime navigation,
crime metadata visualization, and regional overall crime
assessment. Then, we designed the system architecture using
a three-tier architecture approach [58]. Finally, a variety
of visualization tools were selected to accomplish the
aforementioned tasks.

1) SYSTEM TASKS
From the survey results in Section III, the proposed system is
designed to offer users the following four primary tasks.

• Task #1 - Identify crime patterns at the national,
regional, and province levels: Showing crime trends and
patterns at different fine-grained spatial levels can better
help estimate crimes, which benefits law enforcement
officers in making preemptive decisions.

5https://pythainlp.github.io/docs/2.0/api/tokenize.html
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FIGURE 9. Example of Doccano’s snapshot of labeling session for the crime metadata extraction task. Certain named
entities are anonymized.

FIGURE 10. Example of annotated tokens in a sentence. Certain named entities are anonymized.

• Task #2 - Interactive selection of spatial, temporal, and
crime’s type aspects of interest: Since we collected
numerous new articles from more than ten years and
offered them in aggregated and individual value, the
ability to highlight the areas and temporal periods

of interest to navigate crimes could prove to benefit
users.

• Task #3 - Visualization of crime metadata extracted by
the metadata extractor: Local police and policymakers
can investigate the important structural details of each
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FIGURE 11. High-level diagram of the CAMELON’s 3-Tier system architecture.

crime incident without tediously going through all the
news articles themselves.

• Task #4 - Crime assessment via the Criminometer
index at the province level: Such a mechanism provides
detailed information on crime incidents on the map
as well as Criminometer indexes, constructed by well-
established weights of different crime types and used for
the evaluation of the severity and intensity of criminal
activity in each area to promote safety awareness.

2) SYSTEM ARCHITECTURE
As shown in Figure 11, we used the three-tier architecture in
designing theCAMELON system. The first tier is the database
layer, which contains the data storage and data model used in
the system. The second tier is the business logic layer, which
handles the core logic and functionality of the system. Finally,
the third tier is the presentation layer, which focuses on visual
representation and user interaction. The detailed components
and technology stack used in each layer are explained in the
following section.

3) DATABASE LAYER
A Python program was implemented to pre-process the raw
news articles and store the extracted data in a MySQL
database, which is a robust and reliable database solution.
These data are separated into spatial, temporal, and metadata
representations.

a: SPATIAL REPRESENTATION
To analyze crime incidents and present them on the map,
fetching accurate and precise locations of crimes is non-
trivial. We extracted the location from each news article at
the level of the nation, province, and specific geographical

coordinates (latitude and longitude) using Google Geocoding
API6 to translate the extracted textual location to a specific
geolocation. Furthermore, when the specific geolocation
cannot be extracted or is unavailable, the coarse-grained
location at the province level is used. Such a provincial
location is extracted using PyThaiNLP’s tag_provinces
function7 where it is mapped to the representative geolocation
of the corresponding province using a gazetteer.

b: TEMPORAL REPRESENTATION
In addition to geographical coordinates, the temporal infor-
mation pertaining to the commission of crimes and the
publication of related news articles were extracted and
subsequently stored within the database. Temporal data is
typically obtainable at a granular level of date and sometimes
a time of day.

c: METADATA REPRESENTATION
All news articles were categorized into appropriate crime
types based on our proposed classification model. The crime
categories were the fundamental and required metadata.
In addition, other crime metadata (in Table 2) were extracted
using our proposed model and stored in the database.

4) BUSINESS LOGIC LAYER
This layer is the interface between the database and
presentation layers. It was designed to provide reliable,
scalable, and efficient services for retrieving and processing
crime-related data according to client-side requests. Three
main components were implemented.

6https://developers.google.com/maps/documentation/geocoding/
overview

7https://pythainlp.github.io/docs/2.1/api/tag.html
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a: SPATIAL-TEMPORAL AND CRIME TYPE AGGREGATION
To reduce the computational time on processing a large
volume of news documents, we aggregated the number
of crimes by location, date, and crime types in various
combinations, for example, the total number of articles that
fall within each crime category during each month at the
national level.

b: CRIMINOMETER COMPUTATION
This research proposes Criminometer as the crime index that
represents the severity and intensity of the crime rate in each
area at the province level. The Criminometer index value of
the province x is calculated as follows:

Criminometerx =

∑
i∈I Ci ∗Wi

Px
(1)

where x represents a particular province, i ∈ I represents the
type of crime in the set of all crime types I , Ci is the number
of crimes of the crime type i that occurred in the province x,
Wi is the weight reflecting the violence associated with the
crime type i, and Px is the population size of the province x.
Since different types of crimemay affect people’s concerns

and awareness at different levels. For example, knowing that
a murder incident happens in the neighborhood would cause
one to be more concerned about their safety than a gambling
crime. Therefore, a different weight is used for each crime
type in the calculation of the Criminometer index that reflects
the level of intentional violence. In our research, the capital
penalties for each crime type defined by the Thai Criminal
Code 1956 [59] published by the Royal Thai Government
was used as the referenced weights. Specifically, the crime
type with higher legal punishment has a higher weight score
as follows: murder (W1 = 4), theft/burglary (W2 = 3),
sexual abuse (W3 = 2), battery/assault (W4 = 2), drug
(W5 = 2), gambling (W6 = 1), and accident (W7 = 1).
However, future work adopting the concept of the proposed
Criminometer index can use a different established weighting
scheme.

Moreover, as mentioned by Cote [60], when comparing
these indexes across different regions, one should keep
in mind that the basis of each quantity may differ for
each area unit. For example, it is intuitive that a capital
province with a denser population would have higher crime
incidents compared to rural ones. However, such big cities
are also equipped with more stringent law enforcement
and better crime management systems. Therefore, using the
weighted frequency of crime incidents alone to constitute
the crime index would be biased towards more rural areas
as safe destinations than urban ones. Therefore, a way to
cope with this problem is to normalize the weighted crime
activities with some basis of the areas such as population.
Implementing this concept, the proposed Criminometer index
then normalizes the number of weighted crimes with the
target province’s population size, as reflected in Equation 1.

c: CAMELON WEB API SERVICES
This backend service is built using Node.js,8 a popular and
efficient server-side JavaScript runtime. These scalable and
high-performance services can handle a large volume of
requests from the client-side application.

5) PRESENTATION LAYER
This layer contains various interactive data visualization
components. This frontend web application is built using
React as its foundation, with various libraries supporting
the desired functionalities. For example, Chart.js is a library
for data visualization that currently supports eight chart
types: bar, line, area, pie, bubble, radar, polar, and scatter.
OpenStreetMap library contains geographical data presented
on the map such as roads, trails, points of interest, etc.
Leaflet is a well-known JavaScript library that supports many
interactive map features such as tile layers, drag panning, and
scroll wheel zoom. This allows users to select and filter the
area of interest.

a: PIN MAP VIEW
Illustrated in Figure 12, this component displays crime
incidents or other relevant data as markers or pins on a map.
It allows users to see the precise locations of incidents along
with extracted metadata such as the crime type, criminal’s
name, victim’s name, the action, incident’s time, and location.
Users can also click on the link to read the original news
articles if needed. Symbols and colors are used to represent
each type of crime on the map. To find the area of interest,
users can either select a province, district, and/or sub-district
from the drop-down list at the top of the map, or they can
simply move around the map area directly. Additionally,
at the bottom of the pin map, users can specify the time frame
to display pins or criminal events happening during such a
period. The number of crimes is shown on the timeline to
provide additional context. This visualization is designed to
achieve the System’s Task #3.

b: HEAT MAP VIEW
The heat map visualizes the density of crime incidents
using color gradients, as depicted in Figure 13. It helps in
identifying areas with higher or lower crime rates. The crime
hotspot areas can be easily identified. Similar to the pin map,
users can select specific areas by choosing province, district,
and sub-district from the list, or they can move around the
map. This heat map is designed to support the System’s
Task #1.

c: CRIME METER VIEW
As mentioned in the business logic layer, the crime index
called Criminometer is computed at the province level.
A choroplethmapwas chosen to visualize such Criminometer

8https://nodejs.org/en
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FIGURE 12. Example snapshot of the Pin Map View component with extracted crime metadata. Identifiable and personal information is
censored.

indexes. This map uses different shades to represent different
index values in specific geographic areas, which allows users
to easily identify areas with higher or lower crime indexes,
aiding in their understanding of crime hot spots and helping
them make informed decisions. The Criminometer value was
re-scaled into the range of 1 to 100 and then divided into
five levels. Each level was represented with a different color,
as shown in Figure 14. In addition, the top ten provinces
with the highest Criminometer indexes are listed to urge
stakeholders of the urgent crime management in these areas.
By providing a comprehensive overview of crime rates at
the provincial level, the choropleth map contributes to the
System’s Task #4.

d: TEMPORAL EVOLUTION VIEW
As illustrated in Figure 15, this analytics component provides
analytical insights and summaries based on the processed
data. It includes the following two sub-components. First,
the ShowCrime Statistics Over Time sub-component presents
total crime rates in the country using line or bar graphs
to highlight key statistics, trends, or patterns over time.

Users can select a specific time range and crime type from
the drop-down list. Second, the Display Crime Type Chart
sub-component presents the total crime rate categorized
by the crime type over time. The radar chart is used
to make the data more understandable and interpretable.
This temporal analysis is presented to achieve the System’s
Task #1.

e: SPATIAL, TEMPORAL, AND METADATA SELECTOR
Figure 15 also presents the selector component, which allows
users to refine their data based on specific criteria. It includes
the following two sub-components. First, the Input Location
sub-component enables users to input a specific location to
filter the data, such as provinces, districts, and subdistricts.
It restricts the displayed or analyzed data to the selected
location. Second, the Input Date and Time sub-component
allows users to specify a date and time range to filter the
data. It helps in narrowing down the data to a specific time
period for analysis. This component ensures that the System’s
Task #2 is supported.
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FIGURE 13. Example snapshot of the Heat Map View component.

FIGURE 14. Example snapshot of the Criminometer Map View component.

V. EXPERIMENTS, RESULTS, AND DISCUSSION
This section discusses the datasets, experiments, and high-
lighted evaluation results pertaining to the crime type
classification, crime metadata extraction, and the system
usability evaluation.

A. CRIME TYPE CLASSIFICATION
The crime type classification task entails the development
of a document multi-label classifier that assigns a news
article to its corresponding crime categories. It should
be noted that, according to the multi-label classification
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FIGURE 15. Example snapshot of the Temporal Evaluation View component.

TABLE 3. Statistics of the annotated news articles for the crime type
classification task. Note that one article can be annotated with multiple
crime types.

approach, a single article may be categorized under mul-
tiple crime types. A range of cutting-edge algorithms for
document classification was assessed in terms of their
efficacy, and the optimal classifier was selected for incor-
poration into the proposed system. This section provides
a comprehensive analysis of the aforementioned selection
process.

Table 3 summarizes the statistics of the 8,567 news
articles annotated into seven crime and non-crime types.
It should be noted that due to the possibility of an article
being categorized under multiple crime types, the cumulative
count of articles across all crime types exceeds the overall
number of articles. The three most prevalent types of crimes
with high frequency are murder, battery/assault, and drug-
related offenses, respectively. It is also worth noting that the
incidence of gambling-related crimes is relatively low when
compared to other categories of criminal activity.

Table 4 highlights the classification performance of the
different classifiers in terms of class-wise F1. The XLMR
model demonstrated the highest F1 score of 0.860, which was

superior to the second-best performing classifier, Wangchan-
BERTa, by a margin of 2.02%. Moreover, XLMR exhibited
superior performance in nearly all crime categories, with
the exception of gambling crime, in which WangchanBERTa
outperformed it. Given that the average F1 score served as
the primary criterion for selection, the XLMR model for
classifying crime types was chosen for incorporation into the
system pipeline.

B. CRIME METADATA EXTRACTION
The crime type classifier validated in the previous section
was used not only to categorize crime news reports into their
finer-grained crime types but also to screen out non-crime
articles. The crime metadata extractor next parsed each crime
article to distill important crime-related information. This
section reports the annotated data and evaluation results of
the crime metadata extraction task. Additionally, pertinent
discussion on sensitivity analyses of parameters is also
presented.

The statistics pertaining to the 4,650 annotated news arti-
cles utilized for training and validating metadata extraction
models, categorized according to various types of crimes,
are presented in Table 5. In addition, the distribution of the
number of entities, number of tokens, and average entity
length (in terms of tokens) across various metadata labels
are presented in Table 6. The average length of each entity
ranges from 5 to 13 tokens, with location entities exhibiting
the longest average length. The reason for this is that
Thai crime news reports frequently include comprehensive
location details, encompassing complete addresses that
incorporate place names, road names, sub-districts, districts,
and provinces. Notwithstanding their free-text nature, the
trigger attributes exhibit the lowest average length. One
possible explanation for this phenomenon is that trigger
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TABLE 4. Classification performance comparison of the crime type classification task in terms of F1.

TABLE 5. Statistics of news articles, divided by relevant crime types, used
in the annotation process for the crime metadata extraction task.

TABLE 6. Statistics of annotated crime metadata entities.

information is typically only available for violent crimes,
which tend to involve well-established risk factors such as
alcohol consumption and emotional provocation.

1) MODEL SELECTION
The study employed the NER formulation to train and evalu-
ate the performance of CRF, BiLSTM-CRF,WanchanBERTa,
and XLMR models in extracting various crime metadata
types. The problem at hand was formulated as a multiclass
token classification task, wherein the objective was to classify
each token present in the text as belonging to a crime
metadata entity or not. The best extractor would be chosen
for incorporation into the proposed system’s pipeline.

Table 7 reports the evaluation results on the crimemetadata
extraction task of different NER models. We reported using
per-token evaluation metrics, including precision, recall, F1-
score, MCC, and accuracy. On average, XLMR performed
best, with an average F1-score of 0.51, whileWanchanBERTa
had the second-best performance, with an average F1-score of
0.50. Comparing these two NER models, the XLMR model
performed better on the criminal, victim, date/time, action,
and root cause labels, while the WanchanBERTa model
outperformed the other on the police, location, and worth

TABLE 7. Comparison of the performance among different classification
algorithms of the crime metadata extraction task.

labels in terms of F1-score. Since XLMR has a marginally
better performance than WanchanBERTa and can support
diverse languages due to being cross-lingual, facilitating
applications that need multilingual information access and
processing [61], it was chosen for integration into the system.
It is interesting to note that while BiLSTM-CRF has been
a popular choice for NER tasks in low-resource language
settings [62], [63], [64], this has been proved otherwise for
the Thai language, especially in our case study. Furthermore,
the performance wielded by the BiLSTM-CRFmodel is quite
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TABLE 8. Performance of XLMR on the crime metadata extraction task,
using only closed-form entity types.

on par with the traditional CRF model, with an average F1
score of roughly 0.40. It is also worth noting that the training
times of CRF, BiLSTM-CRF, WangchanBERTa, and XLMR
were 37, 479, 88, and 86 minutes, respectively. CRF had a
modest training time, 57% faster than XLMR, due to not
utilizing the deep learning mechanism (i.e., does not rely
on GPUs for computation), while securing the performance
on par with BiLSTM-CRF in terms of average F1-score,
and was only 20% worse than that of XLMR. Hence,
it can be inferred that although XLMR exhibited superior
performance, in cases where the platform for implementation
has restricted computational resources or constraints on
model training time, the CRF model may prove to be a more
viable and efficient alternative.

2) CLOSED-FORM METADATA EXTRACTION
In this research, closed-form metadata entities refer to
those that are not free-text, including criminal, victim,
police, date/time, location, and items. Each such entity
often forms a contiguous chunk of noun phrases with clear
boundaries in the text and, therefore, relatively easy to spot
by humans and machines. The previous section reports the
performance of the extractor models when trained to perform
a multiclass classification task that also includes the free-text
labels, such as action, worth, root cause, and trigger, which
could potentially hinder the model’s overall performance.
Therefore, a natural question would arise as to how the
model would perform if it focused on only closed-form
metadata. To answer this research question, the best model
from the previous section, XLMR, was chosen to retrain and
evaluate with only the closed-form labels aforementioned
defined.

Using the same evaluation protocol as the previous section,
Table 8 summarizes the experiment results. As expected, the
model’s performance became better when focusing on only
the closed-form metadata, as the average F1-score increased
from 0.51 to 0.67 (31.37% improvement); however, with the
sacrifice of the ability to extract the free-text metadata, which
could be additionally valuable for crime analysis purposes.
Therefore, the adopting platform would need to weigh out the
pros and cons of integrating these novel free-text metadata
attributes into their system. In addition, future work could
seek to develop a dedicated model for free-text metadata
extraction using the question-answering (QA) model training
paradigm [65].

TABLE 9. Comparison between text segmentation modes (chunk-wise vs.
sentence-wise) on the closed-form crime metadata extraction task.

3) IMPACT OF THE TEXT SEGMENTATION METHODS
Currently, the metadata extraction module first segments a
news article into sentences and processes them as a sequence
of small documents. However, most deep-learning language
models have a larger capacity to handle a document whose
length is longer than a sentence. For example, the XLMR
model can handle a document with up to 512 tokens at a time.
A natural research question would arise as to how the model
performance would differ if it were to process larger chunks
of text. To address this research question, we performed
another experiment where a news article was segmented
into chunks of sentences of at most 500 tokens. The
XLMR model was trained and validated using the evaluation
protocol on the closed-form metadata, similar to the previous
section.

Table 9 summarizes and compares the extraction per-
formance between training the XLMR model with chunks
and sentences of text. On average, training the model
with a sequence of sentences yielded the best performance
in terms of F1 of 0.67, outperforming the chunk-wise
method by 4.69%. The enhancements in performance are
particularly evident in the labels pertaining to location,
police, and items, which exhibit F1 improvements of 14.08%,
13.46%, and 11.11%, respectively. This phenomenon may
be attributed to the characteristic of closed-form entities,
which are clearly defined on their own, enabling the
model to make contextual decisions within the sentence.
Consequently, the inclusion of multiple sentences within
a single chunk may introduce extraneous and unhelp-
ful information, thereby impeding the model’s learning
capacity.

C. SYSTEM USABILITY EVALUATION
A set of user studies was conducted to gauge the proposed
system’s ability to satisfy target users’ requirements and
needs. The usability evaluation was divided into two phases
based on the testing methodology and target groups: 1)
Intensive Usability Test, a comprehensive usability test
and interview with a small group of participants, and 2)
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Satisfaction Survey, a system’s features satisfaction survey
with a broader and larger group of participants.

1) INTENSIVE USABILITY TEST
We devised a comprehensive set of five test case scenarios
aimed at evaluating the user’s ability to accomplish tasks
efficiently and determining the ease of use of various
functions within the system. Each participant was given five
tasks to perform, each of which was compared with the
estimated time reference. Such an estimated reference of time
usage in each case indicates the high usability of the system,
calculated from the average time spent by the developers
multiplied by three to account for the developers’ familiarity
with the system. This evaluation approach aims to provide
users with ample time to interact with our system. The five
test case scenarios are as follows:

1) Display temporal analysis: In the temporal evaluation
view page, users were asked to display only the
information of a specific crime type from the year
2016 until 2021. [Expected time: 15 seconds]

2) Show crime metadata: In the pin map page, users were
asked to use the spatial selector to go to a specific
region (province, district, and sub-district), find a pin
representing a specific crime type, and then click
to show the crime metadata detail. [Expected time:
40 seconds]

3) Apply interactive selection: On the pin map page,
users were asked to display only pins representing a
particular crime type during a specific month and year.
[Expected time: 40 seconds]

4) View Criminometer: In the crime meter view page,
users were asked to find the top 10 provinces with
the highest crime indexes and find a way to show the
Criminometer index of a given province. [Expected
time: 25 seconds]

5) Analyze crime hotspot area: In the heat map page, find
the largest crime hot spot in Thailand. [Expected time:
15 seconds]

These carefully constructed test cases encompassed a wide
range of user interactions to gather meaningful insights
into the system’s usability and identify potential areas for
improvement.

All the system testers were older than 18 years old. They
could comprehend Thai news and had digital literacy in
browsing the internet and using personal computers. The time
spent on each task by nine participants (testers) is reported
in Figure 16. The results indicate a positive achievement,
demonstrating that the majority of participants were able
to complete the assigned tasks within the expected time
limit successfully. The overall outcome suggests that our
system exhibits a high level of user-friendliness, as testers
were able to navigate its functionalities with relative ease.
However, upon closer examination, it was observed that a
few tasks exceeded our established baseline completion time,

especially for Tester 2. He mentioned that the search button
was too small, so he took a while to locate it.

2) POLICE FEEDBACK
In addition to the usability test, we also conducted a
qualitative interview with five target users who were police
officers from a local police station in Naknon Pathom
province. Two of them were between 19-26 years old, the
other two were between 27-25 years old, and the last one
was older than 36 years old. We let them use the system
for about five to ten minutes and then inquired about their
opinions. We received very positive and high-value feedback.
Specifically, we found that the police liked the pin map view
the most. In addition, while the police officers were analyzing
the crimes using the system, the metadata automatically
extracted by the system was found to be useful and could
save their time. Furthermore, the users revealed that they
were not aware of any crime-related systems having key
features similar to our proposed system. They also mentioned
that the system looked practical and better than many of the
applications currently used. A useful suggestion was made
that the integration of police crime reports into the system
would complement the reported statistics and inherently
make the system more reliable and trustworthy. Meanwhile,
another suggestion was made that the system could be
improved by also increasing both the spatial and temporal
granularity of the data when more data sources from all
police stations in Thailand are accessible on a daily basis.
However, some metadata of crime should be anonymous to
protect personal data. Finally, they wished that the proposed
system could be adopted at a national scale to not only assist
police officers in keeping abreast of criminal activities in the
neighborhood but also make people aware of the potential
crimes in their areas.

3) SATISFACTION SURVEY
In addition to the useability evaluation with a small group
of target users discussed in the previous section, we also
conducted a general survey on a larger audience with a
variety of occupations. The objective of this survey is to
evaluate the system by various groups of users on more
specific implementations and the usefulness of each feature.
This finding can highlight the need for future improvements
and refinements to achieve better user satisfaction. In total,
we received responses from 56 participants: 18 government
officers, 20 private sector owners/employees, and 18 univer-
sity students. Each participant was given a URL to test-use
the system via the web browser and asked to complete an
online survey. The results were separated into two categories,
including satisfaction with the system functionality and
usefulness of the system features. It is important to note that
the survey utilized a rating scale with a maximum score of 5,
indicating the highest level of satisfaction/usefulness.

The results shown in Table 10 indicate that, on average, the
participants were satisfied with all system functionalities by
giving scores of more than 4 out of 5. In general, university
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FIGURE 16. Time spent on the five test case scenarios by nine testers and average time spent.

TABLE 10. Users’ satisfaction with the system functionality (Max score =

5 points.).

students gave higher scores than the other two groups. This
could be because students often use online resources and
platforms, so they would be more familiar with the design
of the web application and inherently more adaptive to
using other online web services. The functionality with the
highest satisfaction score among all participants is the ease
of use. The students, who were mostly teenagers, gave the
highest score of 4.72, while the private sector employees
and government officers gave 4.22 and 4.55, respectively.
The ease of use is an important factor in ensuring that
all users can access and analyze crime data in an efficient
and effective manner. The user-friendly design and interface
are particularly important for users who are not technically
inclined. On the other hand, the functionality with the lowest
satisfaction score is the ease of comprehension. This topic
represents whether the contents and information presented
on the system are easy to read and understand. In this
topic, the university students scored the highest, with 4.50,
while the private sector employees and government officers
gave slightly lower scores of 4.25 and 4.00, respectively.
The survey findings pointed us in the direction where the
system could be improved on how the digested information is
presented and visualized in a readily comprehensible manner
to specific groups of users.

Table 11 summarizes the usefulness evaluation of each
implemented visualization in the system from the same
participant cohort. Interestingly, different user groups had
different opinions about the useful functions of the system.

TABLE 11. The usefulness of each visualization component of the system
(Max score = 5 points.).

For example, the government officers found the pin map
visualization to be the most useful, with an average score
of 4.33, because they needed to see the detailed metadata
of individual crime incidents. As a result, the graph and
chart analyses were less popular for this group, with an
average score of 4.06 out of 5. With the nature of their
job responsibility, it is likely that these officers work with
detailed data as part of their routine job functions; therefore,
the summary or aggregated data might seem less useful to
them. For the second group, the private sector owners/officers
found the Criminometer map view to be the most useful, with
the highest average score of 4.45. This could be because the
business owners are familiar with various key performance
indexes as part of measurements for running businesses.
Thus, at a high level, the Criminometer values presented
in the choropleth map view provide an interesting way to
easily comprehend the overall criminal activity in each area.
On the other hand, they found that the heat map view
was the least useful compared to the other visualizations.
This might be because, at the national level, the crime
density seems to be high in big cities such as Bangkok.
As a result, the information gained from this map at the
high level may not be relevant to their particular needs or
decision-making processes. But if we look into a specific
province or district, this visualization can be useful in
finding crime hotspot areas. Finally, the last group comprises
university students. In agreement with the government officer
group, the students also thought that the pin map view was
the most useful, with an average score of 4.56, and the
second most useful visualization was the graph and chart
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analysis, with a similar score of 4.50. However, they found
that the heat map view was the least useful feature. It is
interesting that students found the pin map view as the
most useful visualization, similar to the government officers,
while the heat map was perceived as the least useful feature,
similar to the private sector owners/officers. Regardless, all
the visualization functionalities implemented in our system
received an overall score higher than 4 out of 5, indicating that
the system was perceived as very useful by the three groups
of participants.

D. LIMITATIONS
While the evaluation results of the proposed system are
promising, there is ample room for further enhancement.
First, the current implementation of the system only has one
access mode that serves all the different groups of users
with diverse needs of crime knowledge. Specifically, certain
distilled knowledge may be inappropriate or spurious for
general users, such as victims’ names and specific locations
of the crime sites, especially in residential areas. Therefore,
a separate panel could be implemented for general users,
presenting only filtered relevant information that directly
accommodates their intended uses.

Furthermore, the current system solely retrieves and dis-
plays crime-related data from digital news outlets. Although
considered reliable, it is possible for the system to overlook
certain criminal activities that fail to attract the attention
of the news audience, such as minor robbery and battery
incidents. Hence, in order to enhance the comprehensiveness
of the system concerning criminal activities, it is possible
to introduce a mechanism that enables users to report and
authenticate crimes. In addition, the system could integrate
the capability to establish a connection with the police
database, thereby facilitating the automatic synchroniza-
tion of supplementary reported crimes. However, such an
information fusion mechanism would require the capacity
to distinguish and consolidate crime reports pertaining to
identical criminal occurrences, thereby presenting an event
disambiguation challenge [66], [67].

VI. ETHICAL ISSUES AND SOCIETAL IMPLICATIONS
The CAMELON system is designed to offer a thorough
and prompt representation and evaluation of spatiotemporal
criminal occurrences across the country. The use of news
articles from well-established publishers as sources of
knowledge not only provides timely access to information
from any location but also ensures reliability compared to the
information obtained from social networking platforms [68].
Nonetheless, the utilization of openly accessible data that
can effectively depict real-world phenomena may present
both advantages and disadvantages that require cautious
navigation. Hence, in the event that an organization decides
to implement the proposed system, it is anticipated that there
will be societal ramifications and ethical considerations that
will need to be addressed. This section discusses some of the
aforementioned issues.

A. PRIVACY
Although online news articles may be available to the general
public, they often contain sensitive personal information,
including but not limited to names, addresses, and vehicle
license plates, that can be used to identify individuals. Apart
from disseminating such data through publicly available news
sources, the assimilation and analysis of such information
may give rise to apprehensions among the impacted parties,
which could potentially escalate into a privacy issue of a
significant magnitude. For example, providing information
about a particular site of criminal activity may elicit public
scrutiny of said location, potentially causing disruption to the
surrounding community. In addition, disclosing the identities
of perpetrators, witnesses, or victims in news media may
potentially infringe upon their personal data privacy. Though
one may argue that such personal data is already in the news
content and, therefore, already exposed to the public, the
government implementing this system should take the high
road and tread carefully when handling such sensitive and
personal information.

B. SOCIETAL COSTS
The realization of the proposed system necessitates financial
backing for data access, hardware, development, and upkeep.
The provision of financial support, in the event that the
government adopts the proposed system, is anticipated to be
derived from tax revenues, with the extent of such support
being contingent upon the project’s scope. Moreover, the
adoption of the proposed systems would entail indirect
costs that arise from governmental responses to escalated
criminal activities. These costs may include heightened patrol
dispatches, the implementation of employment programs
to address poverty as a root cause of crime, and the
establishment of weapon control regulations. Although it
is not the primary aim for individuals to assume this
responsibility, the adopting organization must evaluate the
direct and indirect expenses linked to the implementation of
the proposed system for law enforcement and policymakers
in comparison to the advantages that people will receive.

C. ECONOMIC IMPACTS
One of the identified user cohorts of the proposed system
encompasses tourists seeking secure destinations for travel.
While these tourists can use the system to explore criminal
activities and via the proposed Criminometer indexes in
specific locations before making their travel decisions, such
functionality could prove to have both positive and negative
economic impacts on certain regions. For example, regions
that are considered relatively safe from crime tend to draw
visitors, leading to the emergence of tourism-related enter-
prises and subsequent economic growth. Nonetheless, areas
that experience a comparatively elevated level of criminal
incidents would also encounter a negative impact resulting
from a decline in tourism. Moreover, the system could
be utilized by investors to investigate potential investment
prospects in urbanization, including the development of
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commercial centers, landmarks, or properties. An area that
is perceived to have a high incidence of criminal activity
would inevitably deter potential investors, leading to a missed
opportunity for economic advancement.

D. ABUSE
Although the intended purpose of the proposed system is to
serve the betterment of society, it is possible that individuals
with malicious intentions may exploit its functionalities for
personal gain. The utilization of publicly accessible online
media sources to power the proposed system implies that
identical data can be acquired by any individual, including
those with criminal intentions. In the event that incidents of
theft and homicide plague a city, unscrupulous merchants
may take advantage of the people’s apprehension by profiting
from the sale of fraudulent surveillance equipment. Drug
traffickers may also reap advantages from a city with
reduced criminal incidents, thereby decreasing the necessity
for police scrutiny in order to conceal and convey their
illicit substances. Consequently, it is imperative that the
government overseeing the implementation of the proposed
system maintains meticulous records of its utilization and
restricts authorization solely to relevant user cohorts to
prevent potential misuse.

VII. CONCLUSION
This paper proposed CAMELON, an intelligent system
designed for extracting and visualizing crime metadata
from vast corpora of online news articles. First, a survey
was undertaken to demonstrate the disparity between the
current methods by which stakeholders obtain crime-related
information and the necessity for a spatiotemporal and
contemporaneous framework for the monitoring of crime at
the vicinity, regional, and national levels. Compared with
existing related work, our novel contributions are situated
two-fold. First, the proposed crime metadata extraction
system performs two primary functions: categorizing news
articles into more specific crime types and extracting
significant crime-related attributes from each article. A novel
set of free-text crime metadata was also introduced to provide
more comprehensive information about a crime incident.
Second, the information that has been extracted is subjected
to processing by the front-end system, which then presents it
in an interactive spatiotemporal format. This enables users to
observe the patterns of particular types of criminal activity
across both regional and national domains. Furthermore,
the system has the capability to display the incidents
and associated metadata on a map, thereby enabling the
examination of criminal activity at the local and community
level. Finally, we proposed the novel Criminometer index
that utilizes established criteria for criminal sentencing to
measure both the magnitude and intensity of criminal activity
within specific geographic areas. The validation of relevant
experiments on crime type classification and crime metadata
extraction was conducted using a case study of two reputable
online news sources in Thailand. Additionally, an assessment

of user experience regarding the usability of the proposed
system was carried out, revealing a significant level of
user contentment with all primary functions of the system.
CAMELON has the potential to significantly enhance the
effectiveness of local law enforcement agencies in formulat-
ing tactics aimed at mitigating the proliferation of particular
categories of criminal activities. Additionally, it could assist
national policymakers in developing appropriate measures
to tackle the underlying factors that contribute to criminal
behavior in a proactive manner. In addition, the system
could potentially be used by general people to seek secure
locations for tourism, investment, and residential purposes.
Although the target users have expressed positive feedback
regarding the proposed system, it is crucial to acknowledge
its limitations and utilize them as a means of enhancement.
Currently, the system exclusively displays the prevailing
patterns of criminal activities, with the temporal proximity
being ascertained by online news publications. It would
be advantageous for all stakeholders if the system could
predict crime trends, enabling them to respond proactively
to significant shifts in anticipated criminal activity through
appropriate planning and actions. Our future work will focus
on exploring this direction.
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