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ABSTRACT Wireless Sensor Networks (WSNs) serve as the backbone for the Internet of Things (IoT) and
smart cities, enabling the gathering of essential data and vital information. The widespread deployment of
sensors created new scenarios that presented new domains for various applications. Due to their numerous
advantages, WSN’s simulators are still gaining considerable attention as the primary method for testing
and evaluating new protocols and approaches for WSN. The scientific community has developed various
simulators, some tailored explicitly for WSNs and others for general use. In addition, an old but renovated
direction has been enormously grown recently, representing the researcher’s attention to building its own
simulator. However, many researchers struggle to select the most appropriate tool for performance analysis,
which requires extensive research into available options. Choosing a suitable simulator to meet the necessary
simulation criteria necessitates exhaustive research into the available options. The published studies on
WSN’s simulators have limitations, such as the limited number of simulators under examination, ignoring
the essential functions of the simulators, and inadequate performance criteria for precise comparison. To get
beyond these restrictions in previous studies and offer a fresh study that compares the simulation tools
comprehensively, an analysis of thirty-three different simulators was conducted based on a new taxonomy.
Furthermore, this study examines the advantages and constraints of each simulator regarding many specific
academic areas in WSNs. Moreover, the study presented a detailed comparison among the performance
analysis tools according to many famous performance metrics.

INDEX TERMS Discrete event simulation, graphical user interface, MATLAB, NS-2, NS-3, OMNeT++,
OPNET, performance analysis tools, specific domain simulators, simulators, TOSSIM, wireless sensor
networks.

I. INTRODUCTION
The Internet of Things (IoT) and Wireless Sensor Networks
(WSNs) are two industrial technologies embedded in the
exponentially growing Industry Revolution 4.0 (IR4.0) con-
cept [1]. Even though WSN is an established technology and
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not a new one, its importance is increasing exponentially due
to the introduction of new and enhanced technologies that
depend on sensing [2]. WSN has still garnered significant
attention as it forms the foundation of IoT architecture [3],
allowing for the detection of surroundings, collection of
vital information, and transmission of various types of
data to the central station [4], [5]. The attention to WSNs
will grow dramatically because the number of sensors
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worldwide will be estimated to reach one trillion by 2025
[6]. Moreover, WSNs are crucial today in advancing Next-
Generation (XG) wireless communications abilities [7].
In addition, WSN is an essential technology, especially
for developing real-time applications such as healthcare
applications and environmental monitoring [8]. Although
WSNs offer unlimited applications, they often encounter
significant challenges due to their distinctiveness from other
network types, such aswired and cellular networks. Hardware
failures, limited resource shortages, and routing problems
are some of the WSN’s difficulties. Therefore, performance
analysis of previous, current, and proposed algorithms at
the design and development stages became vital. While
implementing new research, numerous scientific researchers
perform evaluations and offer improvements to present new
ideas and solutions. Any scientific benchmark’s numerical
results, figures, and charts must be reproducible to confirm
the findings and approve the conclusions. The most often
employed methods for performance analysis, specifically
for WSNs, are analytical modeling, simulation, and actual
deployment [9].
Analytical modeling of systems has typically been done

with a mathematical model, which seeks to discover ana-
lytical solutions for problems and, as a result, enables
the prediction of the system’s behavior based on a set of
parameters and initial conditions [10]. Analytical modeling
is unsuited for WSNs due to their intrinsic complexity
and diversity of WSNs. Furthermore, simple models could
produce undesirable erroneous findings [11]. The mathemat-
ical impossibility of creating complete models for WSNs
is a fact that is well-recognized. Every single layer of the
protocol stack may be complicated enough to discourage
efforts at mathematical analysis. Interactions among the
several levels of the protocol stack make this complexity
even worse [12]. On the other hand, the testbed is another
method to evaluate different algorithms and protocols before
implementing them for applications in the real world.
WSN’s deployment involves the placement of hundreds
or thousands of nodes in harsh environments, which is a
challenging task [13]. Usually, building an accurate testbed
for each predetermined scenario is too costly or impossible.
Moreover, most measures are not reproducible and take
significant time and effort. In addition, the findings of
testbed experiments are significantly impacted by the testing
environment, which is sometimes quite unpredictable and
difficult to manage [14]. However, WSN testbeds are still
necessary for further testing before the final implementation,
particularly for applications intended to be used in enclosed
spaces.

Compared with previously mentioned approaches, using
simulators offers a practical option to analyze algorithms
and protocols in an environment under controlled conditions.
Simulation is the most common, applicable, and successful
method when designing, developing, and testing network
protocols for WSNs [15]. The goal of simulators is to repro-
duce faithfully and precisely anticipate the actual world’s

behavior in various contexts. Simulation tools provide several
benefits, including a reduction in cost, scalability, time, and
complexity of implementation [16].
In addition, mathematical modeling can be complemented

by simulation as a practical method for validating and
enhancing the insights derived from mathematical models.
Simulations serve as a complementary tool to mathematical
modeling, providing a practical means to verify, validate,
and enhance the robustness of models by handling com-
plexity, enabling sensitivity analyses, facilitating iterative
improvements, and exploring diverse scenarios. However,
the models used by simulators are not guaranteed to be
correct; consequently, the outcomes of simulations are not
guaranteed to be as accurate as experiments [17]. Many
simulators are currently available for modeling different
types of networks, such as Wireless Body Area Networks
(WBANs), UnderwaterWireless Sensor Networks (UWSNs),
or even wired networks.

Several network simulators have undergone detailed exam-
ination in recent years. Nevertheless, prior studies primarily
focused on discussing simulation tools in a general manner,
lacking clear explanations on how these tools are suitable
for specific domains within WSNs. Additionally, some
previous investigations concentrated on a limited number of
simulators. However, for a comprehensive review, comparing
a minimum of 30 simulators is imperative to provide a
precise assessment, given the wide range of available options.
Moreover, the time-scale scope of many earlier studies
is outdated. Numerous previous studies did not explore
the newly developed simulation tools and their updated
characteristics.

Therefore, considering the earlier points, presenting a
fresh study that builds upon previous works is crucial. This
research focuses on thirty-three simulators for small and
large-scaleWSNs. These simulators were selected because of
their widespread applications and popularity, comprehensive
features, and extensive published research. The aim is to
simplify the difficulty for any researcher in choosing an
effective tool for performance assessment. Furthermore,
the efforts to improve existing simulators or create new
ones require a comprehensive understanding of available
performance analysis tools. Therefore, this study offers a
thorough examination of WSN’s simulators and presents the
following contributions:

• The study presents a new taxonomy for thirty-three
performance analysis tools, including the most up-to-
date WSN simulators. This classification is beneficial
in finding the most appropriate network simulator for
evaluating the performance processes considering the
specific performance metrics.

• The study analyses each of the examined simulators
based on various standard functions, including the
simulators’ architecture, usability, scalability, statistics
results, portability type, Graphical User Interface (GUI)
availability, and the programming language used for this
tool.
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• The study examines the selected performance analysis
tools based on their features, benefits, drawbacks, and
capability to deal effectively with some dominant areas,
such as routing algorithms, fault tolerance concepts,
security issues, and node deployment.

• The study examines the selected performance analysis
tools based on the ability to measure the dominant per-
formance metrics such as network lifetime, throughput,
routing overhead, energy consumption, latency, battery
lifetime, and network coverage.

The remainder of this work is organized as follows: Most
previous studies are discussed in Section II. Section III has
proposed the classification and detailed analysis regarding the
main features of the available WSN simulators. Section IV
illustrates the assessmentmethodology for the availableWSN
simulators based on many new perspectives. Discussion and
evaluation are presented in Section V. Section VI presented
the lessons learned and future directions for the study. Lastly,
the paper is concluded in Section VII.

II. RELATED WORKS
Many network simulators have been the subject of extensive
studies, case studies, and surveys during the last several
years. Institute of Electrical and Electronics Engineers (IEEE
Xplore), Association for Computing Machinery (ACM),
Multidisciplinary Digital Publishing Institute (MDPI), Sci-
ence Direct, Springer, and other digital libraries were chosen
to increase the odds of getting the best search results. The
search phase helped to discover relevant scientific articles
regarding the subject ofWSN’s simulators. This investigation
began with selecting various surveys on WSN simulation
tools, as shown in Tables 1, 2, and 3, which chronologically
present the papers’ contributions (2009–2023).

[18] presented a comprehensive overview of thirteen
simulation tools designed for congestion detection in IoT net-
works, comparing them based on various characteristics such
as platform, coding, and IoT architecture layer. However, the
comparisonwas limited to the simulation of congestion issues
in IoT networks, with a selection of only a few simulators.

In [19], a concise survey on simulation software and sim-
ulators for WSN was presented, focusing on the simulators’
ability to develop routing protocols in WSNs. Unfortunately,
this survey neglected other critical academic areas in WSNs
and concentrated solely on eleven performance analysis tools
while overlooking recent robust tools.

Reference [20] conducted a comparative analysis of three
simulation tools for Long Range (LoRa)/Lower Power
Wide Area Network (LoRaWAN) simulations. The analysis
considered attributes such as CPU utilization and memory
usage. However, for a comprehensive assessment, it is crucial
to compare more than just three simulators due to the myriad
options available today.

Reference [16] covered twenty-three general network
simulators, considering various aspects but lacking precise
details on simulation issues in WSNs. Additionally, some

simulators evaluated in the study may not be suitable for
WSNs due to their specific characteristics or functions.
Reference [21] provided a general summary and comparison
of communication mechanisms based on Wake-up Receivers
for popular simulators. However, the study focused on the
comparison of only five simulators, specifically regarding
communication mechanisms based on MAC protocols.

Reference [22] presented comparison tables and infor-
mation on designs for seven performance analysis tools.
However, it focused solely on evaluating underwater mod-
eling tools and testing platforms, overlooking the broader
spectrum of WSNs.

Reference [23] suggested using six network simula-
tors/emulators to support wireless network simulation.
Nevertheless, the investigation was confined to six software
solutions suitable for teaching basic principles of wireless
networking in educational settings.

Reference [15] provided a general overview and utilization
of available simulator methodologies without performance
evaluation and dominant domains. Moreover, the work
disregarded custom-built simulators, representing a new
direction in the simulation area.

Reference [24] showed a brief explanation and compar-
ative study for only five general simulators for model-
ing Time-Sensitive Networking (TSN). Features of MAT-
LAB/Simulink were presented in [17], focusing on routing
terms and a few clustering protocols in WSNs. However,
simulation results regarding only a few clustering protocols
in WSNs have been discussed.

Reference [25] offered a comprehensive overview of the
NS-3 simulator, emphasizing its characteristics, popularity,
and flexibility. However, the study does not fully encompass
the wide range of WSN simulation tools.

References [26] and [27] systematically described choos-
ing suitable simulation tools forWSNs and their applications,
considering factors like scalability. Nevertheless, the com-
parison was not exhaustive, primarily describing simulators
rather than providing a comprehensive analysis.

In [28], the advantages and constraints of seven simulators
were examined. Still, the study did not present a detailed
comparison among tools according to famous performance
metrics, and the discussion was general, not specific to
WSNs.

Reference [29] introduced CupCarbon for WSN sim-
ulation, evaluating it only for implementing the Dijkstra
algorithm and calculating the best route, comparing it with
seven simulator tools.

References [30] and [31] compared simulation tools based
on relevant WSN criteria, such as modeling energy con-
sumption and extensibility. However, [30] did not examine
simulators’ suitability for specific academic areas in WSNs,
while [31] focused on understanding ubiquitous sensor
networks (USNs).

In [32] and [33], performance analysis and comparison
of general simulators were presented based on general
specifications, scalability, and radio models. However, the
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TABLE 1. Previous surveys and studies on network simulators based on the type and scope of the study.
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TABLE 2. Previous surveys and studies based on the simulators under investigation and the limitations of the study.
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TABLE 2. (Continued.) Previous surveys and studies based on the simulators under investigation and the limitations of the study.

comparison excluded new simulators like NS-3 and specific
simulation tools for WSNs, such as TOSSIM.

Reference [34] compared seven simulators based on
two simulation scenarios, assessing them for specific
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TABLE 3. Previous surveys and studies on network simulators based on the target domain and the number of simulators within the study.

performance metrics like throughput, packet loss, and packet
delivery ratio. Notably, powerful tools like NS-2 and NS-3
were not included.

A detailed analysis and comparison of thirty-one sim-
ulators based on their architecture was presented in [35].
However, the comparison was limited to features like
animation availability and the simulator components.

References [36] and [37] provided a brief overview
of WSN simulators, focusing on general characteristics
like the platform and website address. Yet, the study
overlooked simulation tools designed specifically for WSNs
and failed to compare them based on their suitability
for specific academic areas and dominant performance
metrics.

Reference [38] discussed the performance evaluation of
four popular simulator tools, considering characteristics such
as CPU utilization, memory usage, computational time,
and scalability. The simulation scenario involved routing
protocols for MANET.

References [39], [40], [41], and [42] discussed character-
istics such as speed performance, dependability, energy use,
and radio models of various network simulators. However,
these studies have an outdated time scale, and many new
releases, including NS-3, were not discussed. Additionally,
some simulation tools investigated in these studies are rarely
used today for WSN simulation.

Tables 1, 2, and 3 show that a substantial number of
surveys have been done in this area, providing distinct
classifications. However, analyzing these prior surveys in
detail has presented several open issues, representing the
undoubted need for a new study to address the shortcomings
of previous works. The shortcomings of the earlier surveys
can be summarized as follows.

• Most prior studies discussed the simulation tools from
a general perspective, as shown in Tables 2 and 3. Only
limited studies have dealt with the network simulators
explicitly designed for the WSNs. It is essential to
comprehensively examine the simulation tools that
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present the WSN environments, concepts, and models,
such as SensorSim, TOSSIM, and Castalia. Moreover,
it is crucial to introduce a new study investigating the
simulation tools regarding critical parameters that reflect
new directions in WSNs.

• Powerful simulators likeNS-3, OPNET, andOMNeT++

might not have been discussed comprehensively and
clearly in previous studies. With the increasing require-
ments for WSNs and current advanced innovation for IR
4.0 and IoT, many previous simulators have derivations
that are being developed regularly. Therefore, these
sub-simulators, such as Castalia and SENSE, must be
examined separately.

• Many previous studies examined a few performance
analysis tools, as shown in Table 3. A complete
assessment must compare at least 30 simulators to get
an accurate evaluation due to the availability of various
simulators nowadays. Thus, this comprehensive study
will help guide scientific researchers toward an easy and
precise selection of an appropriate tool that can cover the
direction of the required experiment.

• The time scale of some previous works under exam-
ination is old. Many earlier studies did not examine
the newly developed simulators, as shown in Table 2.
Furthermore, some previous studies have not examined
some unsupported simulation tools recently. New WSN
simulators are constantly being developed. Comparing
simulation tools that are not supported at the present
moment with current simulators is necessary. This
will provide reasonable indications about the strengths
and limitations of the performance analysis tools
and the required new trends regarding the related
areas.

• Many previous surveys neglected essential character-
istics to discuss when evaluating the simulation tools.
Therefore, it is crucial to discuss these critical character-
istics for a clear and comprehensive comparison. Many
vital features in different simulators will be addressed to
fulfill the aim of this work, such as the scalability issue,
supporting documents, and the availability of GUI for
visualization requirements.

• Many earlier studies examined several simulation tools
for WSNs. However, these studies did not clearly
explain the tool’s suitability regarding specific domains
within WSNs, such as fault tolerance, routing, security,
and data aggregation. This study will provide detailed
information about the different WSN domains that can
and cannot be simulated effectively using a specific
performance analysis tool.

• Many prior studies did not present the most critical
performance metrics that can or cannot be measured
accurately using specific performance analysis tools.
Therefore, this work shows various performance metrics
regardingWSNs that different simulation tools can mea-
sure according to currently available research works.
Thus, this will help new academic researchers easily

select suitable performance analysis tools and have clear
insight into similar methodologies.

Based on what was mentioned above regarding the unad-
dressed shortcomings within previous studies, the presented
research comprehensively discusses a wide range of WSN
simulators. This work clarifies for new and current academic
researchers the pros, cons, architecture, and functionality of
every simulator under investigation. In addition, this study
illustrates many comparisons among different simulation
tools based on new perspectives.

III. WSN SIMULATION TOOLS
The simulation of WSN’s behavior is undoubtedly one of
the most innovative approaches for testing and validating
various algorithms and protocols [43]. While investigating
the properties of a new routing protocol, for example, or a new
fault tolerance algorithm, the researcher would often utilize
a network simulation tool. It is now a standard practice for
creating new communication systems and network protocols.
WSN simulators enable modeling an arbitrary network by
describing the communication channels and the behavior of
the sensor nodes [44].

Given that the network topology is nothing more than
a collection of simulation parameters, it will eventually be
possible to investigate, for example, the routing behavior in
various topologies.

On the other hand, when modeling WSNs, the way simu-
lation tools and hardware components interact might differ
based on the specific simulation tool and its capabilities.
However, the way that simulation tools may interface with
hardware components within the framework of WSNs can be
summarized by the following stages:

• Abstraction Stage The majority of simulation tools,
such as OMNeT++ or NS-2, work at an advanced level
of abstraction that primarily deals with the modeling
of network behavior, communication protocols, and
sensor node interactions. Many simulators can skip over
specific hardware component information to concentrate
on simulations at the network level.

• Fundamental Hardware Characteristics Stage Simu-
lation tools can include fundamental hardware proper-
ties in sensor nodes, like energy consumption models,
transmission range, sensor capabilities, and processing
capabilities.

• Customization Stage:
Simulation tools enable researchers to develop cus-
tomized hardware models. This entails delineating
hardware attributes, such as particular processors,
energy models, and memory limitations, inside the
simulated sensor nodes, enabling a more comprehensive
simulation at the hardware level.

• Collaboration with Additional Tools Stage
Some simulation tools can interact with other software
or platforms specializing in hardware simulation. This
incorporation allows researchers to include specific
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hardware functionality or real-world properties in the
simulations.

The Discrete Event Simulation (DES) paradigm is the
foundation for most network simulations. The concept of
DES involves organizing a complex system’s behavior into
a structured sequence of events. Each event happens at
a particular time and represents a specific system status
change [45].

The simulated nodes set and arrange the events based
on the DES concept. This structured approach enables
researchers and engineers to analyze and comprehend how
a system behaves over time, allowing them to make more
informed decisions and optimizations. For instance, when a
packet is transferred from one node to another.

The simulator manages an event queue organized accord-
ing to the planned event execution time. Fig. 1 illustrates
a taxonomy for the most often employed methods for
performance analysis in WSNs: analytical modeling, sim-
ulation, and actual deployment. In addition, this study
proposed a new taxonomy layer that will classify the popular
WSN simulators (thirty-three simulators) into three classes:
general domain simulators, specific domain simulators (WSN
simulators), and custom build simulators. As shown in
Fig. 1, each primary category contains several simulation
tools that share the main concepts. The general domain
simulator class includes 14 different simulators, while the
specific domain simulator class, specially designed for
WSNs, includes 19 other simulators. Lastly, individuals
developed and presented the custom-built simulation tools for
particular tasks in WSNs. The three main categories will be
explained precisely in the following subsections, including
each simulator’s work under each category.

A. GENERAL DOMAIN SIMULATORS
General domain simulators offer a wide range of network
simulationmodules with a versatile design that can be applied
to various network types. These simulators serve as valuable
tools for researchers and developers working on wired and
wireless networks, as they provide a common framework that
can be easily adapted for different scenarios. The advantage
of general domain simulators lies in their flexibility. End
users can modify essential components of the network or
application, allowing for customization and experimentation.
This adaptability is particularly useful for exploring different
network configurations and protocols in network simulation.
These simulators’ clear hierarchy and modular nature make
them highly extendable and maintainable.

New components and applications can be seamlessly inte-
grated, enabling the simulators to evolve with advancements
in network technology. For example, although OMNeT++

may not have been explicitly designed for WSNs, it can
effectively simulate WSN-related issues [46]. Moreover,
researchers can leverage the existing framework or incorpo-
rate specialized frameworks; for instance, Castalia can be
used to tailor the OMNeT ++ simulator for WSN simulation
purposes. One of the primary benefits of using a general

network simulator is the availability of standard modules for
network simulations. These simulators, such as NS-3, NS-2,
OMNeT++, OPNET, and J-Sim, provide a rich set of prebuilt
modules that can be readily used, reducing the need for users
to develop complex components from scratch [16]. This saves
time and effort, especially for common simulation scenarios.
However, it is essential to evaluate the characteristics and
limitations of these simulators. The following subsections
briefly describe the main characteristics, pros, and cons of
the network simulators in this category. Additional analysis
and evaluation based on three different concepts with more
features will be presented in Section IV. The examination
process will provide a comprehensive understanding of the
capabilities and potential constraints when utilizing general
domain simulators in WSN simulation.

1) NETWORK SIMULATOR-3 (NS-3)
NS-3 is a free general simulator developed to meet the sim-
ulation requirements of contemporary networking research
and promote community participation and software valida-
tion [25]. C++ is used in NS-3 to implement simulation
models.

NS-3 uses Object-oriented Tool Command Language
(OTcl) under the Unix environment but without OTcl scripts
to administer the simulation. There is also the option of
utilizing Python for implementing network simulations in
NS-3. This can be employed to complete the simulation com-
ponents, as illustrated in Fig. 2, which depicts the simulator
architecture. Additional features can be summarized below in
terms of both pros and cons:
Advantages of NS-3
• NS-3 provides numerous statistical models for wireless
channels, mobility, and traffic creation. Additionally,
NS-3 may communicate with external systems, such
as real-time Long-Term-Evaluation (LTE) testbed,
or external libraries, such as Click [47].

• NS-3 consists of several already developed simulation
modules such as Wi-Fi, WiMAX, LTE, and point-to-
point, which can reasonably handle matters of the public
channel [48].

• NS-3 is compatible with Software Defined Networking
(SDN).

• NS-3 itself does not have a built-in virtual machine
mechanism. However, NS-3 can be used alongside
virtualization technologies or platforms that support
virtual machines to enhance the simulation of network
scenarios within virtualized environments. For example,
researchers can use NS-3 alongside virtualization solu-
tions like VMware, VirtualBox, or other cloud-based
virtualization platforms that provide virtual machine
capabilities [25].

• Linux essentially powers NS-3. Cygwin may be used to
run NS-3 on various operating systems, including Linux
and Windows. Cygwin is a set of open-source tools that
enables Unix or Linux programs to be built and run on
Microsoft Windows.
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FIGURE 1. Proposed classification of WSN simulation tools.

Disadvantages of NS-3
• The duplicate effort of writing simulation code is
prevalent in network simulators. This duplication can

be avoided using fast prototyping methodologies,
which enable the reuse of simulation code in real
prototyping and production environments. Although

VOLUME 12, 2024 22947



G. H. Adday et al.: Investigating and Analyzing Simulation Tools of WSNs: A Comprehensive Survey

FIGURE 2. The basic architecture of NS-3.

this functionality is already available using NS-3, but
there are still limitations regarding the support of
real network interfaces and easy configuration of the
network settings, such as IP and MAC addresses [49].

• The next-generation mobility management schemes
follow the protocol stack of Mobile Internet Protocol
version 6 (MIPv6). However, NS-3 does not have any
MIPv6 module [50].

• Several Mobile Ad-hoc Network (MANET) routing
protocols are available in NS-3. However, it does not
include Disruption Tolerant Network (DTN) routing
protocols [51].

• NS-3 is primarily designed for discrete-event network
simulations, which means it models the behavior of a
network over discrete time steps. On the other hand, real-
time simulation involves executing a simulation in sync
with real-time events. It requires strict timing constraints
and the ability to process events and reactions within
specific time windows. NS-3 does not provide built-in
support for real-time simulation requirements. However,
researchers have used external synchronization mecha-
nisms with real-time systems to simulate certain aspects
of real-time behavior using NS-3.

• The graphical presentation is not fully complete and
is being worked on continuously. Since it is a rela-
tively new simulator that undergoes consistent module
updates, NS-3 cannot be used with NS-2 because of
incompatibility issues.

• Since energy efficiency is an essential consideration
for WSN and IoT applications, one shortcoming of
NS-3 is its inability to support the simulation of the
energy consumption of Low-Rate Wireless Personal
Area Networks (LR-WPAN) [52].

• NS-3 needs continuous system validation, so maintain-
ers must answer the reported bugs and validate the
system actively.

• The main drawback of NS-3 is the complexity of
learning, and it is described as a time-consuming tool for
having complete knowledge about it. Many researchers

claim the learning process to utilize NS-3 use is still an
open issue.

2) NETWORK SIMULATOR-2 (NS-2)
NS-2 is now one of the famous network simulators used most
often in academic and commercial settings. It offers consid-
erable support for the simulation of routing and multicast
protocols over wired and wireless networks arranged in a
structured or unstructured way, respectively. NS-2 includes
Object-oriented Tool Command Language (OTcl) and C++,
as shown in Fig. 3.

FIGURE 3. The basic architecture of NS-2.

While OTcl scripts handle the tasks of establishing
simulators, setting network topologies, constructing network
scenarios, and showing simulation results, C++ is mainly
used for implementing various protocols and expanding
simulation libraries. TclCL is the binding between C++ and
OTcl.

Even though NS-2 has been among the most popular WSN
simulators for the past ten years, building graphical editors
for NS-2 models is almost impossible due to the simulator’s
architecture. Additional features can be summarized below:
Advantages of NS-2
• It has been shown to simulate as many as 5,000 nodes in
a network [53].

• NS-2 is considered the most popular simulation tool
that can be used for many fields in WSNs, such as
routing, security, fault tolerance, and node localization
issues [54], [55].

• NS-2 uses an effective energy model for a straightfor-
ward traffic and movement pattern [56].

• NS-2 operates under different operating systems using
Cygwin, but Linux is preferable.
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• NS-2 supports a variety of wireless Medium Access
Control (MAC) protocols, such as IEEE 802.11 (Wi-Fi)
and IEEE 802.15.4 (ZigBee).

Disadvantages of NS-2
• NS- does not provide graphical representations of the
data produced by simulations. It is necessary to process
the raw data using scripting languages.

• Even though NS-2 can simulate more than 5000 sensor
nodes, NS-2 suffers from scalability issues and requires
high computational resources.

• The main shortcoming of NS-2 is that it is not
user-friendly since its interface is text-based; several
researchers have voiced their dissatisfaction with the
complex learning process of NS-2.

3) OBJECTIVE MODULAR NETWORK TESTBED (OMNET++)
OMNeT++ is a free software general simulator that
employs the C++ programming language for simulation
model development [57]. To construct their simulator, the
OMNeT++ model is a collection of hierarchically layered
modules. The module at the highest level is also known as
the Network Module, as shown in Fig 4.

FIGURE 4. The basic architecture of OMNeT++.

This module includes several sub-modules, each of which
may contain other sub-modules [58]. At the bottom of the
hierarchy are simple modules used to design algorithms and
serve as their building blocks. Compound modules consist
of a group of basic modules that communicate through
messages. OMNeT++’s Network Description Language
(NED) is used to create compound modules and configure
network simulations. Additional features can be summarized
below in terms of both pros and cons:
Advantages of OMNeT++

• OMNeT++ can support DES, which modules com-
municate through message passing. OMNeT++ also
facilitates parallel distributed simulation execution.

• OMNeT++ provides robust GUI support and an embed-
dable simulation kernel for visualizing user interaction.
The interactions between modules are recorded in a log
file [59].

• OMNeT++ is scalable for real-time simulation, net-
work emulation, and database integration.

• OMNeT++ is widely used, extensible, and actively
maintained by its academic user group, which has also
developed extensions for WSN simulation. SensorSim
and Castalia are adaptations for the OMNeT++ simu-
lator that can be used for WSNs.

• OMNeT++ supports the best tracing techniques com-
pared to other simulators and offers complete channel
controls for WSNs [60].

• OMNeT++ provides many more powerful frameworks
to simulate WSNs, such as MiXiM, INET framework,
NesT, and PAWiS.

Disadvantages of OMNeT++

• Combining individual models is complex andmay result
in high-probability bugs.

• OMNeT++ has a steeper learning curve compared to
some other simulation tools, especially for those who are
not familiar with C++.

• Developingmodels inOMNeT++ can require advanced
programming skills, particularly in C++ or NED.

• Unlike other simulation tools, OMNeT++ alone does
not provide an extensive library of pre-built models
tailored explicitly forWSNs. This means that developers
often need to create their models from scratch or adapt
existing models to suit their specific requirements,
which can be time-consuming [61].

4) PEER-TO-PEER SIMULATOR (PEERSIM)
PeerSim is a general domain simulator that can be used for
large-scale WSN simulation while providing instructional
tools for statistical calculations [62]. It provides two simu-
lation models: cycle-based and event-based. Cycle-based is
more comprehensive than event-based, with much supporting
documentation (user manual and API) [63].

The PeerSim license is open source, and because of its
architecture, it is feasible to simulate massive P2P networks
thanks to its scalable and dynamic nature. Additional features
can be summarized below:
Advantages of PeerSim
• It has high scalability features, and the network density
can reach one million nodes.

• PeerSim provides reusable, simple API documentation
that may support additional parts per need, especially for
cycle-based types.

Disadvantages of PeerSim
• It does not provide debugging facilities and does not
have a graphical user interface.

• It offers only a few class packages that support
well-known models like random and lattice graphs.

• The most significant drawback is that command base
simulator inputs are presented in a text file. Moreover,
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the user cannot change the parameters in real-time
because there is no GUI [64].

• Does not apply distributed simulation.
• PeerSim is mainly intended for P2P systems and does
not have built-in support for WSN simulations.

• PeerSim does not have a comprehensive set of built-in
wireless communication models for modeling radio
propagation and signal attenuation, which is typical in
WSNs [65].

5) OPTIMIZED NETWORK ENGINEERING TOOL (OPNET)
Riverbed Modeler, or OPNET, is a powerful collection of
tools for building and testing massive network environ-
ments [66]. OPNET employs Object-Oriented Programming
(OOP) methodologies to explore WSN’s communication and
applications flexibly [67]. Fig 5. illustrates the simulator’s
robust central architecture, making it a flexibly efficient
tool for many applications. OPNET covers a variety of
network fields, including application performance manage-
ment, engineering, and research and development. It provides
consumers with comparatively strong graphics support.
Network topology and entities may be built using the graph-
ical editing interface from the application to the physical
layer. Additional features for OPNET can be summarized
below:

FIGURE 5. The basic architecture of OPNET.

Advantages of OPNET
• OPNET can simulate large-scale WSNs reaching up to
a million network nodes.

• OPNET has a comprehensive user manual and a wealth
of documentation. Additionally, the source code is
accessible for users in the commercial edition.

Disadvantages of OPNET
• The main drawback of OPNET is that the sampling
resolution limits the precision of the findings. This is
because the simulation is wasteful during prolonged
inactivity within the network operations.

• Due to the complicated GUI operation, simulating many
nodes inside a single linked device is impossible.

• It is a commercial simulator, and licenses may be
costly, especially for individual researchers or small
organizations with restricted resources.

• Running simulations with large-scale WSN models in
OPNET can be computationally demanding and require
substantial computational resources, including CPU
power and memory.

• Compared to open-source simulators like NS-3 or
OMNeT++, the community support and resource
availability for OPNET may be restricted.

6) PTOLEMY
Ptolemy is a broad domain simulator and an open-source
software platform that supports network experimentation.
A model is a hierarchically linked system of actors that
operate simultaneously and exchange messages through
related ports [68].
Each hierarchy level may have its director in a model, and

different directors can be assembled in order. It is possible
to expand the model to replicate the development and spread
of WSANs across vast regions, such as a collection of city
parks, using the design hierarchy offered by Ptolemy. [69].
The following is a summary of additional features:
Advantages of Ptolemy
• Designing and interpreting the implementation and code
is easy. Moreover, Ptolemy consists of various software
programs that may be utilized separately [70].

• Ptolemy is platform-neutral, threaded, and network-
aware software since it is built on Java language.

• Ptolemy provided detailed API documentation and a
user guide for new users.

Disadvantages of Ptolemy
• Creating models in Ptolemy might need extensive pro-
gramming abilities, particularly in Java or AML. It may
include coding complicated behavior and component
interactions.

• Ptolemy is a general-purpose modeling and simulation
framework that does not have built-in support forWSNs.
Consequently, emulating WSN-specific features and
protocols may need adaptation and development work.

• Ptolemy has visualization and analysis tools; however,
they may be less comprehensive or specialized than
those available in other dedicated WSN simulators.

7) GLOBAL MOBILE INFORMATION SYSTEM SIMULATOR
(GLOMOSIM)
GloMoSim is an old freeware that simulates wired and
wireless network protocols [71]. GloMoSim was used
widely for WSNs because it was created as a collection of
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library modules [72]. GloMoSim covers several necessary
network layers, including transport, application, data link,
and network layer. Moreover, it supports radio propagation,
radio models, and mobility. Additional features can be
summarized below:
Advantages of GloMoSim
• Several operating systems, such asWindows, Linux, and
Sun SPARC Solaris, supported GloMoSim’s operation.

• GloMoSim enables the simulation of networks with a
thousand nodes.

• GloMoSim supports many routing protocols, especially
those used within MANET, such as AODV and
Location-Aided Routing (LAR).

Disadvantages of GloMoSim
• GloMoSim does not present energy usage models for
the transport layer and no specific routing protocols for
sensor networks.

• All events must be obtained from nearby network nodes
sinceGloMoSim does not handle phenomena outside the
simulation context [73].

• GloMoSim is an old simulation tool that has not recently
been actively maintained or updated. GloMoSim devel-
opment and maintenance have slowed dramatically,
which may result in restricted bug patches.

• The resource availability of GloMoSim may be limited
due to its outdated status compared to other, more
actively maintained simulation software. Locating par-
ticular WSN-related examples, models, or troubleshoot-
ing support may be difficult.

• GloMoSim was designed mainly to simulate mobile
ad hoc networks (MANETs) and wireless networks in
general. However, it may lack specific WSN-specific
capabilities, protocols, or models.

• The documentation for GloMoSim is inadequate and
unclear, making the new users struggle to find an easy
way to learn to use the simulator.

8) J-SIM
The J-Sim simulator supports many research fields, including
WSNs, WBANs, MANETs, and Satellite Networks (SN)
[74]. Nowadays, many academics utilize the J-Sim network
simulator as one of their reliable tools for their projects. Three
mainWSN protocols: Localization, Geographic Routing, and
Directed Diffusion—have been implemented and presented
using J-Sim. J-Sim simulator provides several benefits
regarding execution speed, memory allocation, and scalabil-
ity. Additionally, it offers a solid framework for large-scale
WSN simulations involving more than 1000 nodes. Addi-
tional features of J-Sim can be summarized below:
Advantages of J-Sim
• J-Sim is a general simulator based on Java and is
supported working under many operating systems,
including Windows, Linux, and Mac.

• J-Sim gives users access to a powerful energy model.
Moreover, J-Sim offers a user interface that is easy to

use, making it very straightforward for users to call upon
previously defined procedures [75].

Disadvantages of J-Sim
• J-Sim supports running on its platform independently.
Thus, the simulation takes much longer than alternative
simulation tools because of excessive run-time over-
head, which represents one of the main drawbacks of
this simulator.

• J-Sim may have difficulties when it comes to handling
large-scale WSN simulations or situations with a large
number of nodes. Therefore, J-Sim may not be as
efficient or scalable as other current simulation tools
regarding memory utilization and simulation run-time.

• Finding resources, examples, or community help for
J-Sim WSN simulations may be more difficult.

9) MATRIX LABORATORY MATLAB
A general domain tool for calculation and visualization with
a very high level of performance and a wide variety of
feature-rich options. The program’s most valuable attribute
is the simplicity of MATLAB’s programming capabilities,
the foundation for users to build their unique functions
quickly [76]. Simulink, an additional significant piece of
software, is used as a support system for MATLAB at its
backend. Simulink can model non-linear and linear systems
in either continuous time, sampled time, or a combination of
the two methods. Simulink offers a graphical interface for
constructing block diagrams and drag-and-drop functionality
for creating diagrams and the components they include [77].
Additional features of MATLAB can be summarized below:
Advantages of MATLAB
• Simulink provides a communication toolbox set that
may be used to construct a whole WSN model
system [78].

• MATLAB’s programming environment comes with
various toolboxes, some of which are fuzzy logic and
symbolic computations.

• Many academics assert that MATLAB (Simulink) meets
themost crucial design requirements andmay be utilized
successfully to model and create frameworks [79].

• MATLAB can simulate linear and non-linear systems
using continuous time, sampled time, or a mix of the
two [80].

Disadvantages of MATLAB
• Constructing the hardware architecture of the sending
nodes and modeling the communication channel and the
receiving node architecture are both required steps in the
simulation approach.

• TheMATLAB user community is vast and active, which
is helpful for general MATLAB-related queries and
conversations.

• MATLAB is a commercial product, and obtaining
licenses may be costly, especially for individual
researchers. The cost factor should be considered when
choosing a simulation tool, mainly if budget limits exist.
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• MATLAB may have performance and scalability con-
straints compared to more specialized simulation tools.

• MATLAB is used widely forWSN simulations but lacks
specialized capabilities or models designed exclusively
for WSNs.

10) QUALNET
A commercial and general-purpose network simulator can
simulate various heterogeneous networks, including satellite,
wired, wireless, and underwater networks [81]. QualNet
was designed originally for quantum networks and offered
a graphical tool for creating and visualizing experiments.
QualNet has two modes in its architecture: design mode
and visualization mode. Design mode is for developing
experiments while visualizing performing and visualizing
trials. A graphical application for viewing and analyzing
packet traces is available from QualNet. Additional features
of QualNet can be summarized below:
Advantages of QualNet
• QualNet has a robust and friendly GUI and supports an
easy method for debugging and packet tracing [82].

• QualNet can offer numerous 2D and 3D network
simulation scenarios.

Disadvantages of QualNet
• QualNet cannot guarantee result correctness due to
oversimplified assumptions.

• QualNet is not open source and has a high cost of
ownership. QualNet’s community support and resource
availability are restricted. Locating particular WSN-
related examples, models, or troubleshooting support
may be difficult.

• Modifying or building new models may need more time
and experience because QualNet may not provide the
same versatility as other simulators.

11) NETSIM
It is a stochastic discrete event simulator that quickly
received much attention due to its unique features and broad
simulation library support [83]. NetSim supports various
protocols, including Carrier Sense Multiple Access with
Collision Detection (CSMA/CD), MANET, and Aloha [84].
NetSim is available in three editions: Academic, Standard,
and Pro. The academic version is used in labs and for
teaching. The standard version is utilized for research and
development at educational institutions, while theNetSimPro
version is used for industrial fields. Additional characteristics
of the NetSim simulator are outlined below:
Advantages of NetSim
• NetSim is exceptionally straightforward to use and
understand. This is due to its robust GUI and drag-and-
drop functionality.

• NetSim supports various routing protocols, such as RIP,
OSPF, DSR, AODV, ZRP, and OLSR.

• NetSim is a powerful tool that provides a metrics engine
with packet trace, plot generator, and packet animator.

• Users may install, simulate, and evaluate network
situations using the command level and GUI.

• The open C code for protocol libraries is accessi-
ble for user modification. Doing so may avoid the
time-consuming process of developing, customizing,
and configuring commercial simulators to suit a cus-
tomer’s particular demands.

Disadvantages of NetSim
• The DES within NetSim only supports one process.
A single event queue is employed for the simulation, and
it always has one entry for every network station.

• NetSim does not have a full free version.
• Compared to commonly used simulators like NS-2,
NS-3, or OMNeT++, the community support and
availability of resources for NetSim may be limited.

12) SCALABLE SIMULATION FRAMEWORK NETWORK
MODELS (SSFNET)
A discrete-event network simulator is used for network test-
ing and analysis. It is open-source software that may simulate
many network situations, including network architecture,
protocols, and traffic [85]. It also allows simulating Wide
Area Networks (WANs) like the Internet. SSFNet has several
benefits that make it famous for simulatingWSNs, as outlined
below:
Advantages of SSFNet
• SSFNet allows control over complicated traffic patterns.
• SSFNet, like other powerful simulators, supports paral-
lel simulations in its operations.

Disadvantages of SSFNet
• SSFNet is not as actively developed or widely adopted
as some other simulation tools. The development and
support for SSFNet have declined over time, leading
to limited updates, bug fixes, and a smaller user
community.

• SSFNet did not give a comprehensive collection of
pre-built models optimized for WSNs. End users may
need to create or modify models to reflectWSN-specific
traits, protocols, or behaviors, which may need more
time and effort.

• Understanding the relationships between various
abstraction layers is necessary for SSFNet, which is the
hardest thing to use in this simulator.

• SSFNet suffers from delayed convergence that could
happen in the presence of correlated long-distance
traffic.

13) LABVIEW (LABORATORY VIRTUAL INSTRUMENT
ENGINEERING WORKBENCH)
LabVIEW is unique among programming environments.
Its development was not motivated by creating a new
simulator but rather by the need to provide a tool to
assist non-programmer scientists and engineers in automating
the test and measurement systems they work on [86].
Since its introduction over two decades ago, the LabVIEW
development environment has assisted in creating testing,
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measurement, and control applications, including WSNs
simulation purposes [87]. Additional attributes of LabVIEW
are outlined below:
Advantages of LabVIEW
• The infrastructure and development environment for
LabVIEW is exceptional for visual programming lan-
guages.

• Users may create routing and other algorithms in
LabVIEW by adding C code to the sensor node [88].

Disadvantages of LabVIEW
• LabVIEW is a graphical programming environment
mostly used for data collecting, instrument control, and
system monitoring. LabVIEW may be used to simulate
WSNs. However, it lacks specialized capabilities and
models.

• LabVIEWsimulationsmay be computationally demand-
ing and need a substantial memory and processing
capacity, mainly when modeling large-scale WSN
situations or dealing with many nodes.

• LabVIEW supports a wide range of operating systems.
However, it has some compatibility constraints. It is
mainly intended for Windows, so certain features and
toolkits may differ based on the operating system.

14) MININET
Mininet is a network emulator that builds an artificial
network of connections, switches, controllers, and hosts.
Standard Linux network software is also used by Mininet
hosts [89]. Mininet uses virtualization tools and the controller
for scaling up the network size to hundreds of nodes. Mininet
can simulate and test SDN, Wireless Personal Networks
(WPANs), and fiber optic applications [90], [91]. Mininet
is primarily designed for simulating SDNs and traditional
computer networks. However, it is used widely for WSN
simulation [92], [93]. Additional characteristics of this
simulator are outlined below:
Advantages of Mininet
• Mininet offers a straightforward and affordable network
testbed for creating OpenFlow applications.

• Mininet enables complicated topology testing without
requiring the actual wiring of a network.

• It provides a basic set of parametrized topologies and
supports arbitrary custom topologies.

• Mininet is functional right out of the box without
scripting but also gives users access to a simple and
flexible Python API for building and experimenting with
networks.

Disadvantages of Mininet
• The main drawback of Mininet is a single server’s CPU
and bandwidth limitations.

• Mininet is currently unable to run applications that are
not compatible with Linux.

• Mininetmainly aims to create virtual network topologies
and emulate network behavior using virtual hosts and
switches. Mininet lacks built-in models for modeling
radio propagation, signal attenuation, or interference,

which are frequent in WSNs. External interaction with
other simulation tools may be required to implement
certain wireless-specific behaviors.

• Mininet does not support large-scaleWSNs or situations
with many nodes.

B. SPECIFIC DOMAIN SIMULATORS (WSN SPECIFIC
SIMULATORS)
Much effort has been put into developing specific simulators
for WSNs. These simulators represent a high scientific
and commercial contribution for WSNs instead of entirely
depending on generic simulators. The developed simulation
tools provided WSN’s layers, WSN’s functions, and every
restriction related to the sensor node, including the energy
consumption terms. Some of these simulation tools take other
more specific ways to be related to limited to particular kinds
of WSNs such as Vehicular Ad Hoc Networks (VANET),
MANET, UWSN, and WBANs. The following subsections
represent the study and analysis of the critical characteristics
and drawbacks of the network simulators in this category.

1) TINYOS SIMULATOR (TOSSIM)
TOSSIM is mainly thought of as an emulator instead of a
simulator. An emulator can imitate a model’s software and
hardware components. TOSSIM is regarded as a trustworthy
and accurate emulator for WSN protocols and applications
that use the Tiny Operating System (TinyOS) operating
system [94]. TOSSIM is a discrete event simulator with a
powerful simulation kernel that offers several ways to interact
withWSNs, including monitoring packet traffic and injecting
packets flexibly [95], as shown in Fig. 6.

TOSSIM is not necessarily the best simulation option; like
any simulator, it makes assumptions about the target hardware
platform, and simplifying specific behavior often makes it
inaccurate. Additional characteristics of this simulator are
outlined below:
Advantages of TOSSIM
• TOSSIM now offers a high-fidelity, scalable simulation
of all WSN operations. Additionally, it contains a GUI
tool called TinyViz that allows users to interact and see
running simulations.

• TOSSIM provides adequate and straightforward to
detect hidden terminal issues.

• TOSSIM employed C++ and Python. Python enables
dynamic interaction with running simulations, acting as
a robust debugger.

Disadvantages of TOSSIM
• TOSSIM’s lack of energy measurement is a significant
drawback [96].

• TOSSIM requires familiarity with the TinyOS program-
ming framework and the nesC programming language.
Users must get acquainted with the syntax, principles,
and constraints of nesC, which may have a steeper
learning curve than other frequently used programming
languages.
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FIGURE 6. The basic architecture of TOSSIM.

• TOSSIM primarily simulates the physical and link lay-
ers of WSNs. It supports fewer network layer protocols,
routing techniques, and higher-level behaviors. Custom
development may be required to add network layer
functionality [97].

• TOSSIM may have scalability limits, particularly for
large-scale WSN simulations or situations with a large
number of nodes. As the number of nodes or simulation
complexity grows, simulation performance and memory
use may become bottlenecks.

• TOSSIM is firmly incorporated with the TinyOS
framework. Therefore, compatibility or interoperability
with other WSN simulation frameworks or tools
may be restricted. Combining simulations using
components from multiple frameworks might be
difficult.

2) EMSTAR
EmStar is a real-time, trace-driven emulator created in C,
particularly for WSNs. This emulator aids in developing
WSN applications on more advanced hardware sensors [98].
Emstar’s primary objective is to decrease design complexity
so that work may be shared and reused and create new
sensor network applications simpler and faster. Emstar
offers a straightforward environmental model and network
medium to design, build, and deploy heterogeneous sen-
sor network applications [99]. However, Emstar is not
as effective and quick as other simulation tools. Addi-
tional characteristics of the Emstar simulator are outlined
below:

Advantages of EmStar
• EmStar contains services to sustain sensing, message
passing, and time synchronization. Hence, it was
previously used for WSNs and MANET [100].

• EmStar supports a range of commonly used communi-
cation protocols in WSNs, such as IEEE 802.15.4 and
ZigBee.

• EmStar is an open-source simulation tool, making it
freely accessible to academic researchers.

Disadvantages of EmStar
• The framework of EmStar is less efficient than alterna-
tive options because EmStar does not support parallel
simulation.

• Simulating a vast number of sensors is beyond the
capabilities of EmStar.

• EmStar only offers support of the code for particular
sorts of nodes it is intended to operate with.

• EmStar has a potentially high learning curve. Its
sophisticated interface or documentation may require
much work and time to grasp.

• EmStar provides a graphical interface that simplifies
the operation of electrical equipment for end-users.
However, EmStar’s visualization capabilities may be
restricted or less advanced than other simulation tools.

3) OVERSIM
OverSim is a free software and a new overlay framework
for simulating WSNs written in C++ [101]. The framework
was created to address various issues with the peer-to-peer
simulators that are currently available. The OMNeT++

network simulator is the foundation for OverSim, which
includes several overlay protocols. Since OverSim is built
on OMNeT++, it gains the advantages of features like
robust GUI support and a compelling event scheduler [102].
For structured peer-to-peer networks, OverSim offers several
standard functions that make it easier to develop new proto-
cols. Based on OMNeT++, OverSim is compatible with a
variety of operating systems, including Linux, Windows, and
Mac OS X. Additional characteristics of this simulator are
outlined below:
Advantages of OverSim
• OverSim framework offers a central module for process-
ing and collecting statistics. The post-processing tools
provided by OverSim make it easier to create charts
suitable for publishing.

• For large-scale network simulations, several exchange-
able models enable modeling more complex heteroge-
neous underlay networks and simpler networks. It is
possible to simulate overlay networks with OverSim
with up to 100,000 nodes [103].

• The simulator tracks various statistical information,
including packet delivery success or failure, transmitted,
received, or forwarded network traffic per node, and
packet hop count.

• OverSim’s website supports extensive documentation
and source code for new users.
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Disadvantages of OverSim
• OverSim may lack comprehensive built-in functionality
for someWSN communication protocols. Depending on
the protocols users want to imitate, users may need to put
more effort into developing or integrating them into the
framework.

• OverSim may have a smaller user community than
other frequently used simulation software. As a result,
accessing tools, documentation, or community assis-
tance for WSN simulations utilizing OverSim may be
more difficult.

4) SENSOR NETWORK SIMULATOR AND EMULATOR
(SENSE)
SENSE is an effective WSN simulator that simulates a
large-scale network [104]. SENSE is a C++-based discrete
event simulator that operates on top of a general-purpose
discrete event simulator known as a Component-Oriented
Simulation Toolkit (COST). SENSE is a powerful simulation
tool like J-Sim. However, SENSE is still in the early stages
of development. Although the simulator’s core has steadily
been established, it still lacks a complete collection of
models, routing protocols, and a broad range of WSN setup
templates [105]. Additional characteristics of SENSE are
outlined below:
Advantages of SENSE
• SENSE Supports battery and mobility models in WSNs.
• SENSE supports numerous routing protocols, including
AdHoc On-Demand Distance Vector (AODV), dynamic
source routing (DSR), and many self-selecting routing
protocols, which are supported by SENSE (SSR).

• SENSE offers parallelization support, much like Glo-
MoSim.

• It is possible to analyze the simulation results and dis-
play message flow in the network using a visualization
tool called iNSpect and a GUI tool called G-SENSE.

• SENSE includes tools and capabilities for doing
in-depth performance analysis. It enables users to collect
information on network behavior, such as message
passing, energy usage, and latency. This extensive study
assists in the identification of bottlenecks, the evaluation
of protocol efficiency, and the optimization of network
performance.

• The SENSE simulator’s guide user interface is designed
specifically for WSN simulation. It contains parameters
input section, stop time, number of nodes, source nodes,
packet size, and interval.

Disadvantages of SENSE
• While SENSE is mainly designed for Linux-based oper-
ating systems, running it on other Unix-like operating
systems, such as macOS, with the proper setups and
dependencies may be feasible. It should be noted,
however, that the tool’s documentation and support
resources are primarily geared toward Linux users.

• Finding specific resources or support for SENSE
simulations may be more difficult due to the small user

community compared with other simulators like NS-2
and OMNeT++.

5) SHAWN
A high-performance discrete event simulator for sensor
networks created in C++. It is speedy, customizable, and
may be modified to whatever the simulation or application
needs precision. The main goal of Shawn is to substitute
replaceable, abstract models for a network’s physical layer so
that massive networks may be simulated quickly. Additional
characteristics of Shawn are outlined below:
Advantages of Shawn
• Shawn is an extremely quick simulator. For example,
it can execute the same simulation in less than a minute
instead of 25 hours for Ns-2’s [106].

• Shawn is designed to simulate immense networks with
a few hundred thousand nodes.

• A key component of Shawn’s strategy is simulating an
impact rather than the occurrence itself. Example: In
Shawn, the consequences of packet loss and corruption
are represented, not the whole Media Access Control
(MAC) layer, which includes a radio propagation model.

• Shawn supports both the Linux Operating System and
Windows through Cygwin.

• Shawn comes with a graphical visualization tool named
‘‘Viz.’’.

Disadvantages of Shawn
• The main drawback of this simulator is that no stable
release has been produced yet. Shawn is a simulation
tool with limited development and updates in recent
years. As a result, it may lack certain features or
compatibility with newer technologies and protocols.

• Shawn’s compatibility with other frameworks and tools
is restricted. Integrating Shawn with additional libraries
or increasing its functionality may involve extra work or
code changes.

6) GEORGIA TECH SENSOR NETWORK SIMULATOR
(GTSNETS)
This simulation tool allows the creation and assessment of
algorithms for massive WSNs. GTSNetS is constructed on
top of an old Georgia Tech Network Simulator (GTNetS),
which extends and inherits all of the GTNetS simulator’s
architectural choices [107]. According to the developers’
testimony, the sensor network simulator can handle networks
with more than 200000 nodes [108]. Additional features of
this simulator are outlined below:
Advantages of GTNetS
• Using GTSNetS, precise data on a particular sensor
network may be gathered at the functional unit, node,
and network levels.

• GTSNetS presented several energy models for the
many sensor types of WSN. This feature allows the
user to choose the energy model that best meets his
requirements.
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• Specifying mobile sensor nodes, moving detected
objects, and a mobile base station is possible.

• GTNetS allows the development and evaluation of
algorithms for large-scale WSNs. GTSNetS provides
different energy and battery models, network and
application protocols, and tracing options. Furthermore,
the users could easily extend or replace the available
models for a specific requirement.

Disadvantages of GTNetS
• The serious drawback of this simulation tool is that it
has not been updated and supported for many years. As a
result, it may lack certain features or compatibility with
newer technologies and protocols for WSNs.

• GTSNetS is an old simulation tool with limited devel-
opment. As a result, it may lack certain features or
compatibility with newer technologies and protocols for
WSNs.

7) SENSORSIM
SensorSim is another framework for modeling WSNs based
on the NS-2 simulator and includes several add-on capabil-
ities [109]. The primary goal of SensorSim’s development
is to give more knowledge of sensor networks and a robust
foundation for creating novel protocols and performance
assessment methods for sensor networks.

The hybrid simulation mode of SensorSim enables addi-
tional capabilities, including the interaction of actual nodes,
new communication protocols, and real-time user interaction
with the GUI interface. Other attributes of the SensorSim
simulator are outlined below:
Advantages of SensorSim
• SensorSim supports energy-efficient WSN protocols
that optimize energy use and network lifespan, such as
LEACH, TEEN, and PEGASIS. These protocols

• SensorSim supports the simulation of IEEE 802.15.4 net-
works, a low-power, low-data-rateWSN communication
technology that forms the basis for protocols like
ZigBee.

• SensorSim can simulate data aggregation methods,
which combine sensor node data to decrease network
data transfer, such as Directed Diffusion and TinyDB.

• SensorSim supports major WSN routing protocols such
as AODV, DSDV, and DSR.

Disadvantages of SensorSim
• NS-2 is the foundation upon which SensorSim is
constructed. Thus, SensorSim has a scalability issue, and
the performance of the simulation might degrade as the
network size increases.

• Despite its many benefits and innovative features
for modeling WSN networks, SensorSim is not yet
accessible to the general public owing to the developers’
inability to support the public release.

• SensorSim’s visualization and analysis may be less
advanced than other simulation tools. Analyzing and
understanding simulation findings may involve extra

work or other tools, making it harder to glean indica-
tions.

8) AVRORA
Avrora offers a straightforward Java API and infrastruc-
ture for experimentation, profiling, and analysis. It also
includes a flexible framework for emulating and evaluating
WSNs. Users may use the monitoring infrastructure to
integrate online activity monitoring for greater program
comprehension and improvement potential [110]. Additional
characteristics of this simulator are outlined below:
Advantages of Avrora
• A complete selection of modeling tools for WSNs is
available. This simulator minimizes the problems of
TOSSIM and ATEMU while combining their bene-
fits [111].

• AVR-basedmicrocontrollerMICA2 sensor nodes can be
simulated using Avrora.

• Avrora offers open-source and online documents and
supports energy consumption models.

• Avrora is a powerful simulation tool that supports a
wide range of protocols such as IEEE 802.15.4, ZigBee,
ZigBee, ContikiMAC, Routing Protocol for Low-Power
and Lossy Networks (RPL), and IPv6 over Low Power
Wireless Personal Area Networks (6LoWPAN).

• Avrora provides more remarkable speed, scalability, and
precision than manyWSN simulators, such as TOSSIM.

Disadvantages of Avrora
• Avrora’s compatibility with other frameworks may be
limited. Integrating Avrora with external libraries or
extending its functionalities might require extra effort or
modifications to the existing codebase.

• The main drawback is it lacks a GUI and is incompatible
with many networks’ communication tools.

• Avrora simulations can have a steep learning curve.
Understanding and configuring the simulation envi-
ronment, including setting up the software stack and
libraries, may require significant effort and time.

9) CASTALIA
Castalia is a popular open-source simulator for WSNs and
WBANs. Researchers and academics may use it to assess
distributed algorithms and protocols in proper wireless chan-
nel and radio models [112]. Castalia is built on OMNeT++

and is not regarded as a sensor-specific platform. Instead,
it was developed to provide real-time results of the algorithm
being developed by the researcher on any specific sensor
platform. Additional characteristics of this simulator are
outlined below:
Advantages of Castalia
• Castalia offers a channel model to examine the route
between nodes, the mobility of the nodes, and any
interference levels concerning signal intensity.

• Castalia supports packet size, module type, and carrier
sensing, which may be interpreted using a radio model.
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• Castalia works on pathways rather than lines. Therefore,
users can simulate the moving nodes anywhere inside
the simulation space [113].

• Castalia supports various WSN protocols, such as time
synchronization, data aggregation, routing, and MAC
protocols.

Disadvantages of Castalia
• Castalia may not support protocols that depend on
sensor node hardware. These protocols may need
hardware-specific simulation models or libraries.

• Castalia suffers from noticeable execution time for more
extensive network sizes followed by higher complexity;
thus, Castalia fails to handle the network correctly.

10) TRAFFIC AND NETWORK SIMULATION ENVIRONMENT
(TRANS)
It is a free and open-source GUI simulation program that
combines the traffic and network simulators SUMO and
NS-2 to provide accurate simulations of VANETs [114].
TraNS can create the mobility traces using this architecture
before running a network simulation. Trans aims to prevent
findings from simulations from materially deviating from
those attained by actual tests, as was the case with earlier
iterations of mobile ad hoc networks. Using TraNS, the data
shared in a VANET may affect how the vehicles behave in
the mobility model. Thus, depending on car communication,
the network simulator may apply realistic mobility models
and affect how the traffic simulator behaves. Additional
characteristics of this simulator are outlined below:
Advantages of TraNS
• TraNS’s GUI makes setting up all the necessary
simulation settings, including the network’s topology,
easy and fast.

• TraNS is a simulation environment that integrates a
mobility generator and a network simulator, providing
a tool to build a realistic VANET while providing
feedback between the vehicle behavior and the mobility
model.

• TraNS provides two ready-to-use VANET applications:
Road Danger Warning (safety) and Dynamic Reroute
(traffic efficiency).

• TraNS is written in Java and C++ and works under
Linux and Windows (trace-generation mode)

• TraNS can provideGoogle Earth visualization (currently
works for TIGER files only)., which is a digital database
of geographic features, such as roads, railroads, rivers,
lakes, and political boundaries.

Disadvantages of TraNS
• The TraNS simulator has poor API documentation and
user guides, leading to a steep learning curve for new
users.

• TraNS’s development has been put on hold. As a result,
TraNS does not support themost recent versions of NS-2
and Sumo.

• TraNS can simulate only a limited number of nodes
(tested up to 3000 cars).

11) GROOVENET
GrooveNet is a free software simulator for geographic routing
that considers the necessity for a reliable, user-friendly, and
realistic simulation [115].
GrooveNet supports the simulation of wireless communi-

cation. More significantly, GrooveNet has previously been
verified using data from actual applications to guarantee
the correctness of the simulation. It is intended to be an
opportunistic broadcast protocol with little to no shared
state information between neighbors and little handshaking
between transmitting and receiving parties. Additional char-
acteristics of this simulator are outlined below:
Advantages of GrooveNet
• GrooveNet has well-laid-out model interfaces that
simplify incorporating various network models.

• GrooveNet looks into the broadcast storm issue and
employs several rebroadcast rules.

• It can simultaneously accommodate thousands of mov-
ing and speaking vehicles with mobility, travel, and
communication models.

• The graphical interface makes it easy to auto-generate
simulations consisting of thousands of vehicles across
any location.

• GrooveNet is used widely for VANET, which consists of
groups of moving or stationary vehicles connected by a
wireless network [116].

• GrooveNet supports multiple message types, such as
GPS messages broadcast periodically to inform neigh-
bors of a vehicle’s current position [117].

• GrooveNet supports intelligent WSNs management,
which is also based on SDNs.

Disadvantages of GrooveNet
• Configuring the simulation environment, including the
complex configuration files and modules, may require
significant effort and time due to poor API documenta-
tion and a complicated user guide.

12) DYNAMIC ROUTING MODEL SIMULATOR (DRMSIM)
It is an open-source discrete event simulator that seeks
the large-scale assessment of the routing model [118].
The primary foundation of the DRMSim simulator is Java
software, allowing for flexibility and reusability of the code.
The DRMSim simulator currently supports the routing pro-
tocols Routing Information Protocol (RIP), Border Gateway
Protocol (BGP), and Non_Stop active Routing (NSR).

DRMSim is a simulator designed to minimize the code
quality created to enhance extensibility and reusability.
Additional characteristics of this simulator are outlined
below: The high-level calculation is offered by DRMSim,
which computes performancemetrics such as communication
cost, routing route, and routing table size. Additional
characteristics of this simulator are outlined below:
Advantages of DRMSim
• DRMSim can simulate dense, large-scale WSNs. Scal-
ability support lets researchers test data-centric, reliable
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multicast algorithms in realistic and difficult network
situations.

• DRMSim is a customizable and configurable tool
that allows researchers to customize simulations to
their needs. Users may specify parameters and alter
simulation settings to explore different situations and
protocols.

Disadvantages of DRMSim
• DRMSim has limited use and cannot simulate many
protocols because it simulates data-centric, reliable
multicast protocols in WSNs.

• DRMSim cannot be supported under Windows.
In contrast, many operating systems supported this
simulator, such as DRMSim UNIX, Linux, and
Mac.

• DRMSim does not employ distributed or parallel
discrete event simulation methods.

• DRMSim must have at least 4G of RAM to run
the bundled software. If memory is inadequate, the
software’s performance may suffer, or the simulation
process may be tainted.

13) MANNASIM
MANNASIM is a framework for WSN simulation based
on the NS-2 [119]. By adding additional modules for
designing, developing, and analyzing various WSN applica-
tions, MANNASIM expands NS-2 to be specific for WSN
simulation.

This framework offers a method for configuring the
environments by setting different variables, such as the
data distribution method, routing hardware capabilities, and
sensor nodes’ initial power sources [120]. Additional features
of this simulator are outlined below:
Advantages of MANNASIM
• MANNASIM can provide different performance met-
rics, including the amount of energy remaining in the
nodes, the types and quantities of simulation faults, and
network lifetime.

• MANNASIM offers a complete testbed for simulating
several WSN algorithms and protocols and a sophisti-
cated simulation framework for accurately representing
sensor nodes [121].

• MANNASIM can simulate the operations of several
WSN routing protocols, including AODV, Direct Diffu-
sion, Destination Sequenced Distance Vector (DSDV),
Dynamic Source Routing (DSR), Low-Energy Adap-
tive Clustering Hierarchy (LEACH), and Temporally
Ordered Routing Algorithms (TORA).

Disadvantages of MANNASIM
• Users unfamiliar with ns-2 simulations may find
MANNASIM simulations challenging to understand.

• MANNASIM’s user base and resource availability
may be less than those of other simulation tools.
Finding MANNASIM simulation materials, docu-
mentation, and community assistance may be more
complex.

14) NETTOPO
An extendable integrated framework of simulation and
visualization for WSNs. The primary goal that guided the
design and development of the NetTopo Simulator was to
research several different algorithms used in WSNs [122].
In terms of simulation, users can definemany parameters over
sensor nodes. Some examples of these parameters include
energy consumption, bandwidth management, and NetTopo.
All of these can be done effectively while considering
large-scale heterogeneous networks. The Java programming
language was used to develop NetTopo, which includes
more than 80 Java classes and 11,000 lines of code [123].
Additional characteristics of this simulator are outlined
below:
Advantages of NetTopo
• NetTopo supports two routing protocols: Two Phase
Geographic Greedy Forwarding (TPGF) and Greedy
Perimeter Stateless Routing (GPSR).

• The topology of the WSN may be easily customized
within NetTopo.

• NetTopo presented simple modifications of the charac-
teristics of sensor nodes based on the attributes given by
the user.

• NetTopo supports an essential feature regarding files
that allow users to store and retrieve their simulated
processes.

• NetTopo supports a graphical visualization tool that is
simple to use and supports both 2D and 3D.

• The data acquired on the real WSN testbed may be
shown using the visualization tool NetTopo provides.

Disadvantages of NetTopo
• NetTopo focuses on visualization and analysis rather
than simulation. It visualizes network topologies and
sensor node locations but may not simulate protocol
modeling or performance assessment.

15) COOJA
COOJA simulator is explicitly built for Contiki, an operating
system developed for settings with little memory, such as
the nodes used in WSNs [124]. The COOJA simulator
enables simultaneous cross-level modeling at three levels:
the machine code instruction set, the application, and the
operating system. A single simulation is performed using
COOJA, which includes both a low-level simulation of the
hardware of sensor nodes and a simulation of high-level
behavior. Additional characteristics of this simulator are
outlined below:
Advantages of COOJA
• It is possible to modify any feature of the COOJA sys-
tem, including the sensor node platforms, the operating
system software, the radio transceivers, and the radio
propagationmodels. Thismakes the system versatile and
expandable.

• COOJA is a Java program, and all interaction with
built Contiki code is accomplished via the Java Native
Interface (JNI) [125].
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• COOJA supports several Contiki-specific communica-
tion protocols and stack components, including Routing
Protocol for Low-Power and Lossy Networks (RPL),
Constrained Application Protocol (CoAP), and IPv6
over Low Power Wireless Personal Area Networks
(6LoWPAN) [126].

• COOJA allows researchers to evaluate WSN appli-
cations’ energy efficiency. It monitors and reports
node energy use for energy-aware optimizations and
performance enhancements.

• Contiki and an active user community support
COOJA. Online resources, forums, and documenta-
tion enable knowledge exchange, collaboration, and
troubleshooting.

Disadvantages of COOJA
• The lack of a GUI is the main drawback of this
simulation tool.

• COOJAmay struggle to simulate large-scaleWSNswith
many nodes or dense network deployments.

• COOJA supports several WSN communication pro-
tocols, especially those compatible with the Contiki
operating system. However, it does not support all
protocols, forcing users to build or incorporate them into
the simulation, which may increase development time.

• Analyzing and understanding simulation findings may
involve extra work and other tools, making it harder to
glean insights.

16) (ATMEL EMULATOR) ATEMU
ATEMU is a software emulator for WSNs that is based on
AVR microcontrollers. These microcontrollers belonging to
the AVR family find widespread use in the MICA sensors.
ATEMU aims to bridge the gap between real sensor network
deployments and simulations of WSN deployments [127].
The capability of ATEMU to mimic a heterogeneous sensor
network is one of the instrument’s defining characteristics.
That means ATEMU can run different sensor nodes that
can execute different codes. Additional characteristics of this
simulator are outlined below:
Advantages of ATEMU
• ATEMU can set unlimited breakpoints, and memory
watchpoints are supported.

• ATEMU supports the ability to execute code based on
TinyOS.

• ATEMU supports symbolic debugging support, includ-
ing source-level stepping and run-time variable inspec-
tion for programs compiled in the ELF format.

• ATEMU simulations are not simple simulation tools
for only TinyOS applications. ATEMU may be used
to design alternative operating systems for sensor
platforms by modeling alternative operating systems for
sensor platforms [128].

Disadvantages of ATEMU
• The primary disadvantage of using ATEMU is that the
simulation time required is much longer when compared
to that required by other simulation tools.

• ATEMU is limited in the number of functions that
may be used to simulate network routing and clustering
issues, which is another of its shortcomings.

• It may not accurately reflect the intricacies and
real-world characteristics of WSNs. Due to abstractions
or simplifications introduced in the simulation model,
simulated results could not precisely match those of
real-world WSN implementations. This might cause
a disconnect between simulation results and actual
performance.

• ATEMU faces scalability challenges when simulating
large-scale WSNs with a high number of nodes or dense
network deployments.

17) PLATFORM FOR INTEGRATED COMMUNICATIONS AND
CONTROL DESIGN (PICCSIM)
PiccSIM Platform is a unique simulation tool created to
provide a comprehensive collection of tools for designing,
simulating, and implementing WSNs [129].

PiccSIM uses the Simulink tool to simulate dynamic
systems, and NS-2 is used for network simulation. Moreover,
a GUI creates and models the network and control system.
PiccSIM may be known as the PiccSIM Toolchain when
Simulink and NS-2 are combined, and this toolchain can
be used to create and simulate actual wireless nodes [130].
Additional characteristics of the PiccSIM simulator are
outlined below:
Advantages of PiccSIM
• The PiccSIM simulator makes a complete toolset for
designing, simulating, and implementing wireless net-
work control systems (WiNCS) and network-controlled
systems (NCS).

• PiccSIM provided a mechanism for unusual data sharing
between Simulink and NS-2.

• PiccSIM supports complete automatic network node
code creation.

Disadvantages of PiccSIM
• A remote user interface thatmakes it possible to simulate
without a PiccSIM platform.

• PiccSIM simulations may have a challenging learning
curve, particularly for users unfamiliar with NS-2 and
MATLAB.

• PiccSIM may experience scaling challenges when
modeling large-scale WSNs with many nodes. As the
network grows, the simulation’s performance can
slow.

18) PROBABILISTIC WIRELESS SENSOR NETWORK
SIMULATOR (PROWLER)
PROWLER is a specific domain simulator for WSN running
under MATLAB, which provides collaborative settings with
a wide range of reliable and precise implicit numerical
capabilities. Additionally, PROWLER offers accessible pro-
totyping applications and can simulate wireless dispersed
networks [131]. Additional characteristics of this simulator
are outlined below:
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Advantages of PROWLER
• PROWLER is oriented towards the MICA platform,
which is generally used for real implementations in the
field of study of WSNs.

• PROWLER simulation is based on real-time events,
allowing easy and direct routing protocol implementa-
tion on a real prototype.

• PROWLER provides a library of standard routing
components, leading to the possibility of efficiently
improving new protocol proposals [132].

• PROWLER can model wireless distributed networks
from the application layer to the physical communica-
tion layer.

• PROWLER can be used efficiently to verify protocols
such as Span free, Collision, Floor 2D, and Floor 1D.

• The main feature of the PROWLER simulator is its
capability to simulate sensor node functioning on
TinyOS and other generic systems.

Disadvantages of PROWLER
• Customizing the network is complex by using Prowler
tools.

• PROWLER does not support protocols for the ZigBee
network.

• PROWLER is a robust probabilistic traffic tool, accord-
ing to the description. However, it often yields inade-
quate results.

• PROWLER lacks support for the simulation of
large-scale networks due to scalability issues.

19) UNDERWATER SIMULATOR (UWSIM) UWSIM WAS
CREATED EXPLICITLY FOR UWSNS, A SUBTYPE OF WSN
This simulator was created explicitly for UWSNs, a subtype
of WSN. During the past years, the emphasis on network
simulators predominantly revolved around ad hoc net-
works and ground-based sensor systems, leading underwater
modeling to be neglected. Research and development in
maritime robotics are UWSim’s main priorities [133]. The
C++-based UWSim simulator uses osgOcean and Open
Scene Graph (OSG). Developers utilize the open-source
OSG 3D graphics API to create applications for virtual
reality, scientific visualization, visual simulation, and other
uses. Additional features of this simulator are outlined
below:
Advantages of UWSim
• The UWSim can be customized to provide information
about the underwater terrain, seabed environment,
robots, sensors, and more, configured through XML
files [134].

• Underwater communication performance factors, includ-
ing low bandwidth, low frequency, high transmission,
and constrained memory, are primarily the focus of
UWSim. Instead of layers or protocols, it is based on
component-based techniques [135].

• While Windows was the primary operating system used
to support the UWSim previously, only the Ubuntu

operating system is supported by the most recent version
of UWSim.

• Researchers may incorporate a variety of simulated
sensors with the simulation environment, including a
camera, object picker, pressure sensor, Inertial measure-
ment unit (IMU) and Doppler velocity log (DVLD),
GPS, force sensor, and structured light projector.

Disadvantages of UWSim
• UWSim is focused onmodeling underwater robotics and
underwater sensor networks and has a narrow range of
applications, so other network or scenario types may not
be suitable for it to simulate.

• While UWSim makes an effort to simulate underwater
environments, the simulation’s accuracy and realism
might vary depending on the quality and complexity of
the models employed.

C. CUSTOM BUILD SIMULATORS
Many researchers faced problems coding their ideas to
design new algorithms and propose novel approaches. The
researchers’ considerable efforts to practice gaining complete
knowledge about the existing simulators represent the main
challenge. Furthermore, in many cases, the general domain
simulators and even the specific domain simulators cannot
cover the wide range of ideas researchers produce. In addi-
tion, many existing simulation tools are not customizable.
This represents the main drawback to dealing with the
available simulators. Moreover, many general and specific
simulation tools are designed to simulate specific purposes
for particular applications in WSNs, so in many situations,
these directions do not match the user’s aims.

All these reasons make scientific researchers build
self-developed simulators independently without depending
on the available simulators. The developed simulators indeed
serve as excellent performance analysis tools. These custom
build simulators have successfully contributed to the repos-
itory of tools for WSNs analysis. The basic idea is related
to the abstraction process and abstraction level of the WSN
operations and how to reflect the same logical concept using
the programming language. This direction in the research area
is not new at all; many attempts have been recorded to build
WSN simulators that can act as performance analysis tools for
various fields in the WSN, such as routing algorithms, data
gathering approaches, fault tolerance frameworks, energy
holes bypassing strategies [107], [136], [137], [138].
This class of simulators has main advantages, such as no

time wasted to learn about available simulators and no need
to consume time for deep searching of some functions or
frameworks. In addition, the researcher will have complete
control of the developed simulator, including the designed
GUI and the kind of collected results. On the other hand, there
are some restrictions to this kind of self-developed simulator.
First, the researcher must have adequate knowledge of a
programming language, different data structures, and DES
concepts. Second, customer build simulators may sometimes
be inaccurate due to oversimplification of the WSN basics.
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IV. EVALUATION METHODOLOGY FOR THE AVAILABLE
WSN SIMULATORS
Various simulators have different preferences for their
fundamental constants, and as their functions are tailored
to the specific study topics they are intended for, their
architectures are also distinct. Therefore, while assessing
various simulators, it is crucial to compare them based
on their essential constants, their usability for specific
domains, and their ability to calculate particular metrics. This
assessment procedure is fundamental to ensure the evaluation
is comprehensive and precise.

The survey examines and evaluates the dominant sim-
ulation tools from three different perspectives: general
criteria for any simulator, the prevalent and most popular
performance metrics, and the dominant domains that can
use the simulation tool under examination. The following
subsections illustrate the evaluation process in detail for the
three mentioned perspectives.

A. EVALUATION BASED ON THE GENERAL CRITERIA
There are a variety of criteria that emphasize both the
strengths and shortcomings of the simulator compared with
other simulators. Based on these criteria, simulators may be
evaluated. Table 4 illustrates the comparison among different
simulation tools based on the general criteria, which are
described as follows: -

• Graphical User Interface (GUI)
The provision of GUI support is a subject of great inter-
est and desire from several perspectives. For instance,
it may be a valuable tool for debugging and provide
a practical approach to rapidly identify undesirable
behavior based on visual observation and tracking the
step-by-step execution of a simulation [139]. In contrast,
a Command Line Interface (CLI) simulation is a
text-based user interface used to run simulations. This
approach mostly used specific log files to record
statistics and simulation output. Network simulators can
be classified into two subclasses based on the GUI
availability: GUI and CLI simulators.

• License Type
WSN simulators can be classified into accessible and
commercial software [140]. Open-free software simula-
tors are made available to the public, and the source code
is also available. Users of open free software simulators
are not required to pay anything. It is accessible with no
licensing fees. In contrast, a valid and permitted license
must be purchased to utilize commercial simulators.
The source code is secured, and users of commercial
simulators must fork out moderate to high costs.

• Basic Construction Programming Language
Simulators are developed based on single or various pro-
gramming languages such as C++, Java, and Python.
The scientific researcher may choose the appropriate
network simulator for his work depending on the
programming language closest to him and whether he
is familiar with its details.

• Portability
Portability refers to the ability of a simulation to
be used for multiple topics or classes with little or
no modification. WSN simulators, according to this
characteristic, can be described as simulators with high
or restricted extensibility.

• User manual and Application Programming Inter-
face (API)
High-quality software documentation explains to users
and developers what a software system does, how
it works, and how to use it [141]. Generally, the
term ‘‘user manual’’ describes the instructions given
to customers for a product or service. For those not
already acquainted with the particular simulator and
how it works, many simulators provide several excellent
works of literature. The API documentation, conversely,
is a technical content deliverable that includes guidelines
for efficiently using and integrating with the simulator.

• Scalability
Simulators of WSNs faced challenges in terms of scal-
ability due to the additional complexity brought about
by the interaction with the surrounding environment
and the complex novel applications. The simulation of
several hundred thousand nodes currently remains a
challenging problem. Moreover, simulators of WSNs
faced challenges in terms of scalability due to the
additional complexity brought by the interaction with
the surrounding environment and the complex novel
applications. Many cases reported that some simulators
do not scale more than a specific number of sensor nodes
during simulation.

• Statistical backing
The result of a simulator is another crucial factor to
consider while studying it. The result must be readily
adaptable and near the intended assumptions for sta-
tistical analysis and graph development. The simulator
should have a replicable way of verifying results again
and again. Some WSN simulators provide minimal
statistical backing, while others support moderated or
fully supported statistical backing.

• Simulator Type
Discrete Event Simulation (DES), Trace Driven Sim-
ulation (TDS), and mixed-based simulation are the
three leading simulators that are all possible and
available. DES represents systems where events happen
at particular moments and produce state changes [142].
Time is considered continuous in a DES, but the
simulation only advances when discrete events occur.
DES simulators keep a priority queue of events and
process them in the order in which they appear. DES is
ideal for modeling systems with many discrete events,
such as computer networks, manufacturing procedures,
or transportation systems. Unlike DES, TDS represents
systems where time is split into distinct periods or steps.
The simulation in a TDS advances in discrete time
increments, with state changes occurring at the start and
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TABLE 4. The comparison for evaluating the WSN simulators based on the general criteria.
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TABLE 5. The comparison for evaluating the WSN simulators based on dominant performance metrics.

end of each time step. TDS is often used when modeling
systems with continuous state changes, such as physical
systems or financial simulations [143]. Discrete-time
Markov chains and differential equation models are two
examples of TDS.
On the other hand, mixed-based simulators involve DES
and TDS features. They are capable of dealing with
systems that have both discrete events and continuous
state changes. Mixed-based simulators provide more
flexible modeling by combining the benefits of DES and
TDS.

These simulators are often employed in complicated systems
with discrete and continuous behaviors, such as traffic
simulations or complex supply chainmodels. It is vital to note
that the kind of simulator used is determined by the system’s
features being simulated and the unique simulation needs.

B. EVALUATION BASED ON DOMINANT PERFORMANCE
METRICS
Various performance metrics can provide suitable indications
about any WSN’s characteristics, including the network’s
reliability, integrity, and dependability. This work has chosen
the ten most popular performance metrics that will be

used to examine the simulator’s ability to calculate these
metrics accurately, as shown in Table 5. Following are short
descriptions of these performance metrics: -

• Network Throughput
Network throughput is a metric representing how much
data is received throughout the whole network over
time [144].

• End-to-End (E2E) Delay
This criterion represents the time a packet travels from
its source to its destination through the network [145].

• Packet Delivery Ratio (PDR)
This metric identifies the ratio of the data received to the
data sent over the entire network [146].

• Energy Consumption
This parameter illustrates the average energy usage of
network nodes [147].

• Network Lifetime
Is the time taken from the network’s initialization to the
moment the network’s first node dies [54].

• Network Coverage
Network coverage is a criterion of the ability of
the sensor nodes to detect events or changes in the
environment within their coverage area [148].
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TABLE 6. The comparison for evaluating the WSN simulators based dominant domains.
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TABLE 6. (Continued.) The comparison for evaluating the WSN simulators based dominant domains.

VOLUME 12, 2024 22965



G. H. Adday et al.: Investigating and Analyzing Simulation Tools of WSNs: A Comprehensive Survey

TABLE 6. (Continued.) The comparison for evaluating the WSN simulators based dominant domains.

• Routing Overhead
It is the percentage of the total number of routing control
packets sent by all sensor nodes to the number of data
packets received at the final destination [149].

• Latency
This parameter refers to the period it takes for a data
packet to transit through a network from point to point.

• Jitter
The variation in packet transit times across a network
is known as jitter. It often indicates a signal’s deviation
from its actual periodicity [150].

• Battery life
Battery life is when a battery can operate a sensor node
before needing to be replaced or recharged [151].

C. EVALUATION BASED ON DOMINANT DOMAINS
WSN has various domains under development that are the
core of numerous research publications. Routing protocol
enhancements, fault tolerance issues, MAC protocol devel-
opments, and energy consumption problems are some of
these domains. Based on the simulation tool’s architecture,
some simulators are efficient tools for specific fields, while
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others may not be suitable for use in the exact domains.
Table 6 compares simulation tools based on the most popular
disciplines in WSNs.

V. DISCUSSION AND EVALUATION
As a result of the outstanding level of abstraction that
they offer, simulators are an excellent option for usage
throughout the earliest phases of design and development.
Event-driven simulators are common WSN simulators that
simulate the network by considering sensor field events
such as modifications to sensed data, node failures, and
communication occurrences. Event-driven simulators help
research localized phenomena like data aggregation, routing
protocols, and energy consumption patterns because they
allow for fine-grained modeling of WSNs.

The event-driven simulators TOSSIM, COOJA, and NS-2
are a few examples of powerful performance analysis tools.
Finding the right balance between realism and processing
efficiency is one of the main issues in WSN simulation.
Resource limitations, communication protocols, and environ-
mental dynamics must all be considered when simulating a
large-scale WSN with thousands of nodes. Simulators must
balance precisely simulating the behavior of the network with
producing findings in a timely manner.

Additionally, several WSN simulators have visualization
features that let users view network behavior during or
after simulation. The spatial distribution of sensor nodes,
mobility nodes’ motion patterns, and the network’s data
flow may all be understood using visualizations. Visual
representations offer a simple method for understanding
simulation results and pinpointing possible performance
problems. It is important to note that the selection of a WSN
simulator is based on the particular needs of the investigation
or application. Considerations should be made for elements
such as the network’s scale, the complexity required, the
supporting communication protocols, and the accessibility
of modeling libraries. When choosing a simulator for WSN
research or development projects, other vital factors to
consider are the simulators’ documentation, community
support, and simplicity of use.

Even though OOP simulators make implementation and
expansion more straightforward because of their modular
design, these simulators are not scalable. Simulators written
in OOP languages such as Java and C++ may run on any
platform, although their execution speed is often slower.
Simulators that are built using components aremore effective,
as well as offering better levels of flexibility, reusability, and
scalability.

On the other hand, commercial simulators such as the
popular OPNET simulator provide a friendly graphical
user interface, assistance, and support in simulating sensor-
specific hardware. However, these commercial simulators
come at a high financial expense. Similarly, specific domain
simulators like GloMoSim, QualNet, and TOSSIM offer
parallel execution but leave some concerns unaddressed.
Due to the simulators’ tendency to make too simplistic

assumptions, most of them cannot ensure the correctness of
the findings.

Table 4 and Table 5 summarize the comparison for
evaluating the WSN simulators based on different criteria,
and many conclusions can be drawn from these tables.
First, some of the general domine simulators are powerful
tools and can be used for WSN simulation. NS-3, NS-2,
OMNeT++, and OPNET are vital tools for this purpose.
Secondly, many WSN-specific simulators are not supported
anymore and suffer from many unresolved issues. However,
good simulators such as TOSSIM, Castalia, and Avrora
can still be used effectively. Third, as shown in Table 6,
many simulators have been successfully used for many
fields in WSN, NS-2, OMNeT++, MATLAB, TOSSIM,
etc. However, some simulators are unsuitable for simulation
purposes in specific domains or conditions.

Furthermore, this study investigated over 260 research
articles and surveys, which were selected meticulously to
encompass the specific simulators being evaluated. Among
these simulators, NS-2, NS-3, and OMNeT++ garnered sig-
nificant attention in publications concerning WSNs domains,
as depicted in Fig. 7. Numerous researchers have presented
innovative ideas utilizing these simulators, highlighting the
robustness of the current simulation tools (NS-2, NS-3, and
OMNeT++). As previously stated, scalability plays a crucial
role in simulations. Simulators such as NS-2, OMNeT++, J-
Sim, and TOSSIM are recognized for their robust capabilities
in supporting various WSN domains. Nevertheless, it is
worth noting that these simulation tools face challenges when
simulating large-scale networks, as demonstrated in Fig. 8.
Therefore, based on those mentioned earlier and the

comparison tables presented, there is an unspoken truth that
should be clear now. Even though powerful simulation tools
such as NS-3, Ns-2, OMNeT++, OPNET, Castalia, and
Shawn exist, no perfect simulator can offer all the required
functionality for the WSN. Every single simulator, either
general or specific domain, has its features and shortcomings.
Thus, there is a real need for new simulation tools designed
explicitly for WSN simulation purposes. The urgent need
arises for a simulator that can be scalable, highly accurate,
and provide a friendly graphical user interface.

Moreover, the new simulator must be easy to learn with
clear and adequate documentation so the new users do not
suffer in the learning process and do not waste a long
time gaining this knowledge. This is essential because the
prime researcher aims to implement his idea about the WSN
field, not to learn or add thoughts about using a network
simulator. In conclusion, the old but renovated direction,
building custom simulators, has been gaining more and more
attention recently due to its flexibility and valuable features,
such as the design control process.

VI. LESSONS LEARNED AND FUTURE DIRECTIONS
From the simulation domain perspective, it is clear that
simulation is the most essential method for performance
analysis of the WSNs. Much hard work has been done to
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FIGURE 7. Number of publications regarding WSNs simulation tools.

FIGURE 8. Scalability abilities regarding WSNs simulation tools.

present a wide range of simulation tools for the WSNs.
Some of these simulation tools are designed specifically
for the WSNs’ simulation purposes. However, due to the
wide variety of WSN fields and their various applications,
no single simulator can be used for all areas of the WSNs.
Even though there are many powerful simulators, it is not
practicable or realistic to claim they can ultimately be used
for all WSN’s fields. Some simulators can effectively be used
for specific areas of WSNs, such as fault tolerance, routing,
and data gathering. On the other hand, the same simulators
face many difficulties when used in different fields, such
as security, QoS, node localization, and realistic mobility,
as shown clearly in Table 5. Moreover, many famous and

influential simulation tools still face problems, such as poor
scalability to simulate large-scale WSNs, the absence of a
friendly GUI, poor user guide documentation, and a steep
learning curve for new users.

In addition, several performance analysis tools cannot
accurately measure many crucial performance metrics in
WSNs because of the absence of built-in tools for measuring
these performance metrics. Users must implement custom
methods to estimate complex metrics such as jitter, battery
lifetime, and signal strength, as shown in Table 4.

On the other hand, a new trend has recently risen
and gained much attention due to academic researchers’
many difficulties using general simulation tools. This trend
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represents the offering of developed simulation tools by
individuals for specific tasks. Based on the concepts of
DES and OOP, many researchers, especially postgraduate
scholars, presented powerful performance analysis tools that
can be used for particular fields within WSNs. These kinds
of self-developed simulators successfully contributed to the
repository of tools for WSN analysis. However, custom-built
simulation tools need a high level of programming knowledge
by the developers. Therefore, this study concludes that
future advancements regarding simulation tools’ workflow
have a promising research line for large-scale scientific
workflows that would work toward the simulation tools of
WSNs.

The scientific community will undoubtedly continue to
enhance the current simulators by adding more features.
In addition, future directions certainly will be related to
present new simulation tools that match the continuous
development of WSNs research and applications.

VII. CONCLUSION
WSNs are still gaining attention as an essential stand-alone
technology and the backbone for other technologies such as
IoT and IR 4.0. Simulation is critical for WSNs as it is a
crucial phase before implementation. Simulation costs are the
lowest among other alternatives, and it can simulate WSN
with thousands of nodes. Various simulation tools for WSNs
are designed to be under the service of the researchers and the
developers. This work presented a comprehensive search of
the previous studies regarding WSN simulators. In addition,
this work offered a new taxonomy for WSN simulators that
classifies them into three classes: general domain simulators,
WSN-specific simulators, andWSN custom build simulators.
A total of thirty-three simulators have been discussed
based on different criteria. The study reached two critical
facts regarding performance analysis tools. First, NS-3,
NS-2, OMNeT++, OPNET, MATLAB, Castalia, TOSSIM,
and Avrora are the most potent and popular performance
analysis tools regarding the comprehensive literature review
examined in this work. Second, there is not yet an entirely
professional simulator that can be used for all simulation
purposes of WSNs. All available simulators suffered from
a shortage at least in one or two concepts, such as the lack
of customizability or missing some critical WSN models,
underscoring the significance of the third category of WSN
simulators. Custom-built simulators are crucial because they
can enrich the available simulation tools. Based on the OOP
programming languages and DES concepts, researchers can
build their simulators to simulate the specific domain or
dominated performance metric of the WSN. The future work
for this study is to construct a WSN simulator explicitly
designed for the simulation of routing protocols and fault
detection approaches and resolve the problems of the energy
holes in WSN topology. The proposed simulator will be able
to provide many performance metrics, such as packet error
rate, network lifetime, latency, false alarm rate, and node
event detection accuracy.
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