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ABSTRACT A study utilizing convolutional neural networks (CNN) has been conducted to detect and
classify invisible debonding-type defects in reinforced structures. Training data for these defects is collected
from the finite element models of honeycomb sandwich panels and skin-stringer systems, commonly
employed reinforcement structures in aerospace applications. The excitation frequency is determined based
on the amplitude of the reflected wave from the defect, and the optimal sensor array is selected. The
constructed two-dimensional training image, created by vertically stacking the measured responses in the
time domain, exhibits high classification performance even with a shallow neural network. The neural
network undergoes optimization through adjustment to the kernel parameters and initial learning rate.
To assess the general performance of the training model, k-fold cross-validation is employed. The CNN-
based non-destructive evaluation algorithm demonstrates high classification performance for debonding
defects in honeycomb sandwich panels and skin-stringer structures. Moreover, the suggested algorithm is
robust against noise, emphasizing its effectiveness in real-world applications.

INDEX TERMS CNN, FEA, nondestructive testing, ultrasonic transducer arrays.

I. INTRODUCTION
Honeycomb sandwich and skin-stringer structures are rein-
forcing structures commonly used in aerospace structures
such as wings, engine covers, and fuselages because they
have high mechanical strength and are lightweight. These
structures consist of thin panels (skin, face sheet) and
stiffeners (stringer, core), which work together to mini-
mize deformation and buckling caused by external forces.
As defects in these structures are often challenging to detect
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with the naked eye, non-destructive evaluation becomes
essential to identify the presence and location of defects
accurately, ensuring overall stability and reliability [1].

In delicate surface structures such as semiconductors,
surface characteristics are mainly visualized using secondary
electrons (SEs) to profile dopants, or defects are non-
destructively evaluated by improving spatial resolution using
a scanning helium ion microscope (SHIM). Meanwhile, the
most commonly used non-destructive evaluation methods for
detecting structural defects in mechanical systems are pulse-
echo [2], [3], [4] and through transmission [5], [6]. These
methods detect defects by transmitting ultrasonic bulk waves
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FIGURE 1. An example of comparison of measured signals with and
without a structural defect for (a) an aluminum panel, (b) a honeycomb
sandwich panel.

to a local area of the test object and analyzing the reflected or
transmitted signal. While they offer efficient defect detection
in small areas, they suffer from the drawback of being time-
consuming when inspecting large objects.

For thin structures, many studies have been conducted
using guided waves, which can cover larger areas with-
out the time-consuming transducer-scanning process [7],
[8], [9]. Lamb waves are a combination of longitudinal
and transverse waves propagating in a traction-force-free
plate [10]. Lamb waves can travel long distances with a small
energy loss and demonstrate high sensitivity to tiny defects.
However, sophisticated digital signal processing techniques
are required due to the complex scattering characteristics
attributed to the existence of multiple modes (symmetric and
anti-symmetric modes) and their dispersion relations [11].
For instance, Alleyne and Cawley [12] conducted a sen-
sitivity analysis of Lamb waves for various defects in the
frequency domain using 2D FFT, quantifying the correlation
between Lamb wave wavelength and detectable defect size.
Han and Kim [13] employed time-frequency Multiple Signal
Classification (MUSIC) to continuously identify defects on
plates, achieving improved spatial resolution by considering
structural damping. Ing and Fink [14] were able to detect
structural damages by achieving self-focusing and time
compression of the dispersive Lamb waves by correcting
the complex dispersion effect of the Lamb wave with a
time reversal mirror. Moreover, the interaction between
Lamb waves and structural defects was investigated in the
time-frequency domain using signal processing techniques,
including Short-Time Fourier Transform (STFT) [15], [16],
Matching Pursuit [17], [18], Wavelet Transform [19], [20],
and Wigner-Ville Transform [21], [22]. These techniques
have been successfully applied not only to plates but also
to pipelines [23], [24], beams [25], [26], and cables [16] to
characterize defects.

On the other hand, interpretation of the measured signal in
a honeycomb sandwich or skin-stringer structure, using the
signal processing techniques, poses a significant challenge.
This is primarily due to the complex nature of multi-mode
generation and scattering caused by numerous discontinuous
boundaries. For example, in the case of a simple aluminum
plate, it is easy to observe the reflected signal from a defect,

as shown in Fig. 1(a). But in the case of a honeycomb
sandwich structure composed of an aluminum core and a
CFRP skin, as shown in Fig. 1(b), it is difficult to identify
the signal associated with a debonding region because of the
large number of reflected waves from the junctions between
the skin and core.

To address the challenge of analyzing the measured
waves in structures with multiple discontinuous boundaries,
many studies have been conducted to investigate the Lamb
wave propagation characteristics analytically and experimen-
tally [27], [28], [29], [30], [31]. Chakraborty et al. [32] and
Zheng et al. [33] utilized the Time of Flight (ToF) of the
S0 mode, known for its faster and less dispersive nature
than the A0 mode, to estimate the debonding location in the
reinforced structure. Sikdar and Banerjee [34] calculated the
amplitude change of the A0 mode, which is larger than that
of the S0 mode, in a honeycomb sandwich structure with
debonding. They visualized the debonding position with a 3D
signal difference coefficient (SDC)map. In another approach,
Gao et al. [35] evaluated the debonding of the honeycomb
sandwich panel through the energy loss and time delay of
coda waves using chirp signals. Yashiro et al. [36] presented
moving diagrams of the S0 and A0 modes to visualize the
debonding location in a skin-stringer structure.

These methods for evaluating the debonding region in
stiffened structures by analyzing specific wave components
in such a complex measured response are applicable when
the wave propagation and reflection characteristics of the
structures are thoroughly investigated. However, in real-
world structures where various interactions exist, there may
be challenges in achieving high accuracy or obtaining reliable
results. In order to address these issues, there is a growing
interest in developing non-destructive evaluation algorithms
applying deep learning techniques [37]. One such method is
supervised learning, an algorithm that labels, learns, and pro-
vides prediction results for new data [38]. De Fenze et al. [39]
used an artificial neural network to predict the location
and size of defects in a composite plate by learning the
damage index, which calculated the change of the Lamb
wave according to the defect. Virupakshappa and Oruklu [40]
achieved high classification accuracy by employing Split
Spectrum Processing (SSP) decomposition with A-scan data
and a Support Vector Machine (SVM) classifier to detect the
presence of holes in a steel block. When a plate structure
with a defect is excited, the energy level difference according
to the defect’s location [41], the frequency domain response
of the direct wave passing through the defect [42], the time
domain response of the reflected wave from the defect [43],
and the damage index [44] were imaged in 2D for training.
Then Convolutional Neural Network (CNN) effectively
classified the defect’s location. CNN is specialized for image
classification that can effectively learn spatial patterns and
operates robustly even under noisy conditions [45].
The CNN-based non-destructive evaluation using guided

ultrasound, as proposed in this study, offers several advan-
tages for structural health monitoring. The processing speed
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of data is rapid, utilizing raw signals obtained from a sensor
array. Moreover, cost-effective maintenance is feasible as
ultrasonic measurement equipment is relatively inexpensive
and portable. In contrast to other non-destructive testing
(NDT) methods like liquid penetrant testing or thermal
imaging, this approach exhibits sensitivity to a diverse range
of defect types and can effectively detect defects.

This paper presents a method for converting debonding-
related signals in stiffened structures into 2D images and
subsequently identifying the location and size of debonding
regions using a CNN algorithm. Reflected waves are
generated when the propagated Lamb wave in the stiffened
structure encounters discontinuities such as stiffener bound-
aries, panel edges, and debonding boundaries. At this time,
the wave newly generated or distracted in the debonding area
becomes a valuable clue in finding the location or size of
the debonding region. To generate the necessary data for
debonding classification, each response is measured while
moving the debonding position and changing the debonding
size. Then, the response is matched with its associated defect
location and size through supervised learning. In order to
obtain a robust training model, a sufficient amount of training
data is essential to avoid overfitting [46]. However, collecting
various experimental data is challenging since samples must
be produced as many as the type and location of defects.
Therefore, to overcome this limitation, Finite Element (FE)
analysis is utilized to evaluate the validity of the proposed
method, and various training data are collected through the
simulation to assess its effectiveness. The main contributions
of this research are summarized as follows:

1) Proposing a method to determine the optimal excitation
and sensor positions for identifying defects in realistic
stiffened structures such as skin-stringers and honeycomb
sandwich panels.

2) Suggesting a reliable non-destructive evaluation method
by training data in the time domain.

3) Evaluating the proposed method’s robustness against
measurement error and defect size.

II. METHOD
A. CLASSIFICATION PROCEDURE
The overall process of classifying structural defects is
illustrated in Fig. 2. At first, the model, including the
structural defect, is excited with the Lamb wave. Subse-
quently, the scattering response of the Lamb wave passing
through the structural defect is measured with the lead
zirconate titanate (PZT) sensor array. Measured responses
are converted into color bands by assigning different colors
according to the amplitude of the response in the time domain
and converted into a single image by laying them in the
vertical direction [43]. This resultant image is stored in a
folder labeled with the respective location of the structural
defect, for instance, ‘‘debonding location#1’’, to match the
debonding location and its response. Then, this process is
repeated while moving the position of the structural defect.

A class (represented as a folder) is generated for each specific
position of the structural defect, and the corresponding
response is stored as an image. During this process, the
number of images corresponding to each class increases by
gradually adjusting the shape or size of structural defects or
by introducing random noise to excitation and measurement
signals. Once sufficient images have been obtained for each
class, the training phase begins using the CNN algorithm. For
this work,MATLABR2022a software is utilized on a desktop
equipped with an NVIDIA GeForce RTX 2070 SUPER GPU
and an Intel® Core i9 9900K (3.6GHz) CPU with 96GB
RAM.

B. CNN ALGORITHM
1) FEATURE EXTRACTION
CNN is effective for image training since it learns in the
form of a two-dimensional matrix without compromising the
spatial arrangement of data. When a CNN learns from an
image, it involves the construction of an appropriate feature
map through the convolution operation with a small sized
matrix, referred to as a kernel, applied to a two-dimensional
matrix corresponding to the input image [46], [47]. During
the training process, the weights and biases of the kernel are
adjusted and updated to create a feature map that reflects the
pattern of the image. This entire process is shown in Fig. 3.
The input image is divided into three RGB color channels
and zero padding is applied to fill the edges with zeros.
Zero padding reduces data loss when the kernel performs a
convolution operation. As shown in Eq. (1), a feature map
is calculated through an activation function f to a value
obtained by adding a bias to a convolution operation of an
input image and a kernel. The activation function is essential
in enabling the network to learn more features by introducing
nonlinearity when stacking layers.

x lk = f
(∑

i
wl−1
ik ∗ sl−1

i + blk
)

(1)

where x lk is the k-th feature map in the l-th layer, wl−1
ik is the

k-th kernel weights connected to the i-th input feature map,
sl−1
i is the i-th input feature map, and blk is the k-th bias in the
i-th layer.

Among the activation functions, the Rectified Linear Unit
(ReLU), the most commonly used in CNNs [48], performs
an operation that returns zero if the input value is negative
and retains the original value if it is positive. Next, the
feature map undergoes subsampling in themax-pooling layer.
This step enhances computational efficiency by reducing
the spatial dimensions of the feature maps while preserving
critical features. The pooled image is then repeated with
convolution followed by ReLU and max-pooling to form a
feature map with smaller spatial dimensions and increased
depth.

2) CLASSIFICATION
For classification, the extracted features are typically rep-
resented as one-dimensional vector data. When this one-
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FIGURE 2. The framework of the proposed method.

FIGURE 3. CNN architecture for image classification.

dimensional feature map is fed into the fully connected
layer after learning the last weight and bias. In the output
layer, an activation function known as Softmax is employed.
As shown in Eq. (2), Softmax calculates the probability
distribution Q(x) for each class based on the fully connected
vectors xfj . This distribution provides a probability score for
each class, helping to determine the most likely class for the
given input.

Q(x) =
exp(x fj )∑J
j=1 exp(x

f
j )

(2)

where j is the index of the output class.

III. EXPERIMENTAL VERIFICATION OF FINITE ELEMENT
MODEL
In this chapter, to verify the validity of the finite element
model, the group velocity of the Lamb wave is measured
and compared with the corresponding value obtained from
the FE model. This comparison helps to ensure that
the FE model accurately represents the wave propagation
characteristics.

A. THEORETICAL GROUP VELOCITY
The dispersion relation of the Lamb wave for an isotropic
material is described by Eq. (3) for symmetric modes and Eq.
(4) for anti-symmetric modes [49].

tan (qh)
q

+
tan (ph) 4k2p(
k2 − q2

)2 = 0 (3)

qtan (qh) +
tan (ph)

(
k2 − q2

)2
4k2p

= 0 (4)

p2 =
ω2

c2L
− k2, q2 =

ω2

c2T
− k2, k =

ω

cp
(5)

c2L =
λ + 2µ

ρ
, c2T =

µ

ρ
(6)

where k is the wavenumber, 2h is the thickness of the plate,
ω is the angular frequency, and µ, λ are Lamé constants.
The values of p and q are expressed in Eqs. (5) and (6). For
each ωh, the phase velocity, cp satisfying Eqs. (3) and (4) is
obtained, and the group velocity, cg is calculated using Eq.
(7) [49].

cg =
dω

dk
(7)

Hence, to establish the theoretical dispersion relation, it is
necessary to have information on density, Poisson’s ratio,
and Young’s modulus for isotropic materials. Density is
determined by measuring the weight of the panel using a
balance and then dividing it by the volume of the panel.
Poisson’s ratio is employed as an assumed value, and
Young’s modulus is experimentally estimated. To achieve
this, an accelerometer is attached to an aluminum plate of
400mm × 500mm × 2mm, and the impact hammer test
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FIGURE 4. Comparison of the experimental FRF and the FRF obtained
from the FE analysis when the Young’s modulus is 62 GPa.

is performed. The frequency response function (FRF) is
measured using a Siemens SCADAS mobile system. Its
frequency resolution is set to 0.25 Hz, and the response is
measured up to 256 Hz. As shown in Fig. 4, Young’s modulus
is iteratively adjusted to ensure that the peak of the FRF
obtained from FE analysis matches the corresponding peak of
the measured FRF. The resulting value for Young’s modulus
is determined to be 62 GPa. Table 1 provides the parameters
necessary for calculating the group velocity and the resultant
group velocity curve is shown in Fig. 5.

TABLE 1. Mechanical properties of aluminum plate.

FIGURE 5. Group velocity dispersion curves for 2 mm aluminum
panel.

B. GROUP VELOCITY MEASUREMENT
In order to efficiently measure the group velocities of the A0
mode and the S0 mode, excitation frequencies of 20 kHz for

FIGURE 6. Experiment setup for measuring group velocity.

FIGURE 7. Excitation signals for (a) A0 mode and (b) S0 mode and
time-of-flight calculations using Hilbert transformation for (c) A0 mode
and (d) S0 mode.

A0 mode and 280 kHz for S0 mode are selected, as both
exhibit relatively dominant amplitudes [13].

As illustrated in Fig. 6, the Lamb waves are generated
at d = 150 mm on the aluminum panel, and subsequent
responses are recorded at d = 250 mm and d = 350 mm.
Given the lightweight and thin nature of the PZTwafer, which
minimally influences the wave propagation characteristics
of the structure [8], the APC-850, manufactured by APC
International Ltd., is employed to generate guided waves and
detect responses. The digital signals presented in Fig. 7(a) and
Fig. 7(b) are generated by the LabVIEW software and then
converted into analog signals through the NI-DAQ waveform
generator module (NI-PXIe-5423). The converted signals are
excited through the PZT actuator, and the resulting responses
are captured through the PZT sensors at d = 250 mm and d
= 350 mm. Then, the acquired signal is amplified through the
PCB-482C24 signal conditioner to enhance SNR (Signal-to-
Noise Ratio). This amplified signal is converted into a digital
signal in the oscilloscope module (NI-PXIe-5172).
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By applying the Hilbert transformation to the signals at
the two locations (d = 250 mm, d = 350 mm), the time
of flight (TOF) can be determined by comparing the time
values of the resulting peaks, as described in Fig. 7(c) and
Fig. 7(d). Finally, the group velocity is calculated based
on the TOF and distance between the two PZT sensors, as
defined in Eq. (8).

vg =
distance
TOF

(8)

TABLE 2. Comparison of group velocities by finite element analysis and
experiment.

Table 2 compares the group velocities obtained from FE
analysis and experimental measurements. It is observed that
there are errors of about 4% at 20 kHz and around 1%
at 280 kHz. The leading cause of this discrepancy is that,
unlike the simulation environment, a bonding layer exists
to fix the transducer to the panel in the experiment. This
bonding layer might have affected the speed of the Lamb
wave. In addition, since ultrasonic waves are generated
and measured across the entire transducer, the actual wave
travel distance could be influenced by the size of the
transducer. Therefore, conducting the experiment on a larger
panel is expected to decrease the associated error. The
comparison of group velocities confirms sufficient similarity
between the numerical FE analysis and the experimental
value and that reliable insights can be obtained through the FE
analysis.

IV. FE SIMULATION
A. STRUCTURAL DEFECT MODELING
Honeycomb sandwich and skin-stringer structures are
depicted in Fig. 8, and the mechanical properties infor-
mation of each part is presented in Table 3. To achieve
lightweight reinforcement and optimize strength, the face
sheet of the honeycomb sandwich panel and the skin and
stringer of the skin-stringer structure were simulated using
CFRP composite. To closely mimic real-world structures,
the physical properties of WSN3K from SK Chemical
were employed [50]. Additionally, the core part of the
honeycomb was modeled with 1 mm thick aluminum,
a material widely chosen for its cost-effectiveness and ease of
processing.

In an intact state, the reinforced structure is joined with
a tie condition where the stiffener and the panel are in
contact. On the other hand, in areas with structural defects,
the structure is in an untied state due to debonding between
the stiffener and panel, as shown in Fig. 9(a) and Fig. 9(b).
According to the failure analyses of the skin-stringer structure

TABLE 3. Mechanical properties of reinforced structures.

FIGURE 8. Geometry information of reinforced panels used in numerical
analysis.

subjected to external load [51], [52], [53], it has been
noted that the debonding of the stringer starts symmetrically
from the inner region. Consequently, the defect in the
skin-stringer structure gradually expands from the inner
to the outer section of the structure. The defect is mod-
eled by reflecting these characteristics using Abaqus/CAE
software.

B. MESH SIZE DETERMINATION
In FE analysis, the size of elements is an essential factor
that directly affects the accuracy of the analysis. When the
acceleration responses are measured at S1, S2, S3, and S4
with the excitation from the ‘Load’ location as indicated
in Fig. 10, which is the same distance from the excitation

VOLUME 12, 2024 20363



J.-Y. Kim et al.: Automated Debonding Characterization in Reinforced Structures

FIGURE 9. Example of structural debonding for (a) skin-stringer panel
(See ①) and (b) honeycomb sandwich panel (See 12 ).

FIGURE 10. Measurement locations at the same distance from the
excitation position for (a) skin-stringer panel and (b) honeycomb
sandwich panel.

source, the acceleration responses with a coarse element size
exhibit discrepancies as shown in Fig. 11, even if the node
is positioned as intended. Therefore, the appropriate element
size is determined based on the symmetrical distribution of
the acceleration response and convergence with a constant
value. Stable simulations can be achieved by setting the time
increment to 10−9 s for the skin-stringer model and 5×10−9 s
for the honeycomb sandwich panel. With the excitation
frequency of 100 kHz, which corresponds to the highest
frequency within the frequencies of interest (ranging from
20 kHz to 100 kHz), the responses are measured at S1, S2,
S3, and S4 for each element size, and the differences in
response (referred to as error) are compared. The error is
defined using Eq. (9), where ri is the response measured at
the sensor position Si.

Error =

∑
(|r1 − r2| + |r1 − r3| + |r1 − r4| + |r2 − r3|

+ |r2 − r4| + |r3 − r4|) (9)

The calculation results are presented in Fig. 12. In the
case of the skin-stringer structure, it is observed that the
error is significantly reduced when the mesh size is set to
1 mm. Similarly, for the honeycomb sandwich panel, the
error decreases notably when the mesh size is 0.5 mm. With
the element sizes set at 1 mm for the skin-stringer structure
and 0.5 mm for the honeycomb sandwich panel, respectively,

FIGURE 11. Ultrasonic response at 100 kHz at equidistant positions
according to each element size for (a) element size: 2.0 mm, skin-stringer
structure, (b) element size: 0.3 mm, skin-stringer structure, (c) element
size: 2.0 mm, honeycomb sandwich panel, and (d) element size: 0.3 mm,
honeycomb sandwich panel.

FIGURE 12. Error and calculation time according to mesh size for
(a) skin-stringer structure and (b) honeycomb sandwich panel.

FIGURE 13. Initial sensor positions for (a) skin-stringer panel and
(b) honeycomb sandwich panel.

the skin of the skin-stringer structure comprises 129,500
elements, with 399,00 elements per stringer, and the core
of the honeycomb sandwich panel is composed of 215,475
elements with 34,615 elements per face sheet.

20364 VOLUME 12, 2024



J.-Y. Kim et al.: Automated Debonding Characterization in Reinforced Structures

FIGURE 14. Summated scattered wave responses from debonding at each
frequency for (a) skin-stringer structure and (b) honeycomb sandwich
panel, normalized summated scattered wave responses for
(c) skin-stringer structure and (d) honeycomb sandwich panel.

C. OPTIMAL EXCITATION FREQUENCY SELECTION
Among the responses measured by the sensor, the larger the
amplitude of the wave scattered by debonding, the clearer
the debonding characteristics become, and the debonding
classification performance can be improved in the CNN
training. Therefore, the excitation frequency should be
selected to maximize the amplitude of the wave scattered by
debonding. The overall process is as follows.

1) Excite on the central surface (‘LOAD’ position in
Fig. 13) of the intact model (without debonding) and
the debonding model using a burst sinusoidal wave
with a 20kHz center frequency.

2) Obtain the responses from sensors near the excitation
location, as shown in Fig. 13.

3) To extract the debonding-induced scattering wave,
calculate the difference between the responses obtained
from the intact and the debonded models for each
sensor.

4) Apply the absolute value to the debonding-induced
scattering waves extracted from all sensors and then
sum them to obtain a single representative value.

5) Repeat steps 1) - 4) while changing the debonding
position of the debonded model until reaching the final
debonding location.

6) Increase the excitation frequency by 10 kHz and iterate
through steps 1) - 5) up to 100kHz.

Through the aforementioned process, the sum of the
responses scattered from a debonding for each frequency
can be computed, as shown in Fig. 14(a) and Fig. 14(b).
To ensure an equal contribution for all debonding positions,
the summation values for each debonding position are nor-
malized and compared, as shown in Fig. 14(c) and Fig. 14(d).

The debonding position index in Fig. 14 corresponds to
the positions shown in Fig. 9. Using the symmetry of the
structure, it is assumed to have the same value in symmetrical
positions. These values are added up according to each
frequency and summarized in Table 4. As a result, the optimal
excitation frequency for the skin-stringer structure is 50kHz.
At the same time, for the honeycomb sandwich panel, it is
40 kHz. These frequencies are expected to generate the
highest amplitudes in debonding-induced scattering waves.

TABLE 4. Sum of normalized responses at each frequency for Fig. 14(c)
and Fig. 14(d).

D. OPTIMAL SENSOR PLACEMENT
The sensor array configuration is established based on the
measured signal scattered from debonding, similar to the
excitation frequency selection process. Employing a sensor
array instead of a single sensor is aimed at extracting debond-
ing characteristics effectively from measured responses.
An excessively large number of sensors can introduce
responses that are not important for characterizing debond-
ing. This may induce a negative effect, potentially degrading
the CNN training performance by reducing the proportion of
essential responses in the training data set. Therefore, through
the following process, sensors are selectively placed where
waves scattered by debonding are measured significantly.

1) Apply a burst sinusoidal wave of 50 kHz for the
skin-stringer structure and 40 kHz for the honeycomb
sandwich panel to the center surface of both the intact
model without debonding and the model simulating
debonding at position 1 in Fig. 9.

2) Measure the acceleration response at the candidate
sensor locations in Fig. 13 and normalize the values
from −1 to 1.

3) To extract the debonding-induced scattering wave, cal-
culate the difference between each sensor’s measured
responses in the intact and debonded models.

4) Move the debonding position of the debonded model
and repeat the steps 1) through 3).

5) Add all the calculated debonding-induced scattering
wave values for each debonding position at each sensor
(see Fig. 15(a) and Fig. 15 (c)).

6) Sort the values calculated in step 5) in descending
order, add them sequentially from largest to smallest,
and then divide by the number of data points added.
This value represents the average magnitude of the
debonding-induced scattering wave measured by one
sensor when there are n sensors (see Fig. 15(b) and
Fig. 15 (d)).
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FIGURE 15. Summated scattered wave responses from debonding at each
frequency for (a) skin-stringer structure and (b) honeycomb sandwich
panel, normalized summated scattered wave responses for
(c) skin-stringer structure and (d) honeycomb sandwich panel.

FIGURE 16. Selected sensor locations.

7) From Fig. 15(b) and Fig. 15(d), find the location where
the data decreases sharply (large slope), indicating
the optimal number of sensors. If the graph sharply
declines after n, using only the top n sensors is a viable
option to measure more debonding-induced scattering
waves relative to the number of sensors used.

The optimal sensor array selected by the above-mentioned
procedure is shown in Fig. 16.

V. DATA PREPARATION FOR TRAINING
A. DATA AUGMENTATION METHOD
Based on the specified simulation settings, finite element
analysis is performed to simulate various defects. By chang-
ing the length and area of debonding, 36 distinct responses
for the skin-stringer structure and 108 responses for the
honeycomb sandwich panel are generated for each class.
Detailed information regarding the debonding geometries is
attached in Appendix A and B. Considering the symmetrical
nature of the debonding in the skin-stringer model and
the initiation of debonding from the inside of the stringer,

it is challenging to obtain enough training data. To address
this, additional data is included by adjusting the excitation
frequency in 1 kHz increment to supplement the training data
for the skin-stringer model.

Since the intact class representing a defect-free state cannot
generate various training data, signals with nine surround-
ing optimal excitation frequencies, excluding the optimal
excitation frequency for each model (i.e., 50 kHz for the skin-
stringer structure and 40 kHz for the honeycomb sandwich
panel) are employed. Hence, in the case of the skin-stringer
structure, nine frequencies, excluding 50 kHz, are excited
from 45 kHz to 54 kHz with 1 kHz intervals. Similarly, in the
honeycomb sandwich panel, nine frequencies are excited at
1 kHz intervals from 35 kHz to 44 kHz, excluding 40 kHz.
They are used to increase the data corresponding to the intact
class.

To enhance the robustness of the classification model
against substantial noise encountered during the measure-
ment, artificial noise is introduced to the original signal.
Although this approach may not perfectly simulate noise
arising from real devices or boundary conditions, it effec-
tively expands the training database, making extracting
critical features of the response easy. The random Gaussian
noise is added to the original signal at five different levels
(SNR = 8dB, 11dB, 14dB, 17dB, 20dB). The layout for final
data augmentation is summarized in Table 5.

TABLE 5. Number of training data for each case.

B. PRE-PROCESSING FOR TRAINING
The measured responses of the skin stringer and honeycomb
sandwich panel are converted to color bands, stacked in
parallel, and employed as a color map image for the training
process, as illustrated in Fig. 17. The response is normalized
to−1 to 1. Additionally, the DC component is removed using
a 9th-order high-pass Butterworth filter, ensuring a more
refined and focused dataset for training.

VI. CNN TRAINING
A. CONVOLUTIONAL NEURAL NETWORK MODEL
To effectively train the augmented data, we compare
five neural network models such as SqueezeNet [54],
GoogLeNet [55], ResNet-101 [56], Inception-ResNet-v2
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FIGURE 17. 2D image conversion through stacking of measured signals for applying CNN.

FIGURE 18. Shallow CNN architecture design.

[57], and EfficientNet-b0 [58]. These models are widely and
easily implemented by many researchers and developers in
deep-learning programming libraries. In addition to these
established models, we also incorporate a self-designed
shallow neural network. This simple network consists of three
convolutional layers and one fully connected layer. As shown
in Fig. 18, the structure includes filters of size 5 × 5, and
the convolution layer, ReLU layer, and Max pooling layer are
iteratively applied in this design.

1) DATA ASSIGNMENT
Within the dataset, 70% is randomly allocated to the training
data, while the remaining 30% is assigned to validation data.
The mixture of training and validation data during each
epoch facilitates the incorporation of a diverse range of data,
enhancing the robustness of the training process.

2) OPTIMIZER
When evaluating the performance of CNN models, the
employed optimization algorithm is Stochastic Gradient
Descent with Momentum (SGDM). SGDM, an improvement

on the widely used Stochastic Gradient Descent (SGD),
addresses the problem of SGD getting trapped in local
minima using amomentum term. It introduces an acceleration
term, γ (θl − θl−1), that considers the direction and speed of
the gradient, enhancing more stable weight updates [57]. The
weight update method is as in Eq. 10.

θl+1 = θl − α∇E (θl) + γ (θl − θl−1) (10)

where α is the learning rate, γ is the momentum, and α∇E is
the gradient of the loss function. The default value of 0.9 for
momentum is used without modification, and the training
rates are all set to 0.001.

3) EARLY STOPPING
The data is divided into a training set to extract image
features and a validation set to evaluate the training model
at each epoch. The training process continues until validation
accuracy converges. However, premature termination before
convergence may lead to underfitting, while excessive
epochs, even after convergence, may result in overfitting.
Therefore, after setting the maximum epoch to 50, if the
validation accuracy does not improve for three consecutive
epochs, an early termination option is invoked to stop
training, ensuring an appropriate number of training itera-
tions. Table 6 shows the convergence time and validation
accuracy for each training model applying this approach.
In Tables 6 – 8, ‘‘S-S’’ refers to the skin-stringer structure
model, and ‘‘H-S’’ denotes the honeycomb sandwich panel
model.

B. HYPERPARAMETER TUNING
1) SELECTION OF SIZE AND NUMBER OF FILTERS
As detailed in Table 6, training results using a shallow CNN
and transfer learning models show high classification perfor-
mance, with validation accuracy exceeding 98%. Regarding
the convergence speed of validation accuracy, shallow
CNN and SqueezeNet exhibit high efficiency. However,
considering the superior validation accuracy achieved by
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TABLE 6. Performance evaluation of CNN models. (shaded area:
fixed-parameters).

TABLE 7. Convolutional kernel optimization.

shallow CNN, training with a designed shallow CNN is
judged to be more effective.

In a designed shallow neural network, parameters, such
as layer order, depth, and kernel, can be freely modified.
However, to reduce the number of parameters for the
optimization, the depth of the neural network is fixed
to 4 (i.e., three hidden layers and one fully connected
layer). The hidden layer is structured with a repetition of
the convolutional-ReLU-Max pooling layers. Then, optimal
values for the size and number of the kernels in the CNN are
sought.

The size of the kernel does not necessarily have to be odd,
but odd numbers provide the advantage of reducing alignment

TABLE 8. Training performance comparison at different learning rates.

errors, leading to consideration of only 3×3 and 5×5 kernel
sizes. The convolution layer involves a convolution operation
and a zero-padding procedure that fills the edges with zeros.
Using odd-sized kernels ensure a stable learning process since
the output size matches the input size after passing through
the convolution layer. In addition, employing an odd-sized
kernel allows data to be evenly distributed according to the
central pixel, making it easy to process spatial information
efficiently [59], [60].
Table 7 displays the validation accuracy obtained by

adjusting the size and number of kernels. In the case of the
skin-stringer structure, it shows a high accuracy of around
99%, even for various filter sizes or numbers. Notably, the
design attains the fastest convergence of validation accuracy
when the filter size is 5 × 5, and the number of filters
increases in the order of 32, 64, and 128. Consequently,
the corresponding neural network is selected as the training
model for the skin-stringer structure. On the other hand,
for the honeycomb sandwich panel, proper training is not
achieved in the structure where the filter size is 5 × 5, and
the number of filters increases in the order of 8, 16, and
32, as the validation accuracy remains below 5%. Therefore,
a filter size 3× 3, which indicates stable validation accuracy,
is determined. Among these options, the neural network
employing 8, 16, and 32 filters with the swiftest validation
accuracy convergence is chosen as the training model for the
honeycomb sandwich panel.

2) INITIAL LEARNING RATE
Since the choice of the initial learning rate can impact training
time, accuracy, and computational efficiency, it is necessary
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FIGURE 19. Training progress for (a)Honeycomb sandwich panel and
(b) Skin-stringer structure.

to identify the ideal value for the training data through
several trials. Learning rate strategies can be categorized
into cases where the initial learning rate remains constant
throughout training, and the value decreases as training
progresses. Training often faced divergence when the initial
learning rate was more than 0.01. Therefore, neural networks
with the initial learning rate below 0.01 are compared as
presented in Table 8. For relatively sizeable initial learning
rates of 0.005 and 0.001, the latter strategy, in which the
learning rate is reduced by 0.5 times every five epochs,
is employed and the learning rate remains fixed during
training, from an initial learning rate of 0.001 to the smallest
value of 0.0001. In cases where the learning rate dynamically
decreases, three out of four models in the comparison group
do not terminate early due to the too-small learning rate, and
training continues up to themaximum epoch. Their validation
accuracies are comparable to those with a fixed learning rate.
However, proper training is not conducted under the specific
condition (i.e., initial learning rate: 0.001, method: reducing
the learning rate by 0.5 times every five epochs) for the
honeycomb sandwich panel model. Considering the case of
fixed learning rates, both stiffened structures achieved high
validation accuracy over 99%. Therefore, the initial learning
rates with the fastest convergence are selected to determine a
training model with high accuracy and fast convergence (i.e.,
skin-stringer structure: 0.0003 with fixed rate, honeycomb
sandwich panel: 0.0001 with fixed rate). Figure 19 illustrates
the training progress under these selected conditions.

C. 9-FOLD CROSS-VALIDATION
This paper employs the k-fold cross-validation technique,
a training method that randomly divides the dataset into k
folds, designating one as the validation set and the remaining
as the training set. This ensures that the validation set is
distinct from the training set and undergoes training k times.
This approach minimizes training bias towards specific data,
providing a more accurate evaluation of the model’s general
performance [61], [62].

Here, the value of k is set to 9, representing the common
divisor of the number of data per class, to maintain an
equal balance between validation and training sets in each
iteration. The common divisors of 648 (defective dataset) and
54 (intact dataset) are 2, 3, 6, 9, 18, 27, and 54, resulting in

FIGURE 20. 9-fold cross-validation architecture.

seven potential k-values. However, the choice of the k-value
presents a trade-off. If the k-value is small, the number of
trainingmodels is limited, making it challenging to generalize
training results. Conversely, a large k-value may lead to
overfitting due to the limited amount of data that can be
learned simultaneously. To strike a balance and consider the
ratio of training models to training data in each session within
the constraints of limited data, we opted for the median value
of 9 in this case. The training process is illustrated in Fig. 20,
and the averages of the training results across the 9-fold cross-
validation sessions are calculated. The training results are
detailed in Tables 9 and 10.

TABLE 9. Training result of honeycomb sandwich panel.

TABLE 10. Training result of skin-stringer structure.

VII. RESULT
A. CLASSIFICATION PERFORMANCE EVALUATION
Result analysis tools such as confusion matrix, T-SNE, and
test accuracy are utilized to evaluate the model’s performance
comprehensively.
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FIGURE 21. Confusion matrix for (a) honeycomb sandwich panel and (b) skin-stringer structure.

1) CONFUSION MATRIX
A confusion matrix serves as an indicator that describes the
performance of a classification model. Each row in the matrix
represents the true class, while each column corresponds
to the predicted class. This matrix can analyze the model’s
classification capability by counting the number of true
positives (TP), true negatives (TN), false positives (FP), and
false negatives (FN). The performance evaluation metrics of
accuracy, precision, and recall can be calculated using Eqs.
11-13, indicated in Fig. 21.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(11)

Precision =
TP

TP+ FP
(12)

Recall =
TP

TP+ FN
(13)

In Fig. 21(a), most classes for honeycomb sandwiches
are classified correctly. However, the precision index is
slightly lower in the L04 class as 96.0 %, indicating
a higher likelihood of errors in misclassification as the
L04 class. In the case of skin stringers, the results
indicate an optimal classification capability as presented
in Fig. 21(b).

2) T-SNE
T-distributed Stochastic Neighbor embedding (T-SNE) is
a tool for visualizing data similarity [63]. It facilitates a
clearer understanding of the data structure, helping interpret
training results. Applying T-SNE to the training model of the
honeycomb sandwich panel and skin-stringer structure allows
for the confirmation of clusters based on the similarity of the
validation data, as shown in Fig. 22.

3) TEST ACCURACY
The evaluation of classification accuracy involves introduc-
ing new test data not included in the training or validation sets
into the trained model. Specifically, for the defective class,
new defect types not utilized in the training or validation sets
are employed. For the intact class, new test data is generated
by exciting signals not presented in the training data. Adding
six noise levels to the new data increases the dataset sixfold.
The configuration for the test-data acquisition is summarized
in Table 11.
The overall performance and reliability of the trained

model are predicted using this collected test data, which has
never been utilized in the trained model. The classification
accuracy is calculated, as detailed in Table 12. The trained
model of the honeycomb sandwich panel classifies new test
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FIGURE 22. T-SNE for (a) Honeycomb sandwich panel (b) Skin-stringer
structure.

TABLE 11. Layout for test-data acquisition.

data with 100% accuracy in all nine trials, demonstrating
remarkable performance and reliability. The trained model
of the skin-stringer structure achieves 98.6% accuracy
on average, slightly lower than that of the honeycomb

TABLE 12. Test accuracy of honeycomb sandwich panel and skin-stringer
structure.

FIGURE 23. (a) Classification accuracy corresponding to debonded
locations for skin-stringer structures and (b) sensor array location of skin-
stringer structures.

sandwich panel. Nonetheless, it still reaches a decent level
of performance.

In addition, the distribution of classification accuracy
corresponding to each debonding location of the skin-
stringer structure is presented in Fig. 23(a). Notably, all
misclassifications occur near the sensor array in the ‘Location
5’ class. As observed in Fig. 23(b), the data from ‘Location
5’ is a response measured by the sensor array after the
excited waves pass through the defect. In other word,
when a defect exists in another location, the direct wave is
measured without contacting the defect. Then, the effect of
the defect is measured at the reflected signal from the defect.
Consequently, defect-interaction information is contained in
reflected waves propagating opposite to the direction of
excited wave propagation. Therefore, the accuracy of the
‘Location 5’ class is assumed to be lower than that of
other classes due to the relative location differences between
defects and sensor arrays.

4) CLASSIFICATION ERROR ANALYSIS
To analyze the cause of the imperfect classification accuracy
(98.6%) of the skin stringer structure, the classification
results are re-organized according to each defect size and
noise level. The skin-stringer structure test data encompass
defects of three sizes (Small, Medium, and Large) and six
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FIGURE 24. Analysis of test accuracy based on defect size and noise
levels for skin-stringer structure.

noise levels (Clear signal, SNR=8dB, 11dB, 14dB, 17dB,
20dB), detailed in Table 11 and Appendix A. Subsequently,
the test results were segmented according to defect size and
noise level, as illustrated in Fig. 24.

The average accuracy within the ‘Small’ group was 95.14
%, noticeably lower than that of other groups, which achieved
100% classification accuracy. This means that as the defect’s
size increases, the signal change due to the defect becomes
more evident, making it more advantageous to classify the
location of the defect. Within the ‘Small’ group, accuracy
appears to increase with higher SNR levels when solely
considering noise levels. However, the classification accuracy
for the clear signal without noise is low, indicating a
substantial impact of data noise on classification results.
In conclusion, defect size affects classification performance
more significantly than the noise level.

VIII. CONCLUSION
In this study, we have introduced a method that employs a
CNN-based non-destructive evaluation algorithm to remotely
detect and classify debonding damage in honeycomb
sandwich panels and skin-stringer structures, which are
commonly used in aerospace structures. The research process
includes identification of the optimal strategy from data
collection to the derivation of training results. Considering
significant cost and time limitations in actually manufactur-
ing reinforced structures with various debonding, acquiring a
substantial number of samples for CNN application becomes
challenging. To address this limitation, we used finite element
models of stiffened structures to collect sufficient data to
conduct deep learning training on debonding defects and have
checked the methodological effectiveness.

To maximize the information derived from defects, the
excitation frequency was selected based on the amplitude of
the reflected wave from each defect. Additionally, the optimal
location and number of ultrasonic sensors were determined
based this criterion. The collected time data from the optimal
sensor array were then stacked vertically and expressed as 2D
figures. Subsequently, the defect locations were labeled, and

a CNN was trained. To enhance classification performance,
the amount of training data was increased by introducing
variations in the shape, size of defects, and noise levels.
Consequently, 648 training data were gathered for each
defective class, along with 54 instances for each intact
class, for both honeycomb sandwich panel and skin-stringer
structures.

We compared six CNN-based transfer learning models
and a custom-designed shallow neural network to select a
better training model. Our findings demonstrated that the
customized-shallow CNN showed not only rapid conver-
gence in validate accuracy but also achieved a sufficiently
high level of performance. We optimized the kernel and
learning rate using a trial-and-error approach to enhance
the classification accuracy further and fast convergence in
the shallow neural network. Consequently, we obtained a
tailored neural network optimization for each honeycomb
sandwich panel and skin-stringer structure. We opted for a
fixed initial learning rate among the various training options
to expedite the training process. An appropriate learning
rate was also determined through the trial-and-error method.
We mitigate underfitting and overfitting by introducing
an early termination option that terminates training if the
verification accuracy does not improve for three epochs. The
9-fold cross-validation method is used to minimize data bias.
The training result indicated an average validation accuracy
of 99.28 % for the honeycomb sandwich panel and 99.93 %
for the skin-stringer structure.

To evaluate the training results in detail, we employed a
confusion matrix and three classification performance evalu-
ation indicators, and the classification results were visualized
through T-SNE. Subsequently, the general performance of
the trained model was assessed using new test data not
included in the training dataset. As a result, the honeycomb
sandwich panel achieved an average classification accuracy
of 100%, and the skin-stringer structure attained an average
classification accuracy of 98.61%, indicating high reliability
for the training model. Furthermore, more research was
conducted on the corresponding classification errors of skin-
stringer structure. Using the new test data, we explored the
effects of defect size and noise level on defect classification.
The test results indicated no significant effect of noise level,
and the small size of defect among the test data exhibited a
classification accuracy of about 4.91% lower than other sizes.

In this study, except for the experiment to verify the finite
element model, the design and verification of the algorithm
were all based on finite element analysis. It is essential to note
that certain factors inherent to real-world measurements, such
as unforeseen environmental changes or noise, may not have
been comprehensively considered. Consequently, to address
these limitations, subsequent research endeavors should
validate the outcomes through experimentation with actual
samples or aerospace structures. This approach will provide
a more robust assessment of the algorithm’s performance
in practical scenarios and enhance the applicability of the
findings.
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APPENDIX A

< Debonding-defect configurations of skin-stringer
panel >

< Small-sized defect group >

< Medium-sized defect group >

< Large-sized defect group >

APPENDIX B

< Debonding-defect configurations of honeycomb
sandwich panels >
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