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ABSTRACT The gastronomy tourism industry plays an important role in boosting local economies,
enhancing the travel experience, and preserving culinary traditions unique to specific places. In this context,
comprehending customer sentiments is of paramount importance for business decision-making, menu choice
offerings, marketing strategies, and customer service improvements. Traditional sentiment analysis methods
in gastronomy tourism tend to be time-consuming, prone to human error, and influenced by subjectivity.
Furthermore, the absence of an effective visualization strategy hampers the reliability of sentiment analysis
efforts. Compounding this, the data collected also often lacked balance across sentiment classes, making it
challenging to predict minority sentiments accurately. To address these challenges, our research introduces a
hybrid approach, combining various lexicon-based sentiment and emotional analysis algorithms, thereby
enhancing the reliability of customer review analysis in the gastronomy tourism sector. Subsequently,
we optimize machine learning sentiment classification by employing data augmentation in conjunction
with feature engineering strategies, to improve the recognition of minority sentiment classes. Additionally,
we present a comprehensive business intelligence and visualization solution that is personalized for the
gastronomy tourism industry in Sarawak and offers real-time sentiment visualization. The optimization of
sentiment classification, achieved through the integration of synonym augmentation and n-gram feature
engineering in conjunction with kNN classifiers, has yielded impressive results. This approach attains
optimal classification performance, boasting an accuracy rate of 0.98, a F1-score and a ROC-AUC score of
0.99. Notably, this methodology significantly enhances the recognition of minority sentiment classes within
the dataset, addressing the main challenges in this research.

INDEX TERMS Business analytics, machine learning, sentiment analysis, tourism industry, data
visualization.

I. INTRODUCTION
Gastronomy tourism has become increasingly known as a
promotion strategy for economic and cultural development
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in a developed country. As a result, many destinations have
invested in gastronomy tourism as a key component of
their tourism strategy such as to ensure the quality of ser-
vices provided by the eateries is up to a certain standard
[5]. Sentiment analysis is an important task in gastronomy
tourism as it helps businesses and destinations to better
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understand their customers and improve the overall tourist
experience ( [8], [11], [25], [30]). By analyzing customer
reviews and feedback in sentiment analysis, businesses can
identify the important aspects of the tourist experience that
should become the key strength of the businesses or require
improvements in the future [24]. Other than that, senti-
ment analysis can help to sustain good reputations of the
businesses. A vast number of studies have been conducted
previously to improve the state-of-the-art sentiment analysis
methods such as the improvement of Aspect Based Senti-
ment Analysis (ABSA) that incorporate linguistic process to
overcome the semantic interference [21], stepwise multi-task
learning model for holder extraction with RoBERTa and
Bi-LSTM to address the issues of fine-grained sentiment
analysis [23] and the concept of Scope introduced in [29], that
highlights the structural text region related to a specific target
in ABSA. However, in the local context of Sarawak, it rely
on the traditional approaches in analyzing the customer’s
feedbacks [4]. Manual sentiment analysis involves a human
reading and interpreting text to determine the writer’s senti-
ment or emotion towards a particular topic. It has limitations
that can impact the accuracy, speed, and cost-effectiveness of
the analysis especially when dealing with large volumes of
data. This can make it impractical for businesses that need to
analyze customer sentiment in real-time. Manual sentiment
analysis can also be subjective since different people may
have different interpretations of the same text. This can lead
to inconsistencies in the analysis results. Next, manual senti-
ment analysis has limited scope as a human can only analyze
a limited amount of data within a specific timeframe, which
can lead to a narrow scope of insights and lastly, a human can
bring their own biases and opinions to the analysis, which can
skew the results.

Another important challenges in machine learning for
restaurant sentiment analysis is the difficulty faced by
machine learning models in effectively distinguishing
between positive, negative, and neutral sentiment classes,
particularly when dealing with minority classes. Indeed,
recent advancements in machine learning models, including
LSTM, CNN, and hybrid CNN-LSTM, as well as the foun-
dational models like SVM, Random Forest, and KNN, have
demonstrated less convincing performance when evaluated
in terms of F1-Score and ROC-AUC ( [12], [16], [19], [28]).
Moreover, a lack of studies has been found in evaluating
feature engineering aspects to address the issues of class
imbalance in restaurant sentiment analysis. Therefore, the
objective of this research is to model a robust sentiment
analysis and recognition in gastronomy tourism in which the
contributions are highlighted as follows:

• We employed a hybrid approach that combines multiple
lexicon-based sentiment and emotional analysis algo-
rithms with machine learning techniques to enhance the
accuracy and reliability of customer review analysis in
the gastronomy tourism industry.

• We enhanced machine-learning-based sentiment analy-
sis through data augmentation and feature engineering

strategies to improve the recognition of minority senti-
ment classes in a local gastronomy reviews dataset.

• We conducted sentiment polarity analysis and generated
sentiment visualizations to build a business intelligence
dashboard tailored for the gastronomy tourism industry
in Sarawak.

The remainder of this paper is organized as follows: section II
reviews literature related to gastronomy tourism in Sarawak
and sentiment analysis; section III presents the experimental
setup and methodology of this study; section IV discusses
the results, whereas section V provides the limitations and
recommendations for future research.

II. RELATED WORKS
This section highlights the current state of gastronomy
tourism development in Sarawak and the previous works of
the sentiment analysis research in the context of gastronomy
tourism.

A. GASTRONOMY TOURISM IN SARAWAK
Sarawak is a state on the island of Borneo in Malaysia that
known for its unique cuisine and cultural heritage, making
it a potential destination for gastronomy tourism [27]. The
following statistics indicate that gastronomy tourism is an
important component of Sarawak’s tourism industry, with
the state’s unique cuisine and cultural heritage attracting
both domestic and international tourists. In 2019 before the
pandemic COVID-19 hit the world, Sarawak received a total
of 4.66 million tourists, and out of these, 2.58 million were
domestic tourists and 2.08 million were international tourists.
(Ministry of Tourism, 2023). In 2022, Sarawak received a
total of 2.03 million tourists after the border of the country
has been reopened and expecting the number of tourists
visiting Sarawak increased to 3 million in 2023 [14]. The
contribution of food and beverage services to Sarawak’s
tourism industry was estimated at RM3.4 billion in 2018.
(Department of Statistics, 2019). Sarawak is known for its
diverse indigenous cuisine, including traditional dishes like
manok pansoh (chicken cooked in bamboo) and umai (a
raw fish salad). The state is also home to numerous local
markets and street food stalls that offer a wide variety of
snacks and delicacies. The annual Kuching Food Festival is a
popular event that attracts both locals and tourists [26]. The
festival features a variety of food stalls, cooking competitions,
and cultural performances. In 2018, Sarawak Tourism Board
launched the ‘‘Sarawak Culinary Heritage Trail’’ to promote
the state’s unique culinary traditions and cultural heritage.
The trail includes a variety of local food experiences, from
visiting local markets to trying traditional recipes. According
to research conducted by [9], food is one of the reason that
tourists visit Sarawak.

B. SENTIMENT ANALYSIS IN GASTRONOMY TOURISM
Gastronomy tourism is a rapidly growing industry that com-
bines travel with culinary experiences. As gastronomy is
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a vital component of tourism, analyzing the sentiments
associated with food and dining experiences can provide
insights into the overall satisfaction of tourists. With the
growth of social media platforms and online reviews, there
has been a significant increase in sentiment analysis stud-
ies in the tourism industry. This section discusses various
approaches for sentiment analysis in the restaurant industry
using machine learning techniques. Reference [6] proposed a
deep learning framework for aspect-level sentiment analysis
using graph neural networks with a graph attention model to
address the limitations of traditional sentiment analysis tech-
niques. The proposed method captures context information
and an extended structural attention model is developed to
concentrate on a specific part of the graph. The approach was
evaluated on SemEval 2014 dataset for laptop and restaurant
reviews and achieved an accuracy of 72.88% and 78.75%,
respectively. The findings demonstrate the effectiveness of
the proposed technique in accurately identifying aspect-level
sentiment polarity. Future works include the development of
adaptive graph-based sentiment mechanisms.

One of the challenges in sentiment analysis is the language
barrier. While most sentiment analysis research has focused
on English language reviews, there is a growing need for
sentiment analysis in other languages, including Arabic. Ref-
erence [5] developed a sentiment analysis approach using
machine learning algorithms to identify aspect-level senti-
ment polarity of Arabic language reviews of restaurants in
the Qassim region. The proposed approach utilized Support
Vector Machine, Logistic regression, and Random Forest
algorithms, achieving high accuracy, recall, and F-measure
scores. The study used a dataset of 1,785 collected Arabic
reviews, with findings of an F-measure of 0.93 (RF), accu-
racy of 0.89 (SVM), and recall of 0.92 (SVM). Future work
includes the use of more data to further improve sentiment
analysis accuracy. This study demonstrates the effectiveness
of machine learning in accurately analyzing Arabic language
restaurant reviews.

Reference [16] explored sentiment analysis in restaurant
reviews using machine learning techniques. The study aimed
to improve the accuracy of short text categorization, which
has previously been challenging. The proposed technique
used a deep neural network based on Long Short-Term
Memory (LSTM) and Fuzzy logic model with incremental
learning. The study used Yelp dataset and evaluated perfor-
mance using F1-score, accuracy, precision, and recall. Results
showed an accuracy of 81.04%, precision of 77.81%, recall of
80.63%, and F1-score of 75.44. The study demonstrated that
the proposed technique can effectively classify sentiments
from restaurant reviews with high accuracy.

In today’s competitive market, understanding consumer
preferences is crucial for businesses. However, existing
approaches struggle to comprehensively analyze consumer
choices for various attributes, hindering product or service
providers. To address this, [31] propose a novel consumer
preference analysis method based on reviews, including

ratings and comments. Their approach uses multi-attribute,
quadratic programming, aspect-based sentiment analysis,
and recommendation decision making (MADM). Using the
Ctrip.com dataset, the authors demonstrate the effectiveness
of their approach by solving for weights and achieving better
recommendation accuracy using mean squared error (MSE),
mean absolute error (MAE), and root mean squared error
(RMSE) metrics. This method offers businesses a way to bet-
ter understand their customers and make informed decisions
to improve their products/services.

Reference [19] proposed a deep learning approach for
aspect-based sentiment analysis of restaurant reviews in
Spanish. The purpose of the study was to process, ana-
lyze, and categorize large amounts of information generated
from reviews. The proposed technique was a combination of
two aspect-based convolutional neural networks (AB-CNN),
evaluated on the SemEval dataset. Performance metrics
included F1-measure and accuracy, with an accuracy score of
0.9333 and an F1-measure score of 0.6540. Future work may
include incorporating dictionaries in the preprocessing stage
to replace core words. This study demonstrates the potential
of machine learning techniques for sentiment analysis in the
restaurant industry, particularly in non-English languages.

Reference [17] aimed to perform text classification and
clustering of consumer reviews using supervised and unsu-
pervised machine learning algorithms. The study focused
on two datasets, one on games and the other on restaurant
reviews. They employed SVMandmeasured the performance
of their proposed technique using accuracy, precision, recall,
and F-score. Their findings show an accuracy of 0.82, pre-
cision of 0.82, recall of 0.821, and an F-score of 0.901.
The study suggests the need for combining both supervised
and unsupervised machine learning algorithms for sentiment
analysis. The datasets used were obtained from Kaggle and a
GitHub repository.

Reference [28] proposed a deep learning technique for
aspect-level sentiment analysis (ABSA) based on BERT
fusion multi-attention. The authors addressed the limitations
of existing ABSA models that cannot effectively distin-
guish the importance of aspect words and words in the text
and lack the utilization of the overall interaction between
aspect words and text. The proposed approach captures
the potential interaction between aspects and contexts and
mines deep-level contextual internal semantic associations
to improve aspect-level sentiment classification efficiency.
The study was conducted on Semeval2014 data and the
performance was evaluated using accuracy and F1-score.
The results showed an accuracy of 84.3% and an F1-score
of 74.8%. The study suggests that future research could
explore other techniques to improve aspect-level sentiment
analysis.

The study by [2] highlights the need for a literature
review on deep learning (DL) methods and explainable arti-
ficial intelligence (XAI) techniques for predicting customer
sentiments in the Food Delivery Service (FDS) domain.
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The authors propose to use machine learning (ML) and
DL models for sentiment analysis, with a focus on using
XAI techniques to build trust in DL models. While the
lexicon-based approach shows better performance than ML
algorithms such as SVM, the DL methods of RNN, CNN,
and LSTM show promising results. The study also recom-
mends using topic categorization techniques such as LIME or
SHAP for classifying negative sentiments into various topic
categories.

Reference [12] conducted sentiment analysis of local
tourism in Thailand from YouTube comments using the
SocialMedia Sensing framework (S-Sense) and Bidirectional
Long Short-Term Memory (BiLSTM) methods. The study
aimed to analyze the relationship between social media use
and its effect on community-based tourism in Thailand. The
study used lexicon and machine learning techniques to ana-
lyze comment data from 114 clips on YouTube. The proposed
technique achieved an accuracy of 83.25%, precision of
87.01%, recall of 85.78%, and F1-score of 85.08%. Future
works suggested collecting more comments and executing a
parallel study on other languages.

Reference [18] addressed the challenge of sentiment clas-
sification of restaurant review images on social media using
deep convolutional neural networks. Their purpose was to
efficiently classify all types of restaurant images and improve
the accuracy of the dataset. They proposed two models: the
Dimensional Model and the Categorical Model, which uti-
lized a convolutional neural network. Performance metrics
including precision, recall, F1 score, and accuracy were used
to evaluate the models, with impressive results. Precision
was 0.96, recall was 0.90, F1 score was 0.924, and accuracy
was 0.93. Future works include the consideration of further
real-time images and videos streamed from social media for
review.

The study by [15], addresses the lack of a restaurant-
specific sentiment dictionary and explores the spatiotemporal
trends of restaurant sentiments. The purpose is to develop
a restaurant-domain-specific dictionary, visualize sentiment
trends, and identify the main discrete emotions affecting cus-
tomer ratings in a restaurant setting. The study uses multiple
linear regression methods and Latent Dirichlet Allocation
(LDA) to analyze restaurant review data in Chengdu, China.
The findings suggest that positive and negative sentiment
categories are not enough to fully capture the complexity of
customer emotions in restaurant reviews. The authors suggest
using longer time series, a larger range of data, and different
clustering algorithms for future research.

Sentiment analysis has proven to be a useful tool for
understanding the sentiments associated with gastronomy
tourism. By analyzing the sentiment of online reviews and
social media posts, tourism businesses can gain insights into
the factors that influence customer satisfaction and improve
their services accordingly. Furthermore, analyzing the sen-
timent of gastronomy events can provide insights into the
overall success of such events and help to identify areas for
improvement.

In summary, prior research has shown that several pro-
posed methods have achieved F1-Scores slightly lower
compared to their accuracy, with results such as 75.44% [16],
0.6540 [19], 74.8% [28], and 85.08 [12]. This indicates that
these models struggle to effectively balance precision and
recall, and encounter difficulties in distinguishing between
positive and negative sentiment in the context of restaurant
sentiment analysis. Notably, limited research has explored
feature engineering techniques and their compatibility with
machine learning algorithms to address class imbalance
issues in this domain. Furthermore, it is suggested that a
hybrid approach combining supervised and unsupervised
machine learning methods could be considered for a more
comprehensive and reliable sentiment analysis model, as pro-
posed by [17].

III. EXPERIMENTAL SETUP
The data acquisition, experiments, data plotting and data
visualization were carried out by using the programming
environment, libraries and tools as depicted in Table 1 and
Python libraries based on Spyder 4.2.2. Specifically, the fea-
ture extractions and classifications were performed by using
Scikit-learn and Keras libraries.

A. DATA ACQUISITION
Web scrapping technique was used to collect and extract data
in this study. Web scraping involves identifying the data to
be collected, selecting the appropriate tools and techniques,
writing the scraping script or program, testing and refining
the script, and finally extracting and processing the data. Data
acquired through web scraping was saved in CSV format
before further analysed and processed using data analysis and
visualization tools. In this study, the data related to restau-
rant’s reviews were scrapped from Tripadvisor website by
using Selenium library packages. In particular, 30 restaurants
in Kuching city were randomly selected for web scrapping.
The scrapped data including the review date, overall star rat-
ing, reviews, total reviews, restaurant name, address, cuisine
types, food star rating, service rating and value rating. The
pseudocode of data acquisition using Selenium is showed in
Table 2. Table 3 depicted the descriptions and data type of
each of attribute and Table 4 shows the total of reviews and
scrapped reviews for each restaurants.

B. LEXICON-BASED SENTIMENT AND EMOTION ANALYSIS
Sentiment analysis was performed to determine the ratio pos-
itive to negative about the restaurant reviews scrapped from
Tripadvisor website based on lexicon or rule-based approach.
In particular, the polarity of reviews is calculated and return
the decimal value in certain range. In this experiment, three
types of lexicon based sentiment analysis were adoptedwhich
are AFINN, VADER and Textblob. AFINN [22] contains
3500 english words and each word has been manually label
with the polarity between −5 to 5. The low polarity indicate
more negativity of reviews.
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TABLE 1. Experiment environment.

TABLE 2. Data acquisition pseudocode.

Let’s denote the AFINN sentiment score for a word as
A(w), where ‘‘w’’ represents the word. A(w) is a real number
representing the sentiment score of the word.

A(w) =

∑
[score(wi)]/n

A(w): The AFINN sentiment score for the word ‘‘w.’’
score(wi): The sentiment score for each individual word

‘‘wi’’ in the word ‘‘w.’’
n: The total number of words in ‘‘w.’’
Next, VADER (Valence Aware Dictionary and Sentiment

Reasoner) (Hutto & Gilbert, 2014) uses a lexicon of words
and phrases that have been rated on a scale from −4 (most
negative) to +4 (most positive) to determine the emotional
sentiment of the reviews. VADER has capability to deal with
the social media text, which can bemore informal and contain
more slang or misspellings than traditional written text.

Let S(w) be the VADER sentiment score for a given word
‘‘w.’’ The VADER sentiment score for a text or sentence is
calculated as the sum of the sentiment scores for each word in
the text, normalized by the length of the text. Mathematically,

TABLE 3. Description of data attributes.

the VADER sentiment score for a text ‘‘T’’ can be defined as:

S(T) = (6 S(w))/
√
(6S(w)^2 + α)

where:
S(T): The VADER sentiment score for the text ‘‘T.’’
S(w): The VADER sentiment score for each word ‘‘w’’ in

the text.
6 : The sum is taken over all the words in the text.
α : A constant used for normalization, typically a small

positive value to prevent division by zero.
Meanwhile, Textblob is a python library that provides

sentiment analysis features that used machine learning
algorithm to determine the sentiment polarity score between
−1 (most negative) and +1 (most positive). Textblob is
built on top on Natural Language Tool Kit (NLTK). NLTK
was also employed to tokenize the reviews data and to
remove the stop words. All the punctuations comprising
!’’#$%&′()∗+,-./:;?@[\]^_‘{|}∼ were also eliminated. Sub-
sequently, n-grams analysis was performed to get some
contextual meaning from the text. In particular, a contiguous
sequence of N items from the text has been extracted. In this
study, Bi-grams and Tri-grams have been extracted from the
text. Bi-grams or 2-grams is a combination of two words
appear in the text, whereby Trigrams or 3-grams is an N-gram
containing up to three elements from the text. In this study,
the top 50 for both bigrams and trigrams were analysed for
all restaurants.

Afterwards, emotion analysis by using NRCLex python
library has been conducted. The emotions score from the text
is computed that measure the ten emotional affects which
are fear, anger, anticipation, trust, surprise, positive, negative,
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TABLE 4. Number of scrapped reviews for each restaurant.

sadness, disgust and joy. The affects dictionary in NRCLex
contains approximately 27,000 words based on the National
Research Council Canada (NRC) affect lexicon.

Let E(T) represent the emotion scores for a given text ‘‘T.’’
Emotion analysis usingNRCLex typically provides scores for
multiple emotions, such as anger, fear, joy, sadness and so on.

Mathematically, the emotion analysis with NRCLex can be
represented as a vector of emotion scores:

E(T) = [E1,E2,E3, . . . ,En]

where:
E(T): The emotion scores for the text ‘‘T.’’
E1, E2, E3, . . . , En: The scores for individual emotions.

The number of emotions and the specific emotions analyzed
depend on the implementation of NRCLex.

C. SYNONYM AUGMENTATION
Data augmentation technique is employed in this study to
address the problems of the current machine learning tech-
niques such as LSTM, CNN and CNN-LSTM as well as
in many traditional machine learning techniques that were
less effective to recognize the minority sentiments such neg-
ative and neutral class in the dataset. In particular, synonym
data augmentation technique was opted that generate new
training data replacing words in existing sentences with their
synonyms [1]. Synonym data augmentation is a simple but
effective way to increase the size and diversity of a training
dataset, which can lead to improved model performance.

The pseudocode shown in Table 6 describes a procedure
for generating augmented reviews using synonym augmenta-
tion. The procedure takes as input a dictionary of restaurant
reviews, where the keys are restaurant names and the values
are lists of reviews. The procedure also takes as input the
number of augmented reviews to generate for each review.

D. FEATURE ENGINEERING
This study was also explored on the feature engineering
aspect in restaurant’s sentiment analysis that is crucial to train
machine learning model. Feature engineering in restaurant’s
sentiment analysis is a process to select, create and transform
relevant features from the text or reviews. The evaluation
of feature engineering is essential in this study as effective
feature engineering should be tailored to the local context and
to identify the most informative and optimal features. There
were four feature engineering approaches being selected
in this study which are Bag of Words (BoW), N-grams,
Term Frequency-Inverse Document Frequency (TF-IDF) and
Word2Vec [3], [13].

E. MACHINE LEARNING BASED SENTIMENT ANALYSIS
Numerous machine learning models were assessed to train
the sentiment analysis model, encompassing a range of
baseline models and state-of-the-art or domain-specific mod-
els. The baseline models include Linear Support Vector
Machine (LSVM), Support Vector Machine (SVM), Gradient
Boost Classification (GBC), Multilayer Perceptron (MLP),
Random Forest (RF), and K-Nearest Neighbors (KNN).
In contrast, the selection of domain-specific models features
Convolutional Neural Network (CNN), Long Short-Term
Memory (LSTM), and CNN-LSTM. The LSTM has been
employed by [16] to overcome the issues of short text classifi-
cation in the restaurant sentiment analysis on Yelp dataset and
[12] to analyze the relationship between social media use and
its effect on community-based tourism in Thailand. On the
other hand, CNN was used by [18] to deal with problem of
review images sentiment classification for restaurants. As for
training and testing data, the dataset was split into 80:20 in
which 80% of the data used to train the machine learning
model and 20% was used for testing.

F. TOP WORDS AND N-GRAMS ANALYSIS
The top words refer to the words that occur most frequently
in the reviews. Analyzing the top words in this study can
provide valuable insights into the underlying structure and
meaning of a review. For instance, the key topics or theme
written in the reviews could be identified to highlight the
important issues that were being concerned by the customers
towards the restaurants. Ultimately, the business entity would
become more aware about what are the people talking about
on the online platforms. On the other hand, N-grams analysis
was also providedwhich consists of the contiguous sequences
of n words from the review. By having N-grams analysis,
it can help to capture the context in which words appear

49392 VOLUME 12, 2024



M. N. Razali et al.: Enhancing Minority Sentiment Classification in Gastronomy Tourism

TABLE 5. Pseudocode for sentiment and emotions analysis.

in the reviews and to identify patterns that are not appar-
ent by looking at the single words. In this study, bi-gram
and tri-gram analysis were performed on reviews. In bi-
gram and tri-gram analysis, the frequency of two-word and

TABLE 6. Pseudocode for synonym augmentation.

three-words sequences that appears consecutively have been
extracted.

G. BUSINESS INTELLIGENCE DASHBOARD
All the data obtained through web scrapping, the outcomes of
sentiment and emotional analysis, top-n and n-grams analysis
and recommendation were compiled a csv file. The next
process is to visualize the data into graphical forms to make
the appealing, interactive and understandable data representa-
tion for the businesses. Subsequently, a business intelligence
dashboard for Sarawak gastronomy tourism was created that
provides a quantitative overview of the public perceptions
towards Sarawak gastronomy industry. By having such a
dashboard, the gastronomy and tourisms related industry may
help in term of decision making, identify trends and take the
countermeasures to rectify any issues as well as to improve
the business performance. In this study, Tableau software was
used to visualize the data and to create the business intel-
ligence dashboard. Tableau provides user-friendly interface,
powerful visualization capabilities, fast and efficient analysis
as well as collaboration and sharing capabilities.

IV. FINDINGS AND EXPERIMENTAL RESULTS
This section presents the results of multiple analysis, includ-
ing overall star rating, emotional analysis, n-grams analysis,
sentiment analysis using Textblob, VADER and AFINN, sen-
timent word clouds, and business intelligence dashboards.
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TABLE 7. Pseudocode of feature extraction using BoW.

The experiment results on the effect of synonym augmen-
tation, feature engineering method and machine learning
classifiers will be also presented.

A. STAR RATING
Customers on the Tripadvisor website can give specific star
ratings ranging from 0 to 5 to the overall experience, as well
as to the quality of food, service, and value. As illustrated
in Figure 1, the average ratings for overall experience, food
quality, and value were all 4 stars. However, the rating for
service quality was slightly lower than the other dimensions.
This data implies the need for further investigation into
the service aspect to identify the underlying issues before
proposing a viable solution. The specific star rating for each
restaurant was also provided in the created business intelli-
gence dashboard.

B. EMOTIONAL ANALYSIS
Next, the results from the emotional analysis by using aNR-
CLex as can be seen in Figure 2. aNRCLex is a powerful tool
for extracting valuable insights from text data by quantifying
the emotions expressed in the text and providing a detailed
understanding of the emotional tone of the text. aNRCLex
used dictionary-based approach where a predefined set of
emotional categories and associated keywords are used to
label and quantify the emotions expressed in the reviews.
These emotions are categorized as anger, anticipation,

TABLE 8. Pseudocode of feature extraction N-grams.

surprise, trust, fear, positive, sadness, negative, disgust and
joy. Every word in the lexicon is assigned a score indicating
the strength of its association with a particular emotion.

The graph shown in Figure 3 revealed that most of the
lexicons found in the reviews have obtained a good score
in positive emotions (461.6), followed by joy (251.8), trust
(243.7) and anticipation (133.6). Although the score of nega-
tive group emotions comprising anger, surprise, fear, sadness,
negative and disgust were not that high individually, but if
all of them is aggregated (291), the returned score is quite
concerning as well. This has implied of some negative senti-
ments could not be denied and required appropriate attentions
from both industry players and government. The emotional
analysis shown in Figure 3 reflected the aggregated emo-
tional scores for all restaurants’ reviews. However, individual
emotional analysis based on the restaurants are also could
obtained dynamically by using the created business intelli-
gence dashboard.
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TABLE 9. Pseudocode of feature extraction using bow.

C. N-GRAMS ANALYSIS
Figure 4 and Figure 5 show the word cloud of bi-gram and tri-
gram analysis respectively. By performing n-grams analysis
on the reviews, the words and phrases that were appeared
frequently could be identified. For instance, the positive
words may represent strength or unique selling points of the
business, while negative words may indicate a problem that
need to be addressed by the business. The n-gram analysis
provided in this section represented overall analysis for all
restaurants.

Based on the bi-gram analysis depicted in Figure 4, the
phrases were all positive words in which the phrases ‘food
good’(64), ‘good food (48)’, ‘great food (39)’, ‘service good’
(38), ‘friendly staff’ (38) were all the top 5 of frequent phrases
mentioned in the reviews. It is also worth noting that the
word ‘laksa sarawak’ was also among the frequent words (59)
written in the reviews.

Meanwhile, the word cloud of tri-gram analysis presented
in Figure 5 shown the phrases ‘good value money’ (48),
‘service good food’ (39), ‘great value money’ (38), ‘food

TABLE 10. Pseudocode of feature extraction using Word2Vec.
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TABLE 11. Pseudocode for top words, n-grams analysis and sentiment
word clouds.

reasonable price’ and ‘best laksa sarawak’ (36) were the top
five words mentioned in the reviews. This has indicated that
the food prices offered in the restaurants are reasonable and
worthwhile. Other than ‘laksa Sarawak’ and ‘mi kolok’ which
are the well-known and popular dish in Sarawak, it was also
noticed that ‘midin fried rice’ was also highlightedmore often
in the reviews which could become the new trending dish in
Sarawak.

D. LEXICON-BASED SENTIMENT ANALYSIS
In this section, the outcomes from the sentiment analysis
by using Textblob, VADER and AFINN are presented. The
frequency of sentiment words or lexicon for negative, positive
and neutral is presented in the word cloud shown in Figure 6.
The most frequent lexicon in the review are ‘good’(1128),
‘great’(730), ‘nice’ (648), friendly (379), ‘best’ (348) and
‘delicious’ (327).

E. CATEGORY OF SENTIMENTS
The percentages of sentiments analyzed using TextBlob,
VADER and AFINN for all restaurants shown in Figure 7,
Figure 8 and Figure 9 indicate that the majority of the reviews
could be categorized as positive reviews. On the other hand,
12.12%, 8.80% and 7.13% of the reviews were classified as
negative reviews.

FIGURE 1. Overall star rating of the restaurants.

F. SENTIMENTS POLARITY SCORE
The degree of positive, negative and neutral sentiments cat-
egory of sentiments of the reviews was determined based on
the calculations of sentiments polarity. In Textblob, a senti-
ment polarity score greater than 0 indicates a positive phrase,
while a score less than 0 indicates a negative phrase. A score
of exactly 0 signifies a neutral sentiment. The histogram of
sentiment polarity by using Textblob is depicted in Figure 10.
According to this histogram, approximately 76.66% of the
reviews have received a polarity score between 0.1 and 0.5.
Interestingly, many negative reviews have a score between
0 and −0.2, indicating that they may not severe or intense.

The polarity score yielded by using AFINN as shown in
Figure 11 demonstrated identical pattern with the Textblob.
As explained in Section III-B, the polarity score less than
0 indicate negativity and the polarity score greater than 0 indi-
cate positivity. The maximum value of polarity score is 25,
while the minimum value of polarity score is −11.
Figure 12 shown the histogram of polarity score for

VADER. This finding implies many reviews obtained high
polarity score in between 0.6 and 0.9 that indicate the great
level of reviews. However, there quite numbers of reviews
obtained very low polarity score between−0.7 and 1.0 which
indicate the very poor customer experience and required fur-
ther attentions.

G. SENTIMENTS CLASSIFICATION BASED ON
RESTAURANTS
Figures 13, 13, and 14 show comparisons of sentiment anal-
ysis results for all restaurants using the three sentiment
analysis techniques. It was discovered that the restaurants
AYA,BIN, CHO, IZA,NUS, andVIL had clearly gottenmore
unfavourable reviews than the other restaurants on Textblob
as shown in Figure 13. Nonetheless, there are no issues about
the restaurants SAR, SPO, and TRI.

Following this, it can be noticed from the sentiment anal-
ysis carried out using AFINN as shown in Figure 14 that
restaurants HER, NUS, and VIL have received more negative
reviews. In contrast, there are no detrimental reviews for the
restaurants BAL, RAI, and RUM.

Last but not least, the sentiment analysis performed using
VADER in Figure 15 revealed that the reviews for SAR and
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FIGURE 2. Emotions word cloud from emotional analysis in gastronomy
tourism dataset.

FIGURE 3. The distribution of the types of emotions towards the
restaurants.

SPO were flawlessly perfect. Nonetheless, the restaurants
HER, IZA, JAM, KOP, NUS, and VIL have received lot of
undesirable reviews.

In a short, at least two sentiment analysis approaches
consistently found that the restaurants IZA, NUS, VIL, and
HER received a lot of unpleasant reviews. Meanwhile, the
restaurants NUS and VIL were received many unfavourable
reviews on all sentiment analysis approaches.

H. AVERAGE OF SENTIMENTS POLARITY SCORE FOR
EACH RESTAURANTS
The average of sentiments polarity score by using Textblob,
AFINN and VADER for each restaurant were derived and
ranked to get some comparisons on overall customer’s feeling
towards the restaurant as illustrated in Figure 16, 17 and 18.
Figure 16 shows the average of sentiment polarity using
Textblob for all restaurants. The finding shows the RAI,
COM, RAS, BLA and LAK are the top 5 restaurants with
an average polarity of 0.4812, 0.4418, 0.4356, 0.4157 and
0.4002. Otherwise, the restaurants VIL, NUS, RUM, AYA,
BLK and SPO are the bottom 5 with an average polarity of
0.1958, 0.2119, 0.2578, 0.2559 and 0.2843. Overall, every
restaurant has an average rating of more than 0, which indi-
cates the substantial meritorious reviews that inundate the
adverse reviews.

The sentiment polarity scores on AFFIN indicate that the
restaurants RAI, RAS, LIM, BLA, and COM have a high
average score of 10.60, 9.57, 8.65, 8.35, and 8.00, respec-
tively, as shown in Figure 17. In contrast, the restaurants HER,

FIGURE 4. Word cloud of Bi-grams analysis.

FIGURE 5. Word cloud of Tri-gram analysis.

SAR, CHO, NUS, and KOP received the lowest 5 scores, with
4.72, 4.50, 4.26, 3.85, and 3.84, respectively.

Figure 18 shows that the top five restaurants with the
highest sentiment polarity scores for VADER are RAI (0.83),
RAS (0.81), COM (0.79), LIM (0.77), and KAN (0.77).
On the other hand, the bottom five restaurants with the lowest
sentiment polarity scores are SPO (0.55), CHO (0.50), VIL
(0.49), KOP (0.45), and NUS (0.44).

To conclude, the restaurants RAI, COM, RAS, LIM, BLA
could be assumed to experience amiable perceptions from the
previous customers due to persistent and best sentiment polar-
ity score across Textblob, AFINN and VADER. However,
there are also few restaurants need to have some factors in
order to provide better dining experiences for the customers,
especially the restaurants NUS, VIL and SPO.

I. SENTIMENT ANALYSIS BASED ON CUISINE TYPES
This analysis enables us to make meaningful comparisons
of customers’ sentiments across various cuisines, as shown
in Figure 19, 20 and 21. Based on the sentiment analysis
conducted by using Textblob in Figure 19, the Asian fusion,
International fusion, Italian, Pizza and seafood cuisines have
less negative reviews as compared to the other type cuisines.
This finding is also consistent with the sentiment analysis
conducted by using AFINN as shown in Figure 20. Mean-
while, the Indonesia and Japanese cuisines were received
quite number of mischievous reviews from the customers.

V. MACHINE LEARNING AND FEATURE ENGINEERING
EVALUATION FOR GASTRONOMY SENTIMENT ANALYSIS
The first level of sentiment analysis utilized the lexicon-based
sentiment analysis usingAFFIN, Vader and Textblob to deter-
mine the sentiment category from each of the restaurants’
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FIGURE 6. Word cloud of sentiment lexicon.

FIGURE 7. Sentiment analysis using Textblob.

reviews. In the second level of sentiment analysis, several
machine learning algorithms were employed to train the
sentiment classification model and the results pertaining clas-
sification performance are discussed in this section. The clas-
sification models were trained by using deep learning-based
algorithms which are Convolutional Neural Network (CNN),
Long Short-TermMemory (LSTM) and CNN-LSTM, as well
as traditional machine learning algorithms comprising Linear
Support Vector Machine (LSVM), Support Vector Machine
(SVM), Gradient Boosting Classifier (GBC), Stochastic Gra-
dient Descent (SGD), Multilayer Perceptron (MLP), Random
Forest (RF) and k-Nearest Neighbour (kNN). The clas-
sification performance are measured based on accuracy,
ROC-AUC and F1-Score.

A. MACHINE LEARNING PERFORMANCE VERSUS
LEXICON SENTIMENT ANALYSIS
1) AFINN
In the case of AFINN sentiment analysis, the Random Forest
(RF) model exhibits the highest accuracy (0.9446) among
all machine learning algorithms. In a flipside, its F1-Score
(0.5244) is relatively lower, suggesting that it might struggle
with class imbalance or may have precision-recall trade-offs.
This means that while RF is good at overall classification,
it might not perform as well in distinguishing between pos-
itive and negative sentiments. The CNN model achieves a
remarkably high F1-Score of 0.9347, indicating a strong
balance between precision and recall. K-Nearest Neighbors
(KNN) also achieves a relatively high accuracy of 0.9376,
while Linear Support Vector Machine (LSVM) and Support

FIGURE 8. Sentiment analysis using VADER.

FIGURE 9. Sentiment analysis using AFINN.

FIGURE 10. Histogram of Textblob polarity.

Vector Machine (SVM) perform consistently well across
metrics. Gradient Boosting (GBC) and Stochastic Gradient
Descent (SGD)models show varying performance, withGBC
achieving higher accuracy but lower F1-Score.

2) TEXTBLOB
TextBlob sentiment analysis models demonstrate solid per-
formance across the board. Gradient Boosting (GBC) leads
with a relatively high Accuracy of 0.8885 and a strong
Roc-Auc of 0.8308. Linear Support Vector Machine (LSVM)
also achieves a balanced accuracy and Roc-Auc. Notably, the
CNN model stands out with the highest F1-Score of 0.8508,
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FIGURE 11. Histogram of AFINN polarity.

FIGURE 12. Histogram of VADER polarity.

FIGURE 13. Sentiment analysis for all restaurants using Textblob.

indicating its ability to effectively classify restaurant reviews
based on sentiment.

3) VADER
VADER sentiment analysis models showed some variabil-
ity in performance, generally exhibit good accuracy in

FIGURE 14. Sentiment analysis for all restaurants using AFINN.

FIGURE 15. Sentiment analysis for all restaurants using VADER.

classifying restaurant reviews. The Multilayer Perceptron
(MLP) model leads with an accuracy of 0.9261, a high Roc-
Auc of 0.9192, and a competitive F1-Score of 0.5339. Linear
Support Vector Machine (LSVM) also achieves solid results
across all metrics. The CNNmodel, while scoring high in F1-
Score (0.8996), demonstrates lower accuracy and Roc-Auc,
indicating some limitations in broader sentiment analysis
tasks.

4) DISCUSSIONS
Based on the results shown in Table 12, the choice of
lexicon-based sentiment analysis method (AFINN, TextBlob,
or VADER) had a significant impact on model perfor-
mance. Random Forest (RF) consistently performed well
across all lexicon methods, achieving high accuracies and
ROC-AUC scores in most cases. Linear Support Vector
Machine (LSVM) and Support Vector Machine (SVM) also
consistently performed well. Deep learning models, such as
Convolutional Neural Network (CNN) and Long Short-Term
Memory (LSTM), showed competitive results, with CNN
often having the highest F1-Score. Gradient Boosting Clas-
sifier (GBC) achieved high accuracy in TextBlob-based
sentiment analysis but had a lower ROC-AUC score.
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FIGURE 16. Average of sentiment polarity using Textblob for all
restaurants.

FIGURE 17. Average of sentiment polarity using AFINN for all restaurants.

FIGURE 18. Average of sentiment polarity using VADER for all restaurants.

Multi-Layer Perceptron (MLP) achieved the highest accu-
racy among VADER-based models but did not consistently
have the highest F1-Score.

These insights indicate that different combinations of
lexicon-based sentiment analysis and machine learning algo-
rithms can yield varying results. The choice of the most
suitable combination depends on the specific requirements of
the sentiment analysis task, including the importance of pre-
cision, recall, accuracy, and ROC-AUC score. Further tuning
and experimentation may help identify the best-performing
model for a particular application. Determining the ‘‘best’’
sentiment analysis model depends on your specific use case
and the prioritized performance metric. If accuracy is the
main concern, Random Forest (RF) achieved the highest
accuracy in the AFINN-based sentiment analysis. Among
TextBlob-based models, Gradient Boosting Classifier (GBC)

FIGURE 19. Sentiment analysis based on cuisine types using Textblob.

FIGURE 20. Sentiment analysis based on cuisine types using AFINN.

FIGURE 21. Sentiment analysis based on cuisine types using VADER.

had the highest accuracy. For VADER-based sentiment analy-
sis, Multi-Layer Perceptron (MLP) had the highest accuracy.
If a balanced model that provides good precision and
recall (F1-Score) is important, Convolutional Neural Net-
work (CNN) performed well across different lexicon-based
sentiment analyses. It achieved the highest F1-Score in both
AFINN and TextBlob-based models. If the concerns are
about the ability to distinguish between positive and negative
sentiment, the ROC-AUC score should become the high-
lights. Linear Support Vector Machine (LSVM) achieved the
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TABLE 12. Baseline performance of machine learning sentiment analysis.

highest ROC-AUC score in both AFINN and TextBlob-based
models. AmongVADER-basedmodels, LSVM andMLP had
strong ROC-AUC scores. In term of computational complex-
ity, Deep learning models like CNN and Long Short-Term
Memory (LSTM) may require more computational power
and training data compared to traditional machine learn-
ing models like Random Forest (RF) or Support Vector
Machines (SVM). Simpler models like Random Forest (RF)
are oftenmore interpretable compared to complex deep learn-
ing models.

B. EFFECT OF SYNONYM AUGMENTATION
The experiment have explored the effect of synonym data
augmentation on gastronomy tourism sentiment analysis on

TABLE 13. Effect of synonym augmentation on machine learning
sentiment analysis.

AFINN, TextBlob, and VADER. The results are presented
machine learning models under two conditions, ‘‘NO’’ (with-
out data augmentation) and ‘‘YES’’ (with data augmentation)
as shown in Table 13, Figure 22, Figure 23, and Figure 24.

For theAFINNLexicon sentiment analysis fromFigure 22,
CNN model achieved a high F1-Score of 0.9975 with data
augmentation. This substantial increase in F1-Score indicates
a significant boost in precision and recall balance, which is
vital for sentiment classification. A similar trend is observed
across various other models, such as CNN-LSTM, GBC,
KNN, and LSVM. Roc-Auc that measuring the models’ abil-
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FIGURE 22. Effect of data augmentation (AFFIN).

FIGURE 23. Effect of data augmentation (Textblob).

ity to discriminate between positive and negative reviews,
also show a marked improvement with data augmentation.
The accuracy metric has also improved, reflecting a reduction
in misclassifications and an overall improvement in pre-
diction accuracy with data augmentation. CNN, KNN and
LSVM and may work well with AFINN.

In the case of TextBlob sentiment analysis as presented
in Figure 23, data augmentation similarly enhances model
performance across various machine learning models. F1-
Scores, Roc-Auc values, and Accuracy metrics see notable
improvements. The KNN model demonstrates the most sub-
stantial improvement in F1-Score when data augmentation is
applied, increasing from 0.4147 to 0.9965. This signifies that
data augmentation significantly enhances its precision and
recall balance, making it highly effective in sentiment analy-
sis. The KNNmodel stands out with a remarkable ROC-AUC
of 0.9989 with data augmentation, showcasing its strong
ability to discriminate between positive and negative senti-
ments. Linear Support Vector Machine (LSVM) also benefits
greatly from data augmentation, with its F1-Score improving
from 0.477 to 0.9876 and achieving a high ROC-AUC of

FIGURE 24. Effect of data augmentation (Vader).

FIGURE 25. (a) No data augmentation (b) With data augmentation (KNN).

FIGURE 26. (a) No data (b) With data augmentation (CNN).

FIGURE 27. (a) No data augmentation (b) With data augmentation (LSVM).

0.9919 with data augmentation. Overall, KNN and LSVM
demonstrated the best performance as it has precision and
recall balance and discrimination capability.

VADER sentiment analysis, however, demonstrates differ-
ent results as depicted in Figure 24. Several models, such as
KNN, LSTM, LSVM, and RF, benefit from data augmenta-
tion by experiencing substantial improvements in F1-Score,
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FIGURE 28. The model performance of different feature engineering
techniques.

ROC-AUC, and accuracy. On the other hand, models like
GBC and SVM do not benefit significantly from data aug-
mentation, with low F1-Scores and ROC-AUC values. KNN
achieves the highest F1-Score of 0.9914, indicating that it
effectively balances precision and recall. KNN also exhibits
an exceptional ROC-AUCof 0.9946, demonstrating its ability
to discriminate between positive and negative sentiments with
high accuracy. Additionally, KNN maintains a high accu-
racy of 0.9958, making it the top performer across multiple
metrics.

In summary, data augmentation consistently enhances
sentiment analysis in AFINN and TextBlob sentiment anal-
ysis tools, leading to improved F1-Scores, higher Roc-Auc
values, and increased Accuracy across variousmachine learn-
ing algorithms. However, the impact of data augmentation
on VADER sentiment analysis appears to vary, with some
models benefiting from it and others demonstrating more
inconsistent results. The choice of the sentiment analysis
tool and specific machine learning model is critical, as this
can influence the effectiveness of data augmentation. Further
exploration and fine-tuning may be required to optimize sen-
timent analysis for restaurant reviews using these tools.

C. EFFECT OF FEATURES ENGINEERING
The evaluation on the feature engineering techniques is
conducted in order to assess how different feature engineer-
ing impact the performance of sentiment analysis models.
Besides, we can determine set of features is the most effective
for sentiment analysis task especially on the specific use
case. Figure 28 shows the results of restaurant sentiment
analysis experiments based on different feature engineer-
ing techniques (Bag of Words - BoW, N-Grams, TF-IDF,
and Word2Vec) combined with various machine learning
algorithms.

Based on the findings in Figure 28, it is evident that BoW,
N-Grams, and TDF-IDF consistently demonstrated strong

FIGURE 29. The model performance of different machine learning
techniques.

performance across all machine learning algorithms, with
N-Grams in combination with LSVM achieving the high-
est accuracy (0.9996). Conversely, the accuracy of machine
learning models utilizing Word2Vec features appears to
exhibit a slight decrease. In another view, the performance
of the machine learning models on all these features are fluc-
tuate in terms of F1-Score and ROC-Auc. Several machine
learning models applied to Word2Vec and TDF-IDF features
have produced subpar F1-Scores. However, it’s noteworthy
that CNN and KNN stand out for consistently delivering high
F1-Scores across all feature types. Additionally, BoW and
N-grams features have also demonstrated commendable F1-
Scores, with the highest observed in the case of N-Grams
paired with LSVM (0.9989). The results for ROC-AUC
across all models have been notably favorable for both
BoW and N-Grams features. However, it’s worth noting that
LSTM, CNN, and CNN-LSTM have exhibited comparatively
less impressive ROC-AUC results in all feature types. The
most outstanding ROC-AUC performance was achieved by
KNN when using BoW features, boasting a perfect score
of 1.00. Similarly, LSVM in conjunction with N-Grams
also demonstrated exceptional ROC-AUC results. BoW and
N-Grams appear to be highly effective feature engineering
techniques for restaurant sentiment analysis across a wide
range of machine learning algorithms. TF-IDF’s performance
is more mixed and depends on the specific algorithm used.
Word2Vec did not perform well in this context and may not
be suitable for sentiment analysis of restaurant reviews. The
choice of feature engineering technique andmachine learning
algorithm should be based on the specific requirements of the
sentiment analysis task, the available data, and the desired
performance metrics. In this experiment, BoW and N-Grams
stand out as strong choices for feature engineering.

D. EFFECT OF MACHINE LEARNING ON FEATURES
Figure 29 presents the results of restaurant sentiment analysis
experiments, specifically focusing on the impact of different
machine learning classifiers on various feature engineering
techniques (BoW, N-Grams, TF-IDF, and Word2Vec).
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FIGURE 30. Sentiment word clouds for all restaurants.

The results shown in Figure 29 has revealed that the KNN,
CNN, SVM and LSVM have robust performance on all
feature types. On the contrary, the performance of CNN,
CNN-LSTM, and LSTM appears to be consistently lower in
terms of ROC-AUC across all feature types. Additionally, it’s
evident that SVM, RF, SGD, GBC, and MLP have underper-
formed, particularly in terms of F1-Score.
Sentiments Word Cloud and Review Samples
A word cloud is used to understand the most commonly

used words, in this context sentiment lexicons in the reviews
for individual restaurant as shown in Figure 30. Word cloud
displays the most frequently occurring sentiment lexicons

FIGURE 31. Sentiment analysis dashboard.

FIGURE 32. Emotion, rating and N-grams analysis dashboard.

TABLE 14. Positive reviews.

in a larger font size, making it easy to see which words
appears most often. By analysing the words in a word cloud,
the most common sentiment-related lexicons can be quickly
identified and to get a sense of the overall sentiment expressed
in the reviews. Table 14 and Table 15 provide ten samples of
positive and negative review titles that were taken randomly.

VI. SARAWAK GASTRONOMY BUSINESS INTELLIGENCE
DASHBOARD
The present study demonstrates the development of a
Tableau-based business intelligence (BI) dashboard that
allows for visualizing important indicators related to senti-
ment analysis outcomes. The dashboard has been designed
specifically for food businesses, to facilitate real-time mon-
itoring of customer sentiment and feedback. By providing
easy access to critical information, prompt identification
of areas of concern, and efficient data comprehension, this
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TABLE 15. Negative reviews.

dashboard has significant potential to enhance the perfor-
mance of food businesses. The dashboard comprises two
types, which have been depicted in Figures 31 and Figure 32.
Figure 31 depicts a sophisticated business intelligence

(BI) dashboard that enables the visualization of sentiment
analysis outcomes for both individual restaurants and over-
all sentiment. The dashboard comprises several components,
including restaurant codes, percentages of positive, negative,
and neutral sentiments, a sentiment lexicon word cloud, a his-
togram of sentiment polarity, and a ranking of sentiment
polarity. Users can interact with the dashboard by selecting
a specific restaurant code to view sentiment information for
that restaurant. The dashboard updates all other sentiment
information dynamically based on the user’s selection, pro-
viding a powerful means of analyzing and understanding
sentiment data.

Figure 32 presents a BI dashboard that effectively show-
cases customers’ star ratings across different categories,
including overall rating, food rating, service rating, and value
rating. Not only that, the dashboard also provides a wealth of
additional information such as emotion analysis, sentiment
lexicons, bi-gram and tri-gram analysis, making it a valuable
tool for gaining deeper insights into customer preferences and
opinions.

VII. CONCLUSION
Sentiment analysis is a powerful tool in gastronomy tourism,
uncovering customer preferences, opinions, and feedback.
These insights empower businesses and destinations to make
data-driven decisions that improve the tourist experience,
leading to happier customers, repeat business, and posi-
tive word-of-mouth. This research focuses on the evaluation
of accuracy and reliability within the context of customer
review sentiment analysis in the gastronomy tourism sector.
To tackle these challenges, a hybrid sentiment analysis model
has been meticulously crafted, incorporating diverse compo-
nents such as lexicon-based sentiment analysis, emotional
analysis, and machine learning-based sentiment analysis.
Subsequently, the model underwent further enhancements
through the integration of data augmentation alongside a
feature engineering strategy. This augmentation and feature
engineering were employed to boost the model’s perfor-
mance in recognizing and classifying the minority sentiment
classes especially the F1-Score and ROC-Auc measures,
a necessity arising from the inherently skewed nature of

the data procured from web-crawling activities. Subsequent
to these enhancements, a comprehensive sentiment analy-
sis was undertaken, encompassing both sentiment polarity
analysis and the formulation of a visualization strategy. This
endeavor culminated in the creation of a business intelligence
dashboard tailored specifically for the gastronomy tourism
sector in Sarawak. Additional insights gleaned from this
study’s findings indicate that the outcomes of the sentiment
analysis reveal a noteworthy trend. Specifically, all three
lexicon-based sentiment analysis techniques consistently
yielded positive sentiment scores exceeding 80% across all
restaurants assessed. Furthermore, an in-depth examination
of the average polarity scores produced by the three lexicons
revealed that they consistently surpassed the threshold for
positive sentiments across each restaurant under scrutiny.
Moreover, our emotional analysis brought to light that a con-
siderable portion of reviews could be categorized into positive
emotions, encompassing sentiments of joy, trust, and antici-
pation. These findings collectively lead us to the conclusion
that an abundance of positive sentiments frequently appears
in restaurant reviews, a trend harmonious with the overall star
ratings awarded by customers. Nonetheless, our results also
cast light upon the imperative need for certain restaurants
to make substantial improvements in their service quality,
as reflected in the presence of negative reviews. For the
refinement of our sentiment analysis algorithm, forthcoming
studies should prioritize the collection of an expanded volume
of review data obtained from diverse online platforms. This
augmentation in data acquisition aims to provide a more
accurate and holistic portrayal of public sentiment regarding
specific businesses within a given locale. Furthermore, future
research endeavors could concentrate on the development of
an algorithm capable of discerning sentiments expressed in
specific aspects of a business, such as service quality, and
expanding the applicability of the algorithm to non-English
language reviews.
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