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ABSTRACT Named entities are random, like emerging entities and complex entities. Most of the large
language model’s tokenizers have fixed vocab; hence, they tokenize out-of-vocab (OOV) words into multiple
sub-words during tokenization. During fine-tuning for any downstream task, these sub-words (tokens) make
the named entity classification more complex since, for each sub-word, an extra entity type is assigned for
utilizing the word embedding of the sub-word. This work attempts to reduce this complexity by aggregating
token embeddings of eachword. In this work, we have appliedAggregated-CRF (ACRF), where a conditional
random field (CRF) is applied at the top of aggregated token embeddings for named entity prediction.
Aggregation is done at embeddings of all tokens generated by a tokenizer corresponding to a word. The
experiment was done with two Hindi datasets (HiNER and Hindi Multiconer2). This work showed that the
ACRF is better than vanilla CRF (where token embeddings are not aggregated). Also, our result outperformed
the existing best result at HiNER data, which was done by applying a cross-entropy classification layer.
Further, An analysis of the impact of tokenization has been conducted, both generally and according to entity
types for each word present in test data, and the results show that ACRF performed better for the words which
tokenized in more than one sub-words (OOV) compared to vanilla CRF. In addition, this work conducts
a comparative analysis between two transformer-based models, MuRIL-large and XLM-roberta-large and
investigates how these models adopt aggregation strategy based on OOV.

INDEX TERMS CRF, LLM, NER, NLP, transformer.

I. INTRODUCTION
Named Entity Recognition (NER) is an essential lower-level
task [1] in Natural Language Processing (NLP), used to
extract and categorize named entities from structured and
unstructured text into a predefined set of classes such as
person, location, organization, numeral and temporal entities.
An example of the named entity recognition task is illustrated
in Fig.1, and the corresponding Hindi example is illustrated
in Fig.2.

Text summarization [2], [3], Web Scraping [4] question-
and-answer applications [5], and machine translation [6], [7]
are just a few of the uses for named entity recognition.

The associate editor coordinating the review of this manuscript and

approving it for publication was Okyay Kaynak .

Recent NER models are based on deep learning like
LSTM-CRF [8] and other transformer-based language mod-
els [9]. These models used Conditional Random Field (CRF)
[10] and Cross-Entropy (CE) [11] for decoding tags [12].
These models required data for training for the NER task.
NER data consists of annotated entity types for each word
present in an example. According to our requirement, these
entity types can be from any predefined set, and non-entities
are annotated as other (‘‘O’’). A broader range of entity-type
sets is considered a good data distribution for training; also,
a balanced data distribution with a large number of examples
in training data is considered a good dataset. However, the
Hindi language is taken as a low-resource language since
data availability of the Hindi language is much less than
the available data of rich resource languages like English.
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FIGURE 1. An illustration of the named entity recognition task.

FIGURE 2. An illustration of the named entity recognition task (Hindi
text).

Recently publically available NER datasets for the Hindi
language are HiNER [13] (with 76025 training examples
and 11 entity-type), MultiCoNER1 [14] (with 15300 training
examples and six entity-type) and Multiconer2 [15] (with
9,632 training examples, six course-grained entity-type and
36 fine-grained entity-type). This work experiments with
feeding word embeddings to the CRF layer (tag-decoder)
with and without aggregated word embeddings for the NER
task at HiNER [13] and Multiconer2 [15] datasets.
HiNER [13] established a benchmark of weighted F1-score

of 88.78, and their best result was 89.2 weighted F1-score,
which utilized xlm-roberta-large (XLM-R) for feature extrac-
tion. More detail about the data is given in the section III.
However, the best score achieved by the Hindi Multiconer2
dataset with cross-entropy classification layer (without the
use of any external knowledge-base) is 77.62 weighted
f1-score with theMuRIL languagemodel and 43.55 weighted
f1-score with the XLM-R language model [16].
The motivation behind our approach emerged due to two

reasons. The first one is that all transformer models use

FIGURE 3. An example of the XLM-R tokenizer for OOV word.

sub-word tokenizer.1 An example of a subword tokenizer for
XLM-R model has been shown in Fig. 3. Doylestown is a
village (Location); however, it is not part of the vocab of the
XLM-R tokenizer; hence, the tokenizer splits it into subword
tokens.

Second, there are numerous emerging named entities [17]
or rarely occurring entities, and they are not part of the vocab
of the corresponding model tokenizer. Both reasons affect the
NER task complexity by assigning an extra label to a subword
token (if a word is tokenized into multiple tokens). These
extra tokens can be bigger based on the tokenizer and entity
form.

This work studied at HiNER and Multiconer2 dataset,
and found statistics of these extra Entity types (tags). These
statistics are shown in Table 2 for HiNER dataset and in
Table 3 for Multiconer2 dataset. It is apparently shown in
Table 2 and 3 that XLM-R tokenizer has more OOV than
MuRIL tokenizer.

Our methodology is based on the architecture of NER
models as it does not require a Knowledge-Base (KB)
or gazetteers [17], [18]. Knowledge-based methods require
domain-specific prior knowledge base [19].
In this work, to handle out-of-vocabulary (OOV) words

in the appropriate way, Aggregated CRF (ACRF) is applied
where a CRF layer (Tag decoder) at the top of aggregated
token embeddings for each word is applied for named entity
recognition.

We provided entity-wise and tokenization-length2-wise
F1-score, for example, score generated by entities whose
tokenization-length is one, two, three. It is clear from
the definition of tokenization-length that in-vocab entities
have tokenization-length of one, and OOV entities have
tokenization-length of more than one.

Following are some key points that outline our
contribution.

Our first contribution is to produce state-of-the-art results
on the HiNER dataset by applying Aggregated-CRF. When
using our architecture (Aggregated-CRF), XLM-R performs

1Subword tokenizer split a word into multiple tokens (subwords) if the
word is not present on tokenizer vocab (OOV).

2This is the number of tokens generated by tokenizer for a word.
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better than XLM-R (benchmarks) by 0.77% F1-score while
MuRIL performs better than MuRIL (benchmarks) by 1.71%
F1-score. The other contribution of this work is an analysis
of the effect of aggregation with CRF tag decoder based
on transformer-based pretrained model’s tokenizers at two
recent Hindi datasets for the NER task.

In the next section, related work is defined. Section III
describes the HiNER and Multiconer2 datasets. Our method-
ology is defined in Section IV. Experimental setup and
evaluation metrics are described in Section V and VI.
Thereafter, results and analysis are explained in Section VII,
and Section VIII concludes this paper.

II. RELATED WORK
Recent advancements in Deep learning-based approaches for
NLP showed the strong capability of solving downstream
tasks like NER [9]. These models automatically extract the
hidden features, due to which the accuracies of these models
are high compared to the traditional NER approaches.

While most state-of-the-art is based on transformer-
based self-supervised pretrained models [20] and pretraining
requires a large corpus, rich resource languages have seen
significant research due to the availability of large corpora.
However, for the Hindi language, there is a lack of structured
resources in this domain [21], such as large corpora, web
content, or data for the downstream task, necessitating
the use of more robust methods. If we uncover the NER
task independent of data availability, it can be divided
into two subtasks. The First is to encode the sequences
into knowledge space, also known as a feature extractor.
The second one is tag decoders, which decode sequence
knowledge into Entity types (labels). For encoding, there
are two types of models. The first one is those encoders
initialized with random weights for training like LSTM [22],
GRU [23], CNN [24] and its variants, and the second one
is pretrained large language models (LLMs). For NLP tasks
most LLMs are transformer-based, like Bert [8], mbert [8],
xlm-roberta (XLM-R) [25], MuRIL [26], indicbert [27].
LLMs are pre-trained on large data in self-supervised ways
with millions of parameters, and these models are domain
and language-specific. Transformer-based pretrained models
generate contextual word-embeddings since the representa-
tion of a word-embedding of a word in a context (sentence)
is dependent on the context. Some sequence tagging-specific
LLM architectures like LUKE [19] are based on entity-aware
pretraining and using Wikipedia entities to decode the
extracted features with encoders. Indic-bert, MuRIL, mbert
and XLM-R are pretrained for Hindi languages, and among
these models, the performance of XLM-R and MuRIL
in [26] and [28] motivated us to choose these language
models for this work. Also, for the Hindi Multiconer2 [15]
dataset, MuRIL performed best when any external KB is not
used [16].
Earlier tag decoders are linear statistical models, which

include Hidden Markov Models (HMM), Maximum entropy
Markov models (MEMMs) [29], and Conditional Random

Fields (CRF) [10]. CRF achieved popularity for the NER task
and achieved state-of-the-art results for the NER task [8],
[9], [30]. Convolutional network-based model [31] consists
of a convolutional network and a CRF layer on the top of
the convolutional network for sequence tagging. References
[8], [9], and [30] utilize CRF at the top of bidirectional
and provide promising results with LSTM. The zero-
shot generalisation of large language models (LLMs) [32]
has also revolutionised natural language processing (NLP).
An analysis of zero-shot NER using ChatGPT was conducted
in [33] and [34], and so far, the findings were not as good as
the Benchmark results using the transformer encoder-based
models.

For Hindi data like HiNER, the best score was achieved by
finetuning XLM-R, and the second-best score was achieved
by finetuning MuRIL-base. These models have used cross
entropy as a classification of tags at the top of base
models. For Multiconer1 and Multiconer2 datasets, MuRIL,
without a knowledge base, scored best [14], [16], [28].
However, XLM-R with augmented retrieval got the best
score [14], [35].

In this work, an experiment with aggregation over the word
embeddings corresponding to each token of a word is done
with a CRF tag encoder.

III. DATASET
Our work done with two state-of-the-art datasets HiNER [13]
and Multiconer2 [15].

HiNER [13] data contain 108,608 annotated examples,
divided into training, validation and testing data by a ratio of
70, 10, and 20. This data contains 11 tags, and their statistics
are defined in Table 1. HiNER follows conll format with
I-O-B encoding. OOV-based statistics for each tag of the
Hiner test data are tabulated in Table 2.

TABLE 1. Entity distribution for HiNER dataset.

Multiconer2 [15] dataset has 9632 training, 514 validation
and 18399 testing examples. A total of 33 tags are annotated
for the sentences in I-O-B format. OOV-based Entity
distribution for the Multiconer2 test data is tabulated in
Table 3.

IV. METHODOLOGY
Overall Methodology shown in Fig. 4. The details of our
Methodology can be divided into the subsequent subsections.
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FIGURE 4. Generalized transformer-based NER model architecture.

A. TRANSFORMER-BASED ENCODER SELECTION
Our work has taken advantage of pretrained models based
on transformer encoders for encoding the input text into
deep feature vectors. The architecture of the transformer is
based on a multi-head self-attention mechanism, and selected
encoders are pretrained in a self-supervised way with a
large amount of data. The chosen models of this work were
pretrained with a large amount of text data, including Hindi,
and performed state-of-the-art results for various Hindi NLP
tasks. Our work experiments with MuRIL and XLM-R
models for finetuning the task, motivated by [13], [16], and
[28]. The selection of encoders is independent of the overall
architecture.

B. TOKENIZATION
After selecting encoders, we processed the input sentence
with padding to LLM max length and generated an attention
mask for each sentence. Labels are assigned an integer value

starting from zero. Thereafter, we tokenize each sentence
of a dataset with the selected encoder tokenizer. Tokenizer
also assigns an index to each token. Along with tokenization,
Word IDs list has also been created. Indices of tokens
corresponding to each word can be found using Word IDs,
which can be created during tokenization; it is the list in
which indices correspond to each token stored indices of
parent words in a sentence. Word IDs are beneficial during
the pooling of word features after feature extraction with the
encoder. For a given sentence S containing m words, the
sub-word tokenizer splits it into tokens T .

T< t1, t2, . . . tn > = tokenizer(S< w1,w2, . . .wm >) (1)

C. FEATURE EXTRACTION
Tokenized sentence T is fed into transformer-based encoders
(XLM-R Large and MuRIL in our work). The encoder
generates contextual features in the form of word embeddings
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TABLE 2. Entity-wise OOV information with XLM-R and MuRIL tokenizers
for HiNER test Data.

for each token ti.

embed < e1, e2, e3 . . . en > = encoder(T ) (2)

D. FEATURES AGGREGATION
The tokens corresponding to ith word of sentences are
added together to form the word representation WRi. Given
a sentence sub-word (token) representation3 T , the final
contextual word representation4 WRi express as

WRi =

ENDi∑
j=STARTi

ej (3)

where STARTi and ENDi are the start and end indices of
the sub-words constituting word wi. We have used additive
pooling for aggregation.

E. TAG DECODER
A conditional random field is globally conditioned on the
mentioned sequence. The correlation between neighbouring
tags can be taken into account using CRF as a probabil-
ity model for sequence prediction to provide the overall
tag sequence. Also, in feature-based supervised learning
techniques, CRFs have been employed extensively. A CRF
layer is frequently used as the tag decoder in NER models
based on deep learning; for example, CRF used at the top
of the bidirectional LSTM layer [18], CNN layer [17] and
XLM-R [35]. Fig. 5 shows the structures of CRF.
Aggregated features from the previous stage were fed into

a linear layer, which transforms each word representation into
logits with size (1, total number of labels in our data).

logits = linear_layer(WR) (4)

Thereafter, a CRF layer was applied at logits to compute
the likelihood of the tag sequence and loss for the input

3Tokenized sentence.
4Word embedding generated by the encoder for each word.

TABLE 3. Entity-wise OOV information with XLM-R and MuRIL tokenizers
for Multiconer2 test Data.

sentence.

prob = CRF(logits) (5)

Here, the prob vector is the best likelihood of a sequence of
tags for the given sequence of words. In a sequence tagging
task like NER, the neighbour tags can help the model learn
current tag information in a given sequence of tags. For
example, given in Fig. 1, the second tag I-PER confirms that
the previous tag is either B-PER or I-PER according to BIO
format. To learn this global information at a sequence level,
we need to learn the tag result according to the score of the
whole tag sequence.

V. EXPERIMENTAL SETUP
In the HiNER dataset, the average tokenized length5 of all
words is 1.5 for XLM-R and 1.2 for MuRIL. In Multiconer2

5Tokenized length of a word is the number of tokens generated after
tokenization of that word.
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TABLE 4. Hyper-parameters for MuRIL and XLM-R setups for Hiner dataset.

TABLE 5. Hyper-parameters for MuRIL and XLM-R setups for Multiconer2 dataset.

FIGURE 5. Structure of CRF.

dataset, the average tokenized length of all words is 2.54 for
XLM-R and 1.78 for MuRIL.

Therefore, word embeddings of three subwords (tokens)
corresponding to each word are utilized for aggregation. If a
word is tokenized into one token, then it is utilised in its
original form since, here, aggregation is not required. For
aggregation, the summation of each subword embeddings is
applied to correspond to each word of the examples. For
training, experiments were done with batch sizes of 16, 32,
and 64, with the learning rate of 5e-6, 5e-5, 1e-5, 2e-5, 4e-5,
8e-5 andwith different random seeds. AdamW [36] optimizer
optimizes the weights during backpropagation. Tokenizer
max length set to 92 for better utilization of GPU as it does not
affect results since only a few examples had their length over
92. CRF is implemented using Pytorch-CRF.6 All instances
were fine-tuned for 20 epochs with different combinations
of hyperparameters. In each case, the models that yield the
lowest validation loss throughout an epoch are the ones
that are chosen as the best. Details of hyperparameters and
experimental setup for the best model of each architecture

6https://pytorch-crf.readthedocs.io/en/stable/

are tabulated in Table 4 for HiNER dataset and in Table 5
for Multiconer2 dataset.

VI. EVALUATION METRICS
For evaluation, strict F17 score applied. Strict match is used
to evaluate sequence tagging when examples contain both
entity type and boundary to an entity, and we have to predict
both entity type and boundary correctly. For illustration, Let
a sentence is given, and we need to find the entity present in
the sentence in I-O-B format.

Sentence: ‘‘Taj Mahal situated in Uttar Pradesh.’’
Here, ‘‘Uttar Pradesh’’ is a Location entity. Therefore,

according to the I-O-B format, theNERmodel should predict:
‘‘Uttar’’ as B-LOC and ‘‘Pradesh’’ as I-LOC.

Here, Prefix B (Begain) and I (Inside) depict the entity’s
boundaries, and LOC depicts the Type of the entity. So,
during the matching of the ground truth and prediction, if we
consider both boundary and type, it is called as strict match,
and the corresponding F1-score will be a strict F1-score.
However, for matching other combinations of ground truth
and prediction, some other metrics are defined, like partial
match. Strict match metric is used in the HiNER paper;
therefore, we have mentioned it explicitly in this work. It is
also the default metric for NER evaluation.

It can be computed using the following formula:
Strict F1-Score = 2 × (Strict Precision × Strict Recall) /

(Strict Precision + Strict Recall)
After computing the strict F1-score of each class, we have

also computed the average of the strict F1-score of all classes.

VII. RESULT AND ANALYSIS
Next subsections explain the results for both the datasets
HiNER and Multiconer2. All the F1-scores are strict
F1-scores.

7https://github.com/MantisAI/nervaluate
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TABLE 6. Strict F1-score (%) for XLM-R (benchmark), MuRIL (benchmark), XLM-RCRF, MuRILCRF, XLM-RAggregated CRF, and MuRILAggregated CRF for each
tag along with overall weighted, macro and micro average of all tags (For HiNER Dataset).

TABLE 7. Tokenized length-wise F1-score (%) for XLM-RCRF, MuRILCRF, XLM-RAggregated CRF, and MuRILAggregated CRF (HiNER dataset).

FIGURE 6. Architecture-wise comparison of weighted average F1-score
for XLM-R and MuRIL for HiNER Dataset.

A. RESULTS FOR THE HINER DATASET
1) COMPARISON WITH BENCHMARK RESULTS
Table 6 shows the average results of the top three models
of both architectures CRF and Aggregated-CRF, along with
benchmarks (cross-entropy without aggregation) architecture

FIGURE 7. Architecture-wise comparison of weighted average F1-score
for XLM-R and MuRIL for multiconer2 Dataset.

for MuRIL and XLM-R. Table 6 contains tag-wise results
along with their weighted average, macro average and
micro F1-scores. XLM-R and MuRIL with Aggregated-CRF
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TABLE 8. Strict F1-score (%) for XLM-R (benchmark), MuRIL (benchmark), XLM-RCRF, MuRILCRF, XLM-RAggregated CRF, and MuRILAggregated CRF for each
tag along with overall weighted average of all tags (For Multiconer2 Dataset).

architecture outperform both XLM-R and MuRIL bench-
marks over all three evaluation metrics: weighted average,
macro average and micro F1-score. Also, MuRIL with CRF
architecture outperforms the MuRIL benchmark over all the
evaluation metrics weighted average, macro average and
micro F1-score. Architecture-wise comparison of weighted
average F1-score for both models is also shown in Fig. 6.
Scores of both architectures, CRF and Aggregated-CRF,
are averages of the top three performances of XLM-R and
MuRIL. When using Aggregated-CRF, XLM-R performs
better than XLM-R (benchmarks) by 0.77 F1-score, while
MuRIL performs better than MuRIL (benchmarks) by
1.71 F1-score.

2) COMPARISON BETWEEN CRF AND AGGREGATED-CRF
Results for comparison between the CRF and
Aggregated-CRF have been shown in Fig. 6 and details
tabulated in Table 6 as CRF architecture performed well for
MuRIL; however, results of XLM-R with CRF architecture
were not good comparatively, and it might be happening
because of the large number (135130) OOV words found
by XLM-R tokenizer during the tokenization of test data
while for MuRIL it was 55224. However, with aggregated
architecture, both XLM-R and MuRIL performed better than

CRF architecture, and the improvement of XLM-R with
aggregated architecture is notable (Fig. 6).

3) TOKENIZATION LENGTH-WISE COMPARISON
Tokenization Length-wise comparison between the CRF
and Aggregated-CRF has been tabulated in Table 7. Model
tokenizers tokenize each word of test data into one, two or
more subwords. For analysis of the effect of these lengths,
all words of test data were divided into classes based on
their tokenized length (number of subwords, a word tokenized
into.) and a strict F1-score was calculated for each tag in
Table 7. For Aggregated-CRF architecture, all scores are
almost uniform if the tokenized length increases from one to
three. However, for CRF architecture, the weighted F1-score
decreases if the tokenized length increases. Words with
tokenized lengths greater than three are not considered for
analysis since their support is lesser.

B. RESULTS FOR THE MULTICONER2 DATASET
1) COMPARISON WITH BENCHMARK (CROSS-ENTROPY)
RESULTS
Table 8 shows the tag-wise results of the best models of both
architectures, CRF and Aggregated-CRF, along with bench-
marks (cross-entropy without aggregation) architecture for
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FIGURE 8. Comparative evaluation of a few examples from testing data.

MuRIL and XLM-R. XLM-R with Aggregated-CRF archi-
tecture outperforms XLM-R benchmarks (cross-entropy)
on comparison of weighted F1-score. However, MuRIL
with Aggregated-CRF architecture is comparable with the
cross-entropy architecture. When using Aggregated-CRF,
XLM-R performs better than XLM-R (CE) by 19 F1-scores,
while MuRIL performed comparably with MuRIL (CE).
Architecture-wise comparison of weighted average F1-score
for both models is shown in Fig. 7.

2) COMPARISON BETWEEN CRF AND AGGREGATED-CRF
Results for comparison between the CRF and
Aggregated-CRF for the Multiconer2 dataset have been
shown in Fig. 7 and details tabulated in Table 8. With
the Aggregated-CRF architecture, both XLM-R and MuRIL
(with weighted average F1-score of 66.62 and 77.02)
performed better than CRF architecture (with weighted
average F1-score of 59.21 and 71.85). After tokenization,
the average length of each entity type in the test data is
2.58 for the XLM-R tokenizer and 1.78 for the MuRIL

tokenizer. MuRIL tokenizer has less OOV compared to the
XLM-R tokenizer. This might be the reason for MuRIL’s
better performance.

3) TOKENIZATION LENGTH-WISE COMPARISON
The overall performance of Aggregated-CRF architecture is
better than CRF architecture for both types of tokens (OOV
and in vocab). However, if we compare the tokenization
length-wise results, the result of entities in Vocab is almost
comparable with the result of entities that are OOV. It might
be possible that in the Multiconer2 dataset, the number of
entities that are OOV, are in a bigger ratio (Table 3).

C. ERROR ANALYSIS
The overall results show the advancement of the
Aggregated-CRF architecture. A comparative examination
of a few test data examples is displayed in Fig. 8 together
with the ground truth and prediction for both the datasets and
the language models for both architectures. Serial numbers
A1 to A5 have the predictions of examples of the HiNER
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dataset with XLM-R LM. These rows compare the prediction
of CRF and Aggregated-CRF architectures. In row A2,
the Aggregated-CRF architecture predicts the whole entity
PERSON correctly; however, CRF architecture didn’t predict
the whole entity PERSON. Similarly, rows B1 to B5 have the
predictions of examples of the HiNER dataset with MuRIL
LM. Row B5 depict that with MuRIL CRF architecture,
it is not able to predict entity LITERATURE correctly
for the corresponding example. However, Aggregated-CRF
architecture predicts it correctly. Similarly, Rows C1 to
C5 and D1 to D5 of Fig. 8 depict some examples of the
Multiconer2 dataset with XLM-R andMuRIL LMs. Rows C4
and D4 also depict that Aggregated-CRF predicts the whole
entity; however, CRF architecture separates one entity into
two entities.

The results above suggest that the aggregation method
has been shown to be beneficial for the NER task if
tokenized sentences contain more OOV words.

VIII. CONCLUSION
This work addresses the challenges posed by named entity
recognition in the context of large language models and tok-
enization. These models tokenize out-of-vocabulary words
into multiple sub-words, complicating the task of named
entity recognition. To mitigate this complexity, the study
proposes a technique that aggregates token embeddings for
each word and introduces a conditional random field (CRF)
layer on top of these aggregated word embeddings for named
entity prediction.

The study focuses on HiNER and Multiconer2 datasets,
and contrasts the suggested strategy with existing work for
both datasets. In the case of more OOV, utilising a CRF
layer with aggregated word embeddings performs better than
conventional CRF models without aggregation. In addition,
we have compared our method to the existing methods and
found that it performed better for the HiNER dataset and
yielded state-of-the-art results for the Multiconer2 dataset.

The paper thoroughly examines the effects of tokenization
on a word-by-word basis and finds that words which are
tokenized intomultiple sub-words (OOV) perform better with
the Aggregated-CRF architecture. A comparison between the
two transformer-based models MuRIL and XLM-R is also
included in the work.

Overall, this work emphasises the benefits of word embed-
ding aggregation and the use of CRF layers while providing
useful insights into improving named entity recognition in the
setting of large language models.
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