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ABSTRACT An essential element of association rules is the strong confidence values that depend on
the support value threshold, which determines the optimum number of datasets. The existing method for
determining the support value threshold is carried out manually by trial and error; the user determines
a support value such as 10%, 30%, or 60% according to their instincts. If the support value threshold
is inappropriate, it produces useless frequent patterns, overburdens computer resources, and wastes time.
The formula for predicting the maximum count of frequent patterns was 2n – 1, where n is the number of
distinct items in the dataset. This paper proposes a new SDFP-growth algorithm that does not require manual
determination of the support threshold value. The SDFP-growth algorithm will perform dimensionality
reduction on the original dataset that will generate level 1 and level 2 smaller datasets, thus automatically
producing a dataset with an optimum amount of data with a minimum support value threshold. The proposed
formula for predicting the maximum number of frequent patterns will become 2|A| - 1, which is |A| will
always be smaller than n. Experiments were performed on five various datasets, which reduced the number
of data dimensions by more than 3% on the Level 1 dataset and more than 69% on the Level 2 dataset
by maintaining the confidence value of the strong rules. In the execution time evaluated, we found an
optimization of more than 2% on the level 1 dataset and more than 94% on the level 2 dataset.

INDEX TERMS Association rule mining, SDFP-growth algorithm, dimensionality reduction, optimization,
FP-tree pruning.

I. INTRODUCTION
Association rule mining (ARM) is a method that provides
recommendations for strategic decision makers in an institu-
tion [1]. Association rule mining produces a set of association
rules in the form of interrelationships between variables in a
dataset domain. Association rule mining is concerned with
the lower limit value of the support value and confidence
value, or what is known as the minimum support thresh-
old [2]. The output results from the process of association rule
mining in the form of rules resulting from data processing,
used by managerial roles to make decisions; the considered
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rules are those rules with high support and confidence values
that exceed the threshold value [3].
Formerly, the user manually determined the minimum sup-

port value threshold through trial and error [4]. This is not
easy; if the determination of theminimum support value is too
low, it will result in a large number of rules being generated
even though the items involved are not too important to be
considered. Conversely, if the determination of the minimum
support value is too high, many items are not considered, even
though it is possible that these items are important [5].

Association rule mining depends on the dataset charac-
teristics. The dataset can be analogous to a set of data in a
specific domain. In mathematical theory, several techniques
exist for associating a set with other sets, including the theory
of slices, unions, and differences [6]. Set theory provides the
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possibility of a technical association rule mining process for
datasets where the dataset used does not need to be fully or
partially processed. The dataset used in part still represents
the entire existing dataset where the results from association
rule mining are nearly identical [7].

The Dataset (D) consists of records (r), where each record
consists of several items (I) [8]. The dataset can bemodeled as
Di = {ri | ri a collection of transaction records} or D = {r1,
r2, r3, . . . , rn}. The transaction records consist of variables
that can be written as ri = {vik | vik is the value of the
variable) or r = {v11, v12, v13, . . . vn. The dataset’s items
may contain a variety of data types, such as strings, numbers,
or Booleans. Variables and datasets are transitively dependent
on one another; this can be expressed as vik ⊆ ri and ri ⊆ Di
such that ri ⊆ Di. The dataset was expressed as {rvx . rvy} or
a spreadsheet with two dimensions, x and y [9].
Optimization is an activity that obtains the best results

based on a predetermined condition on a research object
that can be implemented in mathematical theory closely
related to computer science. In computer science, optimiza-
tion is related to improving the performance of an algorithm,
where the results obtained are as minimal as possible accord-
ing to certain conditions or requirements. Optimization can
be divided into two types: constrained and unconstrained.
Constrained optimization is an optimization technique that
considers the limit value, which is the reference target [10].

The existing optimization applied to association rule min-
ing creates a new algorithm variant whose output results are
the same as those of existing techniques or algorithms. For
example, the FP-Growth algorithm [11] optimizes the exist-
ing previous algorithm, namely the Apriori algorithm, which
produces the same output with a more efficient computing
process. The type of optimization applied to association rule
mining is constrained optimization because the desired target
must be within the support and confidence value limits [12].
Another existing optimization of association rule mining is

the TKIFIminer algorithm proposed by Rehman et al. in 2022
[13]. This algorithm resulted from advanced research on the
top-K most frequent pattern mining algorithm, which gener-
ates large itemset candidates. The TKIFI mining algorithm
implements the concept of depth-first search on the top-K
identical frequent pattern mining. It has been proven that
TKIFI’s miner algorithm can produce optimal rules on
datasets with slight attribute variations. The weakness of
this method is the high computational resources required for
obtaining dense data sets.

Ahmad et al. proposed a measure of attractiveness (mea-
sure g) for 2021 [5]. This research is motivated by the lack
of definite standard to determine the optimal minimum sup-
port, which can potentially eliminate important rules from
the ARM. The proposed method yields better results than
classification techniques and can produce optimal rules. The
weakness of this study is that it does not calculate and
consider the important lift ratio values in association rule
mining.

Iqbal et al. proposed Top-k frequent itemsets mining
(TKFIM) in 2021 [14]. This method is motivated by the
need to determine the optimal threshold value for the existing
algorithm. Determining the threshold value is very important
in producing an optimal frequent itemset; however, it is not
easy for those who do not know the characteristics of the
dataset. Top-k frequent itemsets (TKFIM) mining is a pro-
posed algorithm that uses class equivalence combined with
set theory concepts. Based on this study, TKFIM has advan-
tages in terms of execution and performance. A weakness
of this method is that it requires a large amount of memory
during the first scan.

Hikmawati et al. proposed an adaptive support model for
2021 [15]. The background of this research is that some-
times the user incorrectly determines the support threshold
value such that the rules generated by the ARM are not
optimal. The value of the current support is determined
randomly or by trial and error, which results in enormous
memory consumption and considerable time. An adaptive
support model is introduced to automatically determine the
minimum support threshold value by calculating the average
summary comparison with the number of transactions. In the
calculation process, the utility is determined by multiplying
the support value of each item with the specified criteria.
This research is functionally good but has a weakness: it
processes the entire dataset by brute force or exhausting
searches [16], [17].

Based on a literature review of ARM that ignores sup-
port threshold optimization, two general structures are found
in many ARM variants: candidate generation and FP-Tree.
Both of these structures have their respective advantages,
but both still have weaknesses, namely problems with data
characteristics [18], [19], or one that implements a genetic
algorithm [20]. Table 1 lists the common issues found in
existing ARM.

Based on the data in Table 1, these problems are related
to the computing process, data characteristics, and mem-
ory consumption. One possible solution to this problem is
to increase the compactness of the data structure. A more
concise data dimension will provide various advantages,
including speeding up the computation process and reduc-
ing the use of computer resources, provided that the results
obtained remain valid. One technique that can be used is
dimensional reduction [21], [22], which occurs at the feature
selection stage [23].

The motivation of this research is to implement a new
dimension reduction method to solve the problems stated in
Table 1 and eliminate subjectivity in determining the support
value thresholds in the association rule mining domain. The
main contribution of the research results is the proposal of an
algorithm that can produce a Pruned Tree based on the FP-
Tree dataset structure.

The composition of the following chapters is Section II,
which discusses the association rule mining concept;
Section III discusses the set theory; Section IV discusses
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TABLE 1. Problem finding on association rule mining without support
threshold method Based On Systematic Literature Review.

the research and methodology used; Section V discusses the
research and discussion; and Section VI concludes the study.

II. ASSOCIATION RULE MINING
The basic principle of association rule mining is to determine
strong rules based on support and confidence values. The
support value is the number that indicates how frequently an
item is found in the dataset against the number of transactions,
as denoted by equations 1 and 2. Equation 1 shows how
frequently one item is against the number of transactions, and
Equation 2 shows how frequently a combination of two items
is found together with the number of transactions [24].

Sup (X ) = (6X )/6T . (1)

Sup (X ,Y ) = 6(X ,Y )/6T . (2)

Association rule mining (ARM) is a technique used to
find relationships between an item and other items in a
dataset [25], [26]. Initially, association rule mining was used
in market basket analysis (MBA) techniques, which func-
tioned to analyze consumer buying patterns in a supermar-
ket [27]; for example, if a consumer buys bread, he usually
buys milk. Currently, MBA is used in other sectors, such as
the health sector [28], [29] and socio-economics [30].

The result of association rules mining is a set of rules that
determine the confidence value of an item against other items
that appear together. A high confidence value indicates that
the rule is strong and considered to be used as a managerial
decision. Equation 3 presents the formula used to determine
confidence value. A rule will have a pattern X ⇒ Y where
X is called the antecedent or Left-Hand Side (LHS), and
Y is called the consequent or Right-Hand Side (RHS). The
antecedent and consequent will consist of an item or several
combinations of items where there is no intersection between
the consequent and antecedent (X, Y ∈ I and X ∩ Y= ∅) [31].

Conf (X ⇒ Y ) = (Sup(X ,Y ))/(Sup(X )). (3)

The lift ratio is another metric considered in association
rule mining. The lift ratio was used to validate the confidence

values. The rule with a high confidence value still needs to
be investigated using the lift ratio values. A rule with high
confidence and a lift ratio equal to or greater than one is
considered valid, but a rule with a lift ratio less than one,
even with a high confidence value, cannot be considered
valid. Equation 4 shows the formula for calculating the lift
ratio [32].

Lift Ratio (X ⇒ Y ) = Conf (X ⇒ Y )/(Sup (Y )). (4)

Before the rules are formed, association rule mining will
changes the dataset to a frequent pattern. A frequent pat-
tern is a collection of items often found in a dataset’s
transaction records. The formation of frequent patterns
was obtained through a frequent pattern generation process
using an itemset generation algorithm. Examples of itemset
generation algorithms include the Apriori and FP-Growth
algorithms [33].
The FP-Growth algorithm is an implementation algorithm

for association rule mining in addition to the Apriori
algorithm for finding association rules [11], [34]. In contrast
to the Apriori algorithm [3], the FP-Growth algorithm does
not need to produce candidate itemsets. Another difference
between the FP-Growth and Apriori algorithm is that the
FP-Growth algorithm forms an FP-Tree, whereas the Apriori
algorithm forms candidate itemsets. An FP-Tree is a logical
tree structure that describes the relationship between items in
a dataset. The FP tree is formed in the computer’s main mem-
ory, therefore, there is no need to scan the dataset repeatedly
as in the Apriori algorithm. The Apriori algorithm performs
repeated readings on the dataset, resulting in a very large set
of candidate items, and requires considerable computational
processing. FP-Tree produces frequent patterns that are then
formed into association rules.

Forming an FP-Tree on a large dataset will be very burden-
some for computer performance because it requires a large
main memory allocation. One technique to overcome the
problem of allocating large memory is to utilize a Database
Management System (DBMS), which uses tables as a con-
tainer to form an FP-Tree; this is known as the EFP (Expand
Frequent Pattern) algorithm [35]. The FP-Tree table created
in the database uses an adjacency table structure where there
is a connection between parent data and child data [36].

The FP-Growth algorithm generates association rules
based on frequent patterns from a dataset. The formation
of frequent patterns goes through several stages: (1) sorting
items in descending order of frequency, (2) forming FP-Tree,
(3) forming a Conditional Pattern Base, and (4) forming
frequent patterns [37].

III. SET THEORY
Set theory is a part of mathematics that models a collection
of items into certain groups [6]. Set theory groups form uni-
versal or universal sets (U). Groups of items can be modeled
using set theory as intersections, combinations, differences,
or subsets [38], [39].
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FIGURE 1. The dimensional reduction model using the SDFP-growth algorithm as a proposed model is shown in a blue box,
consisting of proposed SDFP-growth algorithms that will result in SDFP Dataset level 1 and SDFP Dataset level 2. Three datasets
will be processed on the confidence values and lift ratio with the output of Rules 1, Rules 2, and Rules 3. The three obtained
rules will be compared and evaluated.

The combination of two sets, for example, sets A and B,
can be written as A ∪ B where A⊆U or B⊆U, in set theory,
is known as a Union. The intersection of two related sets can
be written as A ∩ B where A ⊆ U and B ⊆ U are known as
Intersections. The Difference is a reduction in the members
of a set based on another set; it can be written as A – B where
A ⊆ U and B ⊆ U are known as Set Differences. A subset is
a set as a whole, which is a member of another set; it can be
written as A⊆ B where A⊆ U, B⊆ U and ∀x [x ∈ A→ x ∈
B]; in set theory, it is called Subset.

IV. PROPOSED METHOD (SDFP-GROWTH ALGORITHM)
This study proposed a new algorithm called the Set Dif-
ference FP-Growth (SDFP-growth) algorithm. It shows the
implementation of a custom set difference theory in a
database environment represented as an adjacency table.
This study proposes SDFP-growth level 1 and SDFP-growth
level 2, where level 1 reduces the dimensions of the original
data or raw data, whereas level 2 reduces the dimension of
data to 55% [7], [40] raw data size.
Algorithm 1 presents the SDFP-growth level 1 algorithm

pseudocode. The input is obtained from the raw data. Fre-
qTable variable that sorts the appearance of items from raw
data, which is then sorted in descending order. The Adja-
cencyTable variable represents the structure of the FP-Tree
dataset, consisting of a collection of connected parents and
children based on their appearance in the raw data records.
The SDFP_Table_Level1 variable was formed by implement-
ing the raw data set difference to the adjacency table.

The Algorithm 2 shows the SDFP-growth level 2 algorithm
pseudocode. Similar to SDFP-growth level 1, a frequent
table containing the number of occurrences of items and

Algorithm 1 Proposed SDFP-Growth Level 1
Algorithm

Procedure createSDFP_Level1 (Dataset)
FreqTable = EmptyTable
AdjacencyTable = {id, parent, child}
SDFP_Table_Level1 = EmptyTable

Begin
FreqTable←SortDescending(ItemOccurrenceList(Dataset))
where count > 1
For j in FreqTable do

If Dataset.item = j.item then
AdjacencyTable(Dataset)

End if
End for
For i in AdjacencyTable do

SDFP_Table_Level1.append(setDifference(Dataset.
item, i.child))

End for
return SDFP_Table_Level1

End

an adjacency table containing the FP-Tree structure were
formed. SDFP-growth level 2 performs an initial reduction
process on raw data sorted in descending order of 55% [7].
The SDFP-growth Level 2 table was formed from implement-
ing the 55% difference dataset against the adjacency table.

An example of a dummy dataset from [36] consists of six
rows of data with six items. In the association rule mining
process, all items are sorted based on the highest number
of occurrences, as shown in Table 2 . Table 2 (a) shows the
original dataset that was not sorted. Table 2 (b) shows the fre-
quency of occurrence of each item in the dataset; most items
were stored at the top. Table 2 (c) shows the arrangement of
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Algorithm 2 Proposed SDFP-Growth Level 2
Algorithm

Procedure createSDFP_Level2 (Dataset)
Dataset55 = EmptyTable
FreqTable = EmptyTable
AdjacencyTable = {id, parent, child}
SDFP_Table_Level2 = EmptyTable

;Begin
FreqTable←SortDescending(ItemOccurrenceList(Dataset))
where count > 1
For k in dataset do

If k.item in FreqTable And sum(FreqTable)>55%
then
Add k.item to Dataset55

End if
End for
For j in FreqTable do

If Dataset55.item = j.item then
generate AdjacencyTable(Dataset)

End if
End for
For i in AdjacencyTable do

SDFP_Table_Level2.append(setDifference(Dataset5
5.item, i.child))

End for
return SDFP_Table_Level2

End

TABLE 2. Description of the attributes in the dummy dataset: (a) original
dataset, (b) frequency on each item, (c) sorted original dataset.

the dataset sorted by occurrence; more items are mentioned
first.

The research methodology used in this study is illustrated
in Figure 1. There are four main processes in this study,
namely the process of importing data from flat files to the
DBMS, the process of dimensionality reduction, the process
of association rule mining, and finally, the process of rules
comparison and validation.

The first step is to import the data into the DBMS environ-
ment for the original dataset. The use of aDBMS environment
is proposed to use the ability to process high-dimensionality
raw data and implement the FP-growth algorithm inside the
DBMS a novelty technique. A small dummy dataset was used
in this study. The data import process can be performed in two
ways: manually creating a table or carrying out the extract-
transform-loading (ETL) process using the features available
in the Oracle SQL Developer [41].

The next stage was to perform dimensionality reduction
using the proposed method. At this stage, two datasets were

formed, which acquired the theory of reshaped and reduced
datasets [7]. The results obtained were SDFP dataset level
1 and SDFP dataset level 2. The SDFP dataset level 2 should
have a smaller dimension size than the SDFP dataset level 1.

In the association rule mining stage in Figure 1, the fre-
quent pattern formation process is carried out from three
dataset sources: the original Dataset, SDFP-growth level
1 dataset, and SDFP-growth level 2 dataset. The three
frequent patterns that are formed are each processed by cal-
culating the confidence value and lift ratio. The analysis was
carried out on the three datasets by comparing the confidence
value to the lift ratio; theoretically, only rules with a lift ratio
greater than one are considered valid.

In the rule comparison and validation stage shown in
Figure 1, a comparison process is carried out between the
produced rules. The goal is to obtain rules from SDFP-growth
level 1 and SDFP-growth level 2 whose confidence values
are identical to the strong rules. Predictably, even though the
number of rules from SDFP-growth level 2 is fewer than
that of other datasets, it will still produce relatively the same
confidence rule values. The environment used in this study is
the Oracle Database [42] along with Oracle SQL and Oracle
PL/SQL [43], which are managed using the Oracle SQL
Developer [41].

The prediction of frequent itemsets that will be formed can
be predicted using equation 6 [44]. The number of Frequent
Patterns (NFP) is the predicted number of frequent item-
sets that will be obtained, and n is the number of distinct
items found in the dataset. For example, based on a dataset
from [36] comprising 6 items, the prediction of the rules
obtained was 63.

NFP = 2n − 1. (5)

The proposed optimization method predicts the number
of frequent patterns obtained after dimensionality reduction
on the original dataset. The basic idea is to obtain a smaller
dataset with fewer cardinalities of distinct items. Figure 2
shows the proposed optimization process for predicting fre-
quent patterns. The dataset was transformed into FP-Tree
structures as an adjacency table inside the database. Dimen-
sionality reduction is implemented on FP-Tree, which forms
a smaller dataset along with the pruned FP-Tree structure.

FIGURE 2. The proposed optimization methods on the Number of
Frequent Patterns Prediction based on dimensionality reduction using the
SDFP-growth algorithm. The proposed prediction should be smaller than
the existing prediction.

The proposed optimization is evaluated on two impor-
tant measurements: the number of dataset reductions and
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FIGURE 3. The evaluation scenario on proposed optimization methods
for measuring the number of dataset reductions and the execution times.
Three datasets will be evaluated.

execution times, as shown in Figure 3. The measurements
of the number of dataset reductions will be implemented on
the original dataset, which will obtain two reduced datasets:
SDFP-growth level 1 and SDFP-growth level 2. Both reduced
datasets are observed based on the number of reductions.
The measurements of the execution times were implemented
on three datasets: the original dataset, SDFP-growth level
1 dataset, and SDFP-growth level 2 datasets. The observation
of execution time is done by comparing the efficiency of
association rule formations against the three datasets; the
smaller dataset should obtain shorter times. The evaluation
of the number of dataset reductions and the execution times
is implemented on five datasets, as shown in Table 5 .

V. RESULTS AND DISCUSSION
The experiment was done on an Intel Core i5-4590
CPU @ 3.30 GHz 3.30GHz, 8 GB of Installed memory
(RAM). Table 3 (a) shows the initial dataset before reduc-
tion, Table 3 (b) shows the SDFP-growth level 1 dataset after
reduction with the proposed algorithm, and Table 3 (c) shows
the SDFP-growth level 2 dataset. There is an item reduction
process in several rows of data, where the SDFP-growth
level 1 dataset has smaller data dimensions than the original
dataset, and the SDFP-growth level 2 dataset has smaller
dimensions than the SDFP-growth level 2 dataset.

Figure 4 illustrates the formation of the SDFP-growth
level 1 dataset from the original dataset in the FP-Tree struc-
ture. Figure 4(a) shows the FP-Tree structure of the original
Dataset, Figure 4(b) shows the items that were eliminated by
the proposed algorithm process, and Figure 4(c) shows the

TABLE 3. The dummy dataset consists of 6 records and six items:
(a) sorted original dataset, (b) SDFP-growth level 1 dataset, and
(c) SDFP-growth level 2 dataset.

FIGURE 4. The illustration of FP-tree transformation for obtaining
SDFP-growth level 1 dataset: (a) FP-Tree structure on original dummy
dataset, (b) The pruned item on the original dataset, (c) The obtained
FP-Tree on SDFP-growth level 1 dataset.

result of the SDFP-growth level 2 dataset in the form of an FP-
Tree. There is shrinkage of the tree shape in the illustration
of the image.

FIGURE 5. The illustration of FP-tree transformation for obtaining
SDFP-growth level 2 dataset: (a) FP-Tree structure on original dummy
dataset, (b) Illustration of the pruned item on the original dataset,
(c) Obtained FP-Tree on SDFP-growth level 2 dataset.

Figure 5 illustrates the formation of the SDFP-growth
Level 2 dataset as an FP tree. Figure 5(a) show the FP-
Tree structure of the original Dataset, Figure 5(b) shows the
process of reducing items because of the implementation of
the proposed algorithm, and Figure 5(c) shows the FP-Tree
structure of the SDFP-growth level 2. SDFP tree structure
level 2 was smaller than SDFP tree structure level 1. Even
though the resulting FP-Tree structure is smaller, the top
items with a high frequency of occurrence are maintained.
This retains the association rules with high confidence values,
which are strong rules, as shown in Figure 6.
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TABLE 4. Association rules, support values, confidence value, and lift
ratio obtained of SDFP-growth Algorithm on the original dataset,
SDFP-growth Level 1 dataset, and SDFP-growth Level 2 dataset.

Table 4 shows the top five results of the SDFP-growth
algorithm implementation on the original dataset, SDFP-
growth level 1 dataset, and SDFP-growth level 2 dataset. The
table shows the association rules obtained, the support values,
the confidence values, and the lift ratio. The original dataset
obtained 24 rules, the SDFP-growth level 2 dataset obtained
12 rules, and the SFP-growth level 2 dataset obtained two
rules. We found identical results for the original dataset and
the SDFP-growth level 1 dataset. The SDFP-growth level
2 dataset results show equal confidence values on the 3rd and
4th rules with a slight decrease in the lift ratio, which means
that they still have similar results on strong rules against the
original dataset.

Based on these findings, equation 7 shows the proposed
formula for predicting the number of frequent itemset using
the SDFP-growth algorithm. The notation |A| is the cardinal-
ity of sets consisting of deducted items, |A| < n, n is the
original cardinality of sets based on equation 6. Based on
the basic computational principal theory, a reduced dataset
results in a smaller cardinality.

NFP = 2|A| −1; |A| < n. (6)

TABLE 5. Dataset characteristics on five data sources used consist of the
number of records and number of distinct items on every data source
with the source link.

Table 5 lists the data used as experimental data sources.
It contains five different datasets from various domains: zoo,
cardiovascular, market basket, food nutrition, and real-time
transactions in the minimarket dataset. The zoo dataset has
the smallest number of records, 101 records with 28 distinct
items; meanwhile, the market basket analysis dataset has the
highest number of records, 522061 records with 3934 distinct
items. Four datasets are from a public dataset, and one, the
minimarket dataset, is from real-time store transactions in
Bandung, West Java.

FIGURE 6. Optimization results on dataset reduction of Zoo dataset,
Cardiovascular Dataset, Market Basket Analysis dataset, Food Nutrition
dataset, and minimarket transactional dataset. The percentage value
indicates the remaining size of the optimized dataset.

Figure 6 shows the optimization results for the number of
dataset reductions obtained from the five datasets in Table 4.
All datasets were successfully reduced by implementing the
SDFP-growth algorithms for both levels 1 and 2. The reduc-
tion in level 2 was higher than that at level 1. The zoo dataset
was reduced by 18% for Level 1 and 71% for Level 2. The
cardiovascular dataset was reduced by 3% for Level 1 and
72% for Level 2. The market basket analysis datasets were
reduced by 18% for Level 1 and 86% for Level 2. The food
nutrition dataset was reduced by 13% for Level 1 and 74%
for Level 2. The Minimarket dataset was reduced by 43% for
Level 1 and 89% for Level 2 datasets.

Figure 7 shows the optimization execution times for the
five datasets. It compares the execution times of the origi-
nal datasets against those of the SDFP-growth level 1 and
SDFP-growth level 2 datasets. The execution times on the
Zoo dataset were 7% optimized on the SDFP-growth level
1 dataset and 93% optimized on the SDFP-growth level
2 dataset. The execution times on the Cardio dataset were
2% optimized on the SDFP-growth level 1 dataset and 93%
optimized on the SDFP-growth level 2 dataset. The exe-
cution times on the MBA dataset were 3% optimized on
the SDFP-growth level 1 dataset and 38% optimized on the
SDFP-growth level 2 dataset. The execution times on the
FoodNutrition dataset were optimized by 11% on the SDFP-
growth level 1 dataset and 94% on the SDFP-growth level
2 dataset. The execution times on the Minimarket dataset
were 9% optimized on the SDFP-growth level 1 dataset and
42% optimized on the SDFP-growth level 2 dataset.
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FIGURE 7. Optimization results on execution times of Zoo dataset,
Cardiovascular Dataset, Market Basket Analysis dataset, Food Nutrition
dataset, and minimarket transactional dataset for obtaining frequent
patterns. A higher percentage value indicates a faster result.

FIGURE 8. Optimization results on execution times of Zoo dataset,
Cardiovascular Dataset, Market Basket Analysis dataset, Food Nutrition
dataset, and minimarket transactional dataset when performing frequent
pattern. The dot indicates the execution times in seconds.

Figure 8 shows the gap execution times between the origi-
nal Dataset, SDFP-growth level 1 dataset, and SDFP-growth
level 2 dataset on the five public datasets. A small gap was
found between the execution times on the original dataset
and the SDFP-level 1 dataset, but a large gap was found
between the original dataset and the SDFP-level 2 dataset.
The execution time gap between the Zoo original dataset and
the SDFP-growth dataset level 1 is 0.2 seconds or 7% faster;
on the SDFP-growth dataset level 2 is 3 seconds or 93%
faster. The execution time gap between the Cardio original
dataset and SDFP-growth dataset level 1 is 0.4 seconds or 2%
faster; on the SDFP-growth level 2 dataset, it is 15.5 seconds
or 93% faster. The execution time gap between the MBA
original dataset and the SDFP-growth dataset level 1 was
121 or 35% faster; on the SDFP-growth level 2 dataset,
it was 340 or 99% faster. The execution time gap between the
FoodNutrition original dataset and the SDFP-growth dataset
level 1 is 0.3 seconds or 11% faster; on the SDFP-growth level
2 dataset, it is 2.9 seconds or 94% faster. The execution time

gap between the Minimarket original dataset and the SDFP-
growth dataset level 1 was 168.5 seconds or 48% faster; on
the SDFP-growth level 2 dataset, it was 346 or 98% faster.

TABLE 6. Confidence values comparison on top five association rules of
Zoo’s Original, SDFP-growth level1, and SDFP-growth level2 dataset.

TABLE 7. Lift ratio comparison on top five association rules of Zoo’s
Original, SDFP-growth level1, and SDFP-growth level2 dataset.

The top five association rules results for Zoo’s dataset
are shown in Tables 6 and 7. Table 6 shows the confidence
value comparison on the original SDF-growth level 1 and
SDFP-growth level 2 datasets. We found identical results for
the three confidence values, which were greater than 73.5%.
Table 7 presents a comparison of lift ratios. There was no
difference between the original, SDFP-growth level 1 and
SDFP-growth level 2 lift ratio results, whichwere greater than
one.

TABLE 8. Confidence values comparison on top five association rules of
Cardio’s Original, SDFP-growth level1, and SDFP-growth level2 dataset.

Tables 8 and 9 show the top five association rules results
of Cardio’s dataset. Table 8 shows the confidence value com-
parison of the original SDF-growth level 1 and SDFP-growth
level 2 datasets. We found identical results for the three
confidence values of more than 81.98%. Table 9 presents a
comparison of lift ratios. There was no difference between the
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TABLE 9. Lift ratio comparison on top five association rules of Cardio’s
Original, SDFP-growth level1, and SDFP-growth level2 dataset.

original, SDFP-growth level 1 and SDFP-growth level 2 lift
ratio results, which were greater than or equal to one.

TABLE 10. Confidence values comparison on top five association rules of
market basket Analysis’s Original, SDFP-growth level1, and SDFP-growth
level2 dataset.

TABLE 11. Lift ratio comparison on top five association rules of market
basket Analysis’s Original, SDFP-growth level1, and SDFP-growth level2
dataset.

Tables 10 and 11 show the top five association rules result-
ing from the Market Basket Analysis dataset. Table 10 shows
the confidence value comparison of the original SDF-growth
level 1 and SDFP-growth level 2 datasets. We found identical
results for the three confidence values, which were more
than 81.98%. Table 11 shows a comparison of the lift ratios.
There was no difference between the original, SDFP-growth
level 1 and SDFP-growth level 2 lift ratio results, which were
greater than or equal to one.

The top five association rules results of the Nutrition
dataset are shown in Tables 12 and 13. Table 12 shows the
confidence value comparison of the original SDF-growth
level 1 and SDFP-growth level 2 datasets obtained. We found
identical results for the three confidence values, which were
greater than 84.03%. Table 13 shows a comparison of the
lift ratios. There was no difference between the original,

TABLE 12. Confidence values comparison on top five association rules of
Nutrition’s Original, SDFP-growth level1, and SDFP-growth level2 dataset.

TABLE 13. Lift ratio comparison on top five association rules of
Nutrition’s Original, SDFP-growth level1, and SDFP-growth level2 dataset.

SDFP-growth level 1 and SDFP-growth level 2 lift ratio
results, which were greater than or equal to one.

TABLE 14. Confidence values comparison on top five association rules of
Minimarket’s Original, SDFP-growth level1, and SDFP-growth level2
dataset.

TABLE 15. Lift ratio comparison on top five association rules of market
basket Analysis’s Original, SDFP-growth level1, and SDFP-growth level2
dataset.

Tables 14 and 15 list the top five association rules resulting
from the minimarket’s primary dataset. Table 14 shows the
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confidence value comparison of the original SDF-growth
level 1 and SDFP-growth level 2 datasets obtained. We found
identical results for the three confidence values, which were
greater than 81.98%. Table 15 shows the lift ratio comparison.
There was no difference between the original, SDFP-growth
level 1, and SDFP-growth level 2 lift ratio results, which were
greater than or equal to one.

FIGURE 9. Number of K-items obtained of Zoo dataset, Cardiovascular
Dataset, Market Basket Analysis dataset, Food Nutrition dataset, and
minimarket transactional dataset.

Figure 9 shows the number of k-items obtained from the
five datasets used. The zoo’s original and SDFP-growth level
1 dataset found the same number of rules obtained, which
was 12, and decreased the SDF-growth level 2 dataset to 7.
The cardio’s original and SDF-growth level 1 dataset found
the same quantity of the number of rules obtained, which is
11 rules, and decreased on the SDF-growth level 2 dataset
to eight rules. In the market basket analysis, the original
and SDF-growth level 1 datasets found the same number of
rules obtained, which were 13 rules, and it decreased on the
SDF-growth level 2 dataset to 11 rules. The foodNutrition’s
original and SDF_growth level 1 dataset found the same
quantity of the number of rules obtained, which is nine rules,
and it decreased on the SDF-growth level 2 dataset to six
rules. The minimarket dataset found 19 rules on the original
dataset, 17 rules on the SDFP-growth level 1 dataset, and
12 rules on the SDF-growth level 2 dataset. The SDFP-
growth level 2 dataset results in smaller quantities of k-items
compared with the original and SDFP-growth level 1 dataset.

The proposed SDFP-growthmethodwas compared with an
adaptive support method [15] using two datasets, the Chess
dataset and the Mushroom dataset [45]. SPFM tools were
used for comparison [46]. In the comparison of the character-
istics of the dataset shown in Table 16, the Chess dataset was
reduced by 6.7% for the number of distinct items in the SDFP
growth-level 1 dataset and by 69.3% for the SDFP-growth
level 2 dataset. The Mushroom dataset is reduced by 15.1%
in the number of distinct items in the SDFP growth-level

1 dataset and reduced by 82.5% for the SDFP-growth level
2 dataset.

TABLE 16. Number of items reduction result on Chess dataset and
Mushroom dataset by using SDFP-growth Level 1 and SDFP-growth Level
2 proposed method.

TABLE 17. Number of rules obtained comparison between adaptive
support method and SDFP-growth proposed method on Chess dataset.

The number of rules obtained was then compared. Table 17
shows at comparison of the number of rules obtained using
adaptive support methods compared to the SDFP-growth
level 1 and SDFP-growth level 2 proposed method using the
Chess dataset. The SDFP-growth Level 2 dataset reduces the
obtained association rules by more than 7%.

TABLE 18. Number of rules obtained comparison between adaptive
support method and SDFP-growth proposed method on Mushroom
dataset.

Table 18 shows a comparison of the number of rules
obtained between the adaptive support method and the SDFP-
growth proposed method on the mushroom dataset. When the
minimum support is below 50%, the number of rules obtained
by the proposed SDFP-growth level 1 method is smaller than
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the number of rules obtained by the adaptive support method.
The SDFP-growth level 2 proposed method obtained smaller
numbers than the SDFP-growth level 2 proposed method by
more than 17%.

VI. CONCLUSION
The SDFP-growth algorithm can improve the execution times
of frequent pattern generation. The improvement in execution
times is due to the reduction in the dimensions of the datasets.
Even if dimensionality reduction occurred, the strong rules
remained identical in the original Dataset, SDFP-growth level
1 dataset, and SDFP-growth level 2 dataset. Dimensional
reduction changes the formula for predicting the maximum
frequent patterns optimized from 2n – 1 to 2|A| - 1; |A| <n.
The finding based on the experiments is that the optimization
reduces the number of data dimensions by more than 3% on
the Level 1 dataset and more than 69% on the Level 2 dataset,
while the frequent pattern generation time improved by more
than 2% on the Level 1 dataset, and more than 94% on the
Level 2 dataset.

Future research will expand the implementation of the
resulting dataset using techniques other than association rule
mining. Level 1 and level 2 output datasets will be imple-
mented for use in other machine learning techniques, such
as classification and clustering, to optimize the computing
processes.
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