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ABSTRACT In the information age, people are increasingly being exposed to stress as societies are expe-
riencing sudden changes fueled by advancements in cutting-edge scientific technology and the Information
Technology (IT) industry. Consequently, research has been actively conducted on stress classification to
mitigate psychological and physical diseases caused by constantly feeling stressed. Specifically, the number
of studies examining electrocardiograms (ECGs), which record biosignals that provide insight into the
response level of the body’s autonomic nervous system, has increased. However, previous studies on stress
classification based on ECG used only one-dimensional feature data, thus entailing difficulties in analyzing
the datamore closely and comprehensively owing to bias toward a specific aspect. Therefore, to overcome the
limitations of conventional stress classification based on ECGs, this paper developed a stress classification
method based on multi-dimensional feature fusion of LSTM and Xception using ECGs from which outliers
have been removed. Experimental results showed that applying multi-dimensional feature fusion of the
weighted average method using ECG data with outlier signals removed resulted in a stress classification
of 99.51%, a 1.25% improvement from previous studies which used only one-dimensional feature data of
ECGs, thus highlighting the excellent performance of the proposed stress classification method using ECGs
based on multi-dimensional feature fusion of LSTM and Xception.

INDEX TERMS Electrocardiography, stress, multidimensional systems, network systems.

I. INTRODUCTION
Humans are increasingly experiencing stress in a constantly
changing modern society as the IT industry advances rapidly.
Stress refers to complex physiological and psychological
responses of an individual induced by mental and physical
stimuli [1]. Prolonged exposure to stress leads to various
health-related issues, such as cardiovascular diseases, weak-
ened immune systems, and mood disorders [2], [3]. There-
fore, more research efforts are required to accurately classify
and quantify stress states to develop treatment methods or
programs optimized for individuals to effectively manage
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stress and reduce the risk of developing certain diseases [4],
[5], [6].
Among the representative biosignals used in stress classifi-

cation research, electrocardiogram offers various advantages
over other biosignals, including non-invasiveness, ease of
use, and continuous real-time monitoring feature. Further-
more, heart rate variability (HRV)—a derivative parameter of
an ECG—provides extensive information on activities of the
autonomic nervous system exhibiting the body’s response to
stress.

An analysis of HRV examines the changes in the time
intervals of heartbeats and is performed based on the periodic
characteristics of ECG. An HRV analysis, which examines
the changes in time interval between the R-peaks, is a use-
ful stress classification tool for diagnosing different heart
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diseases and evaluating stress levels [7]. However, ECGs
are highly sensitive to motion artifacts—disturbances caused
by movements of patients or external vibrations—ultimately
affecting the accuracy and reliability of ECGs. Motion arti-
facts disrupt the periodical characteristics of ECG signals and
induce errors in detecting R-peaks. Biased or unreliable HRV
estimates can result owing to inaccuracies in the calculation
of the RR interval [8], [9]. Therefore, outlier signals gener-
ated by motion artifacts must be removed for accurate stress
classification using ECGs.

Previous studies on stress classification using ECGsmostly
employed models based on one-dimensional features, thus
making it difficult to capture the overall complexity of physi-
ological changes associated with stress as misclassification
or performance degradation may result from bias toward
a specific aspect. In other words, using one-dimensional
features leads to the second-best classification accuracy
owing to the incapability of a stress classification model and
non-optimal performance [10]. Therefore, multi-dimensional
feature information must be inspected to accurately analyze
complex stress pattern data.

This study developed a stress classification method of
using multi-dimensional feature fusion of LSTM and Xcep-
tion to solve the problem of performance degradation result-
ing from using only one-dimensional feature information
when analyzing ECG signals reflecting stress conditions. The
objective of this study is to complement the problems that
arise from using only single-dimensional feature information
by embracing both temporal and spatial features when clas-
sifying stress using ECGs. For this purpose, we developed
a stress classification method that utilizes multi-dimensional
feature fusion of LSTM and Xception. This study’s approach
stands out in the dual network architecture. The sequen-
tial dependencies of ECG signals are appropriately captured
through the LSTM network, while the Xception network
extracts spatial features from the spectrogram images. After-
wards, a weighted average mechanism is used to obtain a
holistic view of the ECG signal and simultaneously cap-
ture complex temporal patterns and spatial nuances. This
synergistic approach distinguishes this study from existing
research methods and enriches our understanding of phys-
iological state classification. In addition, unlike existing
studies that focus only on temporal or spatial aspects, this
research method is excellent at integrating both dimensions.
Additionally, it allows for more nuanced and comprehen-
sive analysis, resulting in superior classification accuracy
compared to approaches that emphasize only a single dimen-
sion. The proposed method demonstrated a classification
accuracy of 99.51% when multi-dimensional feature fusion
of the weighted average method was applied using ECG
data with outliers removed. The classification performance
for the method using one-dimensional feature information
and LSTM and the method using two-dimensional feature
information and Xception improved by 18.09% and 0.59%,
respectively. In addition, the performance improved by at

least 1.25% compared with other studies that used the same
database.

The remainder of this paper is organized as follows. In
Section II, existing technologies using ECG signals are ana-
lyzed. Section III explains stress classification based on
multi-dimensional feature fusion and outlier signal removal
in ECG proposed in this paper. The method and result of the
experiment conducted for the proposed stress classification
system are analyzed in Section IV. Finally, SectionV presents
the conclusions drawn.

II. RELATED STUDIES
This section analyzes the technologies applied to studies
using one-dimensional feature vectors and studies using
two-dimensional feature information among previous stress
classification studies using ECGs. Studies on stress classifi-
cation using the HRV of ECG signals commonly utilize the
HRV parameter as a feature by analyzing the changes in the
time interval between the RR interval of ECG signals.

Mekruksavanich [11] conducted an experiment using
the ECG data of the wearable stress and affect detection
(WESAD) dataset and conducted preprocessing by apply-
ing the Butterworth filter and min-max normalization. Their
proposed StressNext network demonstrated a classification
accuracy of 87.10%. To remove noise in ECG signals of the
WESAD dataset, Schmidt [12] applied a band-pass filter and
extracted HRV features, including pNN50, nLF, nHF, and
mHR. Based on the extracted feature information, a stress
classification accuracy of 85.44% was obtained using lin-
ear discriminant analysis (LDA) as a classifier. In the study
by Kang [13], ECG signals from the CLAS Database were
used. To remove noise, the sampling frequency was set to
330Hz and the cutoff frequency was set to 120Hz, and a
Butterworth filter and Low Pass filter were applied. Fea-
tures were extracted for R-S peak, RR Interval, and Q-T
Interval, respectively, and stress classification accuracy of
97.6% was confirmed through SVM. Chandrasekaran [14]
extracted HRV features without applying preprocessing to
ECG signals. Five types of HRV features, including SDNN,
RMSSD, and NN50, were extracted, with the value combin-
ing NN50, pNN50, and SDNN additionally used as a feature.
A classification accuracy of 93% was obtained using reser-
voir computing and logistic regression. In a study by Munla
[15], a band-pass filter was applied to reduce muscle noise
and interferences of 60 Hz included in ECG signals using the
Drive open database provided byMIT-BIH. Subsequently, the
R-peaks were detected after detecting the QRS complex using
the Pan–Tompkins algorithm, based on which HRV features
were extracted. A total of 12 HRV parameters, including
SDNN, VLF, LF, and mHR, which represent the mean heart
rate in time and frequency bands, were obtained. A stress
classification accuracy of 83.33% was obtained via support
vector machine (SVM) that used an RBF kernel.

Table 1 presents the details of previous studies on stress
classification that used one-dimensional feature information.
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TABLE 1. Previous studies on stress classification using one-dimensional feature information.

TABLE 2. Previous studies on stress classification using one-dimensional feature information.

In previous studies on ECG-based stress classification that
used a one-dimensional feature vector as an input of a classi-
fier, noise was removed mostly through digital filtering in the
preprocessing step. Furthermore, various HRV parameters
were used in the feature extraction step by analyzing the HRV
in time and frequency bands.

Next, previous studies on stress classification that used fea-
ture information extracted from ECG as a two-dimensional
input of a network are analyzed. Two-dimensional feature
information frequently used in many studies can be divided
into a form of an image of preprocessed ECG signals and
the time–frequency band to which the Fourier transform is
applied. Liakopoulos [18] segmented signals by one-minute
window to the ECG data of the WESAD dataset. The seg-
mented ECG signals were converted to a spectrogram to form
two-dimensional image. The two-dimensional image was
then input into a convolutional neural network (CNN), obtain-
ing a stress classification accuracy of 96.79%. Kang et al.
[19] used both the WESAD dataset and ST Change database,
with a low-pass filter with a cut-off frequency of 150 Hz
applied for noise removal. The information of a stress state
was classified based on the difference between the R-wave
and S-wave of ECGs. Two-dimensional image data used as a
network input were analyzed in the time and frequency bands.

The waveform of ECG signals was expressed as an image in
the time band, with a fast Fourier transform (FFT) applied
to express the data as a spectrogram image in the frequency
band. CNN-LSTM was used to verify the stress classifica-
tion performance wherein accuracies of 94.13% and 98.26%
were observed in the time and frequency bands, respectively.
Ahmad and Khan [21] created a stress-induced environment
for six minutes and then collected ECG data from 15 sub-
jects. To create a network input, two-dimensional images
were generated through the signal image, discrete Fourier
transform (DFT), and Gabor wavelet transform. The suc-
cessive RR intervals of ECG were arranged into time-series
segments to form an image from ECG signals. DFT was
applied to convert a space domain image into a frequency
domain image. The Gabor wavelet transform was applied to
analyze the data in the time–frequency band. A CNN network
was used for stress classification, with decision-level fusion
applied to three image inputs, resulting in an accuracy of
85.45%. Amin et al. [22] conducted a study on the stress
level detection of a driver to reduce the risks caused by
a driver’s health conditions. Hence, the Drive database—a
public database provided by Physionet—was used. A But-
terworth band-pass filter of 0.5–100 Hz and a notch filter
of 50 Hz were applied to remove noise in the preprocessing
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FIGURE 1. Flowchart of proposed stress classification using multi-dimensional feature fusion-based ECGs.

step. The continuous wavelet transform (CWT) was applied
to analyze the time–frequency components of ECG signals in
the feature extraction step before the time–frequency compo-
nents were converted to scalogram images to form an image
input. In the study by Ishaque et al. [23], a stress classification
study was conducted using the WESAD Dataset, and the
conversion of one-dimensional electrocardiogram data into
two-dimensional images was emphasized. For this purpose,
FFT was applied to the one-dimensional ECG signal and the
spectrum image converted to two dimensions was used as a
network input. VGG16 and network compression technology
were used, and the stress and non-stress classification results
showed 90.62% performance.

Table 2 presents the details of previous studies on stress
classification that used two-dimensional feature information.
In previous studies on stress classification based on ECGs
that used two-dimensional feature information as a classi-
fier input, a Fourier transform or wavelet transform was
applied to analyze the time–frequency band. Subsequently,
a two-dimensional image was generated by converting it to a
spectrogram.

Previous studies on stress classification using ECG mostly
did not remove noise during the preprocessing step or
removed the noise using digital filtering. However, such
preprocessing does not remove outlier signals of which peri-
odic characteristic of ECG has been disrupted, ultimately
resulting in performance degradation of stress classification.
Additionally, after analyzing ECG containing stress state
data, stress classification performance was verified using
one-dimensional and two-dimensional feature information.
However, using only one-dimensional feature information
cannot accurately analyze the stress information reflected in
ECG. In other words, while one-dimensional feature informa-
tion can be used to analyze the overall trend or mean value of
signals, it cannot be applied to analyze frequency variations
over time. In contrast, two-dimensional feature information

can be used to analyze frequency information that varies
over time but cannot investigate the information that can be
analyzed using one-dimensional feature information. There-
fore, the analysis should be performed based on the fusion
of one-dimensional and two-dimensional feature information
to accurately analyze ECG data that contain complex stress
state information.

III. STRESS CLASSIFICATION USING THE PROPOSED
MULTI-DIMENSIONAL FEATURE FUSION-BASED
ELECTROCARDIOGRAM
Figure 1 [24] shows the overall flowchart of stress classifica-
tion using the multi-dimensional feature-fusion-based ECG
method proposed in this paper. Preprocessing is performed
to remove outlier signals for resolving the disruption of peri-
odic characteristics of signals caused by motion artifacts of
ECG signals. This process involves detecting the R-peaks of
ECG signals and then comparing the similarity between the
RR interval to remove outliers. Subsequently, stress classi-
fication is proceeded by applying feature level fusion using
one-dimensional and two-dimensional feature information to
precisely analyze complicated stress states.

A. OUTLIER SIGNAL REMOVAL BASED ON THE RR
INTERVAL OF ECGs
Removing noises is particularly important in applications
that require using biosignals and must be performed during
the preprocessing step. Various digital filtering methods are
used, such as a band-pass filter [25], median filter [26],
and moving average filter [27], which are useful and easy
tools for removing noises recorded in ECGs including inter-
ference of power cables or electrodes. However, removing
noises by applying only digital filters to original signals
cannot effectively remove outlier signals of which the mor-
phological nature of signals has been damaged by motion
artifacts, as shown in Figure 2. Therefore, noises containing
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unnecessary information and outlier signals inducing errors
in the information analysis must be removed when perform-
ing stress classification using ECGs.

FIGURE 2. Results of applying various digital filters to ECG signals
containing noise.

The Pan–Tompkins algorithm is applied to original ECG
signals in the WESAD dataset to detect a band-pass filter and
the R-peaks. First, a band-pass filter consisting of a low-pass
filter and a high-pass filter is used to remove unnecessary
noises. The cut-off frequency of the band-pass filter used
in this study is 0.001–100 Hz, where frequency information
within the cut-off frequency band is allowed; frequency infor-
mation outside the cut-off frequency band is attenuated. This
process enables analyzing the information of a very low fre-
quency (VLF) ECG containing stress. R-peaks are detected
by applying the Pan–Tompkins algorithm to the ECG signals
in which noise has been removed through filtering. In this
process, the QRS complex is separated in the 5–15 Hz band
of the ECG. Subsequently, R-peaks of ECG are detected
by applying the algorithm consisting of the information of
the steepest part by finding the slope of the QRS complex.
Based on the detected R-peaks, the RR interval of ECG is
extracted to compare the similarity. Cosine similarity—used
to determine the cosine angle between two vectors—is used
to calculate the similarity between the RR-intervals as shown
in Equation (1) [28].

Cosine Similarity =
AB

∥A∥ ∥B∥
(1)

where vector AB represents the inner product between two
vectors where cosine similarity output has a value between –1
and 1; −1 indicates that two vectors are completely opposite,
0 indicates that two vectors are independent, and 1 indicates
that two vectors are completely identical. A representative
signal is selected among the extracted successive RR-interval
signals, and then the threshold is set by comparing the sim-
ilarity between the representative signal and ECG signal of

the remaining RR-intervals. The threshold is computed using
Equation (2).

Th = Cosine Similarity Average× α (2)

where Th is the threshold, and α indicates the weight for set-
ting the threshold. Therefore, the threshold is set by assigning
a weight to the mean of the overall similarity after compar-
ing the cosine similarity between the RR-intervals of ECG.
A weight of 0.95 is assigned, and then outlier signals of
the RR-interval with the similarity below the threshold are
detected and removed. Figure 3 shows the process of detect-
ing and removing outlier signals by comparing the similarity
between successive RR-intervals.

FIGURE 3. Process of detecting outlier signals of ECG through RR-interval
similarity comparison.

B. STRESS CLASSIFICATION USING MULTI-DIMENSIONAL
FEATURE FUSION-BASED ECG
In this paper, the accuracy and reliability of stress classifica-
tion are improved by extracting features from preprocessed
ECG signals and applying fusion to the extracted features.
The feature extraction process consists of two main steps.
In the first step, HRV features are extracted and used as an
input of the LSTM network. In the second step, Short Time
Fourier Transform (STFT) is applied to ECG to generate a
spectrogram image to be used as an input of the Xception
network.

HRV features reflecting the body’s reaction under stress
are extracted to compose one-dimensional feature data. In the
HRV feature extraction process, nine major features are com-
puted in the time and frequency bands of the preprocessed
ECG data. Three features—mRR, mHR, and RMSSD—are
extracted in the time band. mRR, representing the mean time
interval between R-peaks, is computed using Equation (3).
Furthermore, mHR, representing the mean heart rate, is com-
puted using Equation (4), while RMSSD is calculated as
the root mean square of the differences between successive
RR-intervals, as shown in Equation (5). In Equations (3)–(5)
[29], [30], i represents a natural number, whereas N repre-
sents the last interval of successive RR-intervals. In addition,
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RRi indicates the i-th RR-interval.

mRR =

∑N
i=1 (RRi)
N

(3)

mHR =

∑N
i=1 (60000

/
RRi)

N
(4)

RMSSD =

√
1

N − 1

∑N−1

i=1
(RRi+1 − RRi)2 (5)

TABLE 3. HRV feature information of the frequency band used in the
study.

A total of six features are extracted in the frequency band to
which the FFT is applied. A high frequency (HF) can be used
to analyze the activities of the parasympathetic system, while
a low frequency (LF) can be used to analyze the activities
of the sympathetic nervous system. Six types of features
extractable based on the HF and LF from different frequency
bands are shown in Table 3 [31]; the extracted HRV feature
information of time and frequency bands is input in the LSTM
network as a one-dimensional feature vector.

Time–frequency components are analyzed using STFT
to form two-dimensional feature data. ECG signals are
non-stationary signals in which the signal attributes change
over time. Thus, the varying attributes are difficult to explain
simply based on the information of a single frequency band
[32]. In this paper, STFT is applied to extract time–frequency
features for analyzing ECG signals that are non-stationary.
The STFT is shown in Equation (6) [33].

STFT (τ, ω) =

∫
∞

−∞

x(τ )ω(τ − t)e−jωtdt (6)

ω(τ ) is the analyzed input signal, which is computed through
the FFT using the window function ω(τ − t) for analyzing
the time–frequency features. When applying the STFT, the
Hamming window length (R) is set to 25, while the resolution
of FFT (N) is set to 25. The STFT is applied to the final
preprocessed ECG signals, and then the signals are converted
to a spectrogram to generate a two-dimensional image shown
in Figure 4; the converted data are then used as an input of
the Xception network.

Using one-dimensional and two-dimensional feature infor-
mation separately can result in missing important information

FIGURE 4. STFT application and spectrogram conversion of ECG signals.

contained in data because each dimension of feature informa-
tion captures different aspects of ECG signals. The HRV fea-
ture, which is a one-dimensional feature, provides important
information variability and regularity of heartbeats. However,
obtaining information on the changes in the signal frequency
over time is impossible. A two-dimensional feature such as a
spectrogram enables the frequency variations of ECG signals
to be analyzed more closely with respect to time. However,
analyzing the overall trend of signals, mean values, or specific
patterns of the time domain that can be analyzed based on
one-dimensional HRV features is difficult. Thus, this paper
examines stress classification performance by applying the
fusion of one-dimensional feature information on variabil-
ity and regularity of heartbeats and two-dimensional feature
information from the time–frequency analysis of signals.

The strengths and characteristics of each network must be
considered when selecting a network to process diverse types
of data. The LSTM network is a type of recurrent neural net-
work (RNN) highly capable of processing sequential data and
appropriate for processing physiological signals with tempo-
ral dependency. Therefore, LSTM is suitable for time-series
data such as HRV and for the sequence of variations in
HRV features that indicate the temporal changes between
heartbeats. The Xception network is a type of CNN that
processes spatial hierarchy in data by utilizing convolutions
that can be separated depthwise. This network is particu-
larly efficient and effective for numerous types of image
data because it separately trains feature of each channel and
spatial feature. Accordingly, it can adequately train a spatial
hierarchical structure in a spectrogram image by mapping
temporal changes and spatial correlation between different
frequencies. A two-dimensional spectrogram image of ECG
signals expresses the time–frequency band; thus, it enables
effective training of the spatial hierarchical structure through
Xception.

LSTM and Xception networks analyze one-dimensional
and two-dimensional feature information, respectively,
before feature-level fusion is performed. The fused feature
information is then used as an input of a fully connected layer
to test the final stress classification performance. Feature
fusion applied in this study involves six fusion methods of
concatenation, mean, maximum, weighted average, multipli-
cation, and addition to compare the performance. The weight
for feature information of each network for the weighted
average method is computed using Equations (7) and (8)
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based on the accuracy of each network.WLSTM andWXception
indicate the weight of each network, and ALSTM and AXception
indicate the accuracy of each network. Feature fusion of
the weighted average method is computed using FLSTM and
FXception, which represent feature information analyzed by
each network, as shown in Equation (9) [34]. Figure 5 shows
the process of classifying stress through multi-dimensional
feature fusion using the weighted average method.

WLSTM =
ALSTM

AXception + ALSTM
(7)

WXception =
AXception

AXception + ALSTM
(8)

Fusion =
(
FXception

) (
WXception

)
+ (FLSTM )(WLSTM ) (9)

FIGURE 5. Multi-dimensional feature fusion process using the weighted
average method.

IV. EXPERIMENTAL RESULTS
The WESAD dataset was used to investigate the proposed
stress classification method using multi-dimensional feature
fusion. The total number of subjects was 15, and the ECG
data were collected at the sampling frequency of 700 Hz.
The collected ECG data contained three different emotional
states: neutral, stress, and amusement. Specifically, the stress
state was acquired by exposing the subjects to the trier social
stress test (TSST) [35] for about 10 min. This study aimed to
classify the stress and non-stress states (neutral, amusement)
using the ECG data of three emotional states (neutral, stress,
amusement).

The experiment was conducted as shown in Table 4 to
verify the performance of the proposed stress classification
system. The network performance was tested using win-
dow length in experiment 1, whereas the performance was
tested with respect to outlier signal removal in experiment
2. Finally, in experiment 3, the performance after applying
multi-dimensional feature fusion was tested using the ECG
data with outlier signals removed.

The experiment 1 analyzes performance according to
changes in window length for signal segmentation. The
experimental conditions are as follows. The window length
is set to 5 seconds, 10 seconds, and 60 seconds and
compared. The network uses an LSTM network suitable
for one-dimensional feature information analysis and an
Xception network suitable for two-dimensional image data

analysis. As a result of the experiment, as shown in Figure 6,
both LSTM and Xception showed the highest performance of
78.25% and 97.12%, respectively, when the window length
was the shortest, 5 seconds. It was confirmed that the perfor-
mance of LSTM improves significantly as the window length
becomes shorter. The performance of Xception showed a
slight improvement. In particular, this shows that setting the
window length is important when analyzing one-dimensional
feature information. Also, when analyzing 2D feature infor-
mation, the shorter the window length, the better the perfor-
mance, so this study conducts experiments with a window
length of 5 seconds. In this experiment, it was shown that
stress classification performance deteriorated as the win-
dow length increased, indicating that the shorter the window
length, the more accurately the stress information of the ECG
could be captured. Figure 7 shows the results of experiment 2,
which analyzed the performance before and after removing
outlier signals from the ECG signal. The experiment uses
ECG signals segmented with a window length of 5 seconds,
which showed the highest performance, according to previous
experimental results. Removal of outlier signals is performed
through similarity comparison based on the RR interval of
the ECG in the same manner as Figure 3. Afterwards, the
stress classification performance of each network is checked
using the ECG fromwhich outlier signals have been removed.
The experiment result showed that the performance of LSTM
and Xception improved by 3.17% and 1.8% to 81.42% and
98.92%, respectively, after outlier signals were removed com-
pared with before the outlier signals were removed. This
indicates that the outlier signal was not removed through
digital filtering alone. This indicates that removal of outlier
signals is essential when analyzing stress using an ECG.

FIGURE 6. Network performance according to window length.

Subsequently, the experiment was conducted to test the
performance after applying multi-dimensional feature fusion.
First, HRV features were extracted using the ECG data
with outlier signals removed. A total of nine HRV fea-
tures were extracted, including mRR, mHR, and RMSSD
from the time domain, and nHF, HF, LF, VLF, dLFHF,
and SVI from the frequency domain. The extracted HRV
feature information was input into the LSTM network as
a one-dimensional feature vector. Subsequently, STFT was
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TABLE 4. Performance comparison based on experiment method.

FIGURE 7. Comparison of before and after removing outlier signals from
ECG signals.

applied to the ECG signals to analyze the changes in the
signal frequency over time. The analyzed information was
converted to a spectrogram into a two-dimensional image
to be input into the Xception network. Feature level fusion
was applied using the fully connected layer of each network
based on the information trained and analyzed by the net-
works. The proposed multi-dimensional feature level fusion
tested the classification performance by applying six fusion
methods (concatenation, mean, maximum, weighted aver-
age, multiplication, and addition). Figure 8 shows the result
of testing the performance of the multi-dimensional feature
fusion according to window length for signal segmentation.
The performance of the multi-dimensional feature fusion
method using LSTM and Xception improved as the window
length decreased; the highest performance of 99.51% was
obtained when multi-dimensional feature fusion was applied
based on the weighted average method using the signals
segmented into 5 s window lengths.

Table 5 presents a comparison of stress classification per-
formance between the proposed method and previous meth-
ods using ECG signals. Kang et al. [13], [19] performed
stress classification via an ECG analysis using the same
WESAD dataset. Kang [13] performed preprocessing using a
Butterworth filter and a low-pass filter. Afterwards, R-Speak,
RR Interval, and Q-T Interval features were extracted and
a stress classification performance of 97.6% was confirmed
using SVM, a machine learning-based classifier. Kang et al.
[19] removed noises using a low-pass filter with a cut-off

FIGURE 8. Stress classification performance according to the feature
fusion method.

TABLE 5. Comparison of stress classification performance using ECG
signals.

frequency of 150 Hz and utilized the signals segmented
into 1 min window. An accuracy of 98.26% was confirmed
when a two-dimensional image of the signals and the image
applied with FFT were input in a deep-learning-based net-
work. Therefore, a proper noise removal technique is required
to analyze ECG signals reflecting the stress state, and stress
classification performance was higher as the window length
for signal segmentation became shorter. Furthermore, the
result signified that analyzing the data through deep learning
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networks is more appropriate than using machine learning.
Compared with previous studies, the proposed stress classifi-
cation method produced an accuracy of 99.51%, an improve-
ment of more than 1.25%, in addition to the various strengths
mentioned above.

V. CONCLUSION
Most previous studies on stress classification using deep
learning networks employed single-dimension feature infor-
mation. Consequently, the analyses tended to be biased
toward a specific aspect, and stress states exhibiting compli-
cated information could not be comprehensively analyzed.
Thus, this study developed a stress classification method
based on the multi-dimensional feature fusion of LSTM
and Xception to overcome such limitations. Outlier sig-
nals were removed from ECG data to solve the problem
of morphological damage in ECG caused by motion arti-
facts, which can degrade the performance of the proposed
method. The proposed method overcame the limitations of
one-dimensional and two-dimensional feature information by
applying multi-dimensional feature fusion. Furthermore, the
advantages of unique features in a neural network architecture
were used by applying feature-level fusion to the outputs of
a neural network appropriate for each dimension.

The experimental results showed that the classification
performance improved by 3.17% and 1.8% using LSTM
and Xception, respectively, after outlier signals in the ECG
data were removed. The performance of six feature fusion
methods was tested, with the weighted average method
demonstrating the highest performance of 99.51%. There-
fore, the proposed stress classification method of using
multi-dimensional feature fusion of LSTM and Xception
demonstrated outstanding performance. Future studies will
focus on optimizing and lightening deep learning networks
used for ECG-based stress classification.
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