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ABSTRACT Intelligent unmanned vending machines (UVMs) based on machine vision have attracted great
attention in the unmanned retail industry. However, due to the complexity of practical application scenarios
and environments, the existing vision-based intelligent UVMs face challenges related to missed-detection
and mis-detection of product, and require costly physical components such as the infrared radio frequency
sensors to capture shopping behaviors. In this study, we propose a BP-YOLO, the real-time model that
integrates optimized YOLOv7 and BlazePose for product detection and shopping behaviors recognition. BP-
YOLO can accurately detect the products purchased by consumers and their shopping behaviors in complex
scenarios. To address the problems of missed-detection and mis-detection, we introduce the 3D attention
mechanism SimAM and the deformable ConvNets v2 (DCNv2) to recombine and optimize the one-stage
object detection model YOLOv7. This method reduces the interference of the invalid information in complex
scenarios by adaptively weighting each channel and 3D spatial features, focuses on feature information in
a sparse space, and minimizes the loss of feature information during the transmission process based on
multi-scale feature extraction and fusion. To recognize and judge the shopping behaviors of consumers,
we track the hand and arm key points of consumers using the pose estimation model BlazePose. Using the
mAP@[0.5:0.95] as the evaluation metric for product detection, the experimental results on a customized
product dataset show that BP-YOLO achieves an average accuracy of 96.17% for all product categories
detection; the average success rate of consumer shopping recognition reaches 92%, 98%, and 94.7% under
three light and noise intensity, respectively. Therefore, our BP-YOLO model for intelligent UVMs has
effectiveness in commercial deployment.

INDEX TERMS BP-YOLO, BlazePose, product detection, shopping behaviors recognition, unmanned
vending machines.

I. INTRODUCTION
With the development of the Internet of Things, big data,
and artificial intelligence, the concept of ‘intelligent vend-
ing’ has emerged in the unmanned retail industry. This
broke the limitations of traditional mechanical unmanned
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vending machines (UVMs), such as high product loss rate
and inconvenient management. The integration of ‘‘artificial
intelligence’’, ‘‘machine vision’’, and ‘‘UVM’’ resulted in
two types of intelligent UVM based on static vision [1] and
dynamic vision [2].

The static vision-based UVM uses multiple cameras inside
the cabinet to compare the remaining products on each shelf
before and after the cabinet door is opened, and settles the
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products purchased by the consumers. This method requires
high camera hardware costs and strict product placement
constraints, as stacked or obscured products can lead to
missed-detection. Dynamic vision-based UVM records the
process of consumers picking up products through cameras
inside the cabinet, and uploads them to the cloud where
an object detection algorithm recognizes the product cat-
egories from the video frames. In product detection, poor
shopping environments or light inside the cabinet can cause
overexposure, distortion and excessive noise in the captured
image or video frames. Moreover, consumer shopping behav-
iors can cause partial occlusion and deformation of product
packaging. These issues can result in the missed-detection
and mis-detection of product. In the application of judging
the consumer’s purchasing behavior, the static and dynamic
UVMs rely on optical physical instruments such as red
sensors on the door frame to sense the consumer’s hands
movements, or cooperate with radio frequency identification
(RFID) technology [3] and gravity sensor technology [4],
[5]. While the technology provides some convenience in
application realization, it greatly increases production costs
and mechanical design complexity. The current vision-based
intelligent vending cabinet provides a new solution by select-
ing a certain number of valid frames from the video of
consumer shopping, and tracks and compares the products
in these frames to determine their purchasing behaviors.
However, this method has high requirements for the robust-
ness, hardware and computing performance of the algorithm,
which makes it difficult to achieve real-time and accurate
judgments.

To address the challenges posed by complex shopping
scenarios inside the UVM cabinets and achieve shopping
behaviors recognition while reducing the dependence on
mechanical tools and sensors, we propose BP-YOLO, a novel
unmanned vending model. This model can maintain real-time
and accurate recognition abilities for various products and
shopping behaviors in complex shopping environments.
In product detection, BP-YOLO integrates the SimAM, a
3D attention mechanism, and the DCNv2, a deformable con-
volutional network, on top of YOLOv7, a one-stage object
detection algorithm. First, the objective of SimAM is to
reduce the interference of extraneous irrelevant informa-
tion in intricate shopping environments and scenarios, and
enhance the model’s perception and acquisition of the target
product’s feature information. Second, DCNv2 can readjust
the extension of attention in space and channel, as well
as the spatial-channel dependency of convolution kernels,
improving the focusing ability of convolution kernels on
discrete feature information and reconstructing the feature
information of product that have wrinkles, deformation or
partial occlusion. Thesemodules help themodel to effectively
locate and capture the valid feature information of product
packaging and reduce the probability of mis-detection and
missed-detection. In shopping behaviors recognition, BP-
YOLO incorporates BlazePose, a pose estimation model,
to recognize consumers shopping behavior based on vision.

This method can replace traditional methods such as multi-
frame comparison, weighing, RFID and optical sensors,
which can reduce the production cost and mechanical design
complexity of intelligent UVMs. BlazePose can track and
locate consumers’ palms, wrists and arm positions, and define
shopping behavior categories by angles formed by key points.
It can further judge consumers’ purchase behavior during
shopping process, and determinewhether consumers success-
fully purchased a certain product. This improves shopping
efficiency, reduces production cost, and provides consumers
with the convenient shopping experience of ‘‘take it away’’.

We evaluate BP-YOLO on a simulated real UVM shopping
scenario, where we define a platform for placing products.
And BP-YOLO is applied to product detection and shopping
recognition tasks. The main contributions of this study are as
follows:

1) In the task of product detection, BP-YOLO can achieve
real-time and accurate recognition of various products
in complex shopping environments.

2) BP-YOLO provides an effective method to judge con-
sumer shopping behaviors.

3) For new products, BP-YOLO can adapt to new products
through cloud services, which avoids the problem of
cumbersome products update of traditional UVMs.

II. RELATED WORK
Machine vision is the key component of the intelligent
UVM retail algorithms. With the rapid development of
high-performance graphics processing units (GPUs), the
cloud service deployment of real-time detection based on
visual deep learning models has become more feasible. How-
ever, in the domain of vision-based intelligent UVMs, the
product detection faces challenges such as product defor-
mation, partial occlusion and noise, and consumer shopping
behavior recognition also requires improvement. There-
fore, reducing mis-detection and missed-detection in product
detection tasks, and efficiently and low-costly judging con-
sumer purchase behavior are the research hotspots in this
field. In this section, we will review the related work on
object detection models, behavior recognition techniques and
intelligent UVM retail algorithms.

A. OBJECT DETECTION
The key to recognize the product category in intelligent
vision-based UVMs is to apply object detection algorithms,
which can be categorized into two types: one-stage and
two-stage. Two-stage algorithms divide the object detection
process into two steps: first, they generate candidate regions
that may contain objects; second, they classify the candidate
regions and refine their bounding boxes. This type of algo-
rithms achieves high prediction accuracy, but suffers from
low speed and is not appliable to real-time object detec-
tion tasks, such as R-CNN [6], Fast R-CNN [7], and Faster
R-CNN [8]. One-stage algorithms skip the candidate region
generation step and directly output the final localization and
classification results in one step. This type of algorithms has
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fast computation speed and can meet real-time requirements
such as SSD (Single Shot Multibox Detector) [9] and YOLO
(You Only Look Once). However, SSD has low detection
accuracy for small-sized or occluded objects and lacks the
ability to extract feature information from objects. Its detec-
tion efficiency is comparable to that of Faster R-CNN [10].
The YOLO network framework design has evolved from v1
to v7, focusing on improving the speed, accuracy, and recall
of object prediction. In industrial detection tasks, YOLO has
more efficient feature learning ability and outstanding gener-
alization performance compared to other detection models.
Therefore, this study adopts YOLO as the model basic
framework.

YOLO [11], [13] is a classic one-stage object detection
model with an end-to-end structure in deep neural networks.
It can reduce the feature reuse rate and the redundant feature
computation amount. It is mainly applied in industrial detec-
tion tasks that require high efficiency. Yin et al. [14] proposed
to apply YOLOv4-Tiny in the security detection of UVMs,
achieving the recognition of consumer damage behavior for
the products and the machine. Horng and Huang [15] and
Liu et al. [16] usedYOLOv4 andYOLOv3-tinyE respectively
in the product detection task of intelligent UVMs. However,
they did not fully consider the influence factors of intri-
cate real shopping environment, such as partial occlusion,
deformation, damage, and light of the product packaging
in the real vending cabinets, which affected the product
detection accuracy. Compared with other versions of YOLO
framework, YOLOv7 proposed by Wang et al. [13] focuses
more on the optimization of modules, network architecture,
and training process. It improves the accuracy and speed of
real-time forward inference in object detection tasks without
increasing the cost consumption of parameter computation.
Zhu et al. [17] used YOLOv7 to accurately extract the clas-
sification and localization information of sand belt surface
defects in the sand belt grinding surface defect classifica-
tion task. In the comparative experiment with other models,
YOLOv7’s mAP and frame rate reached 0.907 and 83fps
respectively, which were much higher than the performance
of other object detection models.

B. BEHAVIOR RECOGNITION
Behavior posture estimation networks that track human
key points through visual sensors have become a heated
topic of current research, due to the innovative develop-
ment of many new lightweight networks in the vision field.
Bazarevsky et al. [18] proposed a human key point track-
ing detection algorithm based on lightweight convolutional
neural network called BlazePose, which is used for human
skeleton generation and pose estimation. Ke et al. [19] used
BlazePose algorithm to analyze the angles in human finger
movements, and built a gesture action classification model to
achieve the control function of human-computer interaction.
The model achieved an accuracy of 87% for the recognition
of four gesture commands. To enable the wide application of
BlazePose in vision tasks, Liu et al. [20] integrated BlazePose

with other deep learning models, and proposed a sailor fall
automatic detection algorithm based on BlazePose-LSTM.
The algorithm achieved a detection accuracy of 98.5% for
the sailor fall behavior, and a detection frame rate of 29fps
on CPU, which cannot meet the real-time detection require-
ments. Huang et al. [21] proposed an object-based sequential
action recognition technology based on integratingBlazePose
with LSTM and improved YOLOv4, which normalized and
supervision of people’s series of actions in activities, and
verified that BlazePose had a good generalization ability
in specific complex environments. In the research of con-
sumer shopping behavior recognition in UVM cabinets,
Horng and Huang [15] proposed to use OpenPose [22] human
pose estimation algorithm to recognize consumer behavior
in the unmanned store recognition system, preventing shop
products from being stolen. Due to low frame rate and gen-
eralization of OpenPose in tracking human key points under
CPU, this study employed BlazePose to track consumer palm,
wrist and arm skeleton points in consumer shopping behavior
recognition task, constructed specific behavior classification
corresponding to angles, and achieved the recognition of
shopping behavior. The main method is discussed in detail
in the third part.

C. INTELLIGENT UVMS RETAIL ALGORITHM
Many scholars have conducted a sheer volume of research
and achieved some accomplishments in product dataset, prod-
uct detection and UVMs retail algorithm tasks.

For the existing product datasets, Microsoft created the
Grocery Store DataSet [23], which mainly consists of
5125 images taken from supermarket shelves, with an average
of about 5 product instances per image. Zhang et al. [24]
constructed a large-scale multi-category beverage detection
benchmark dataset based on vision-based UVMswith the real
shopping environments, which mainly covers 10 common
beverages in the retail market, with an average of about
4 categories of products per image. However, the images only
describe the top structure contour information of the bever-
ages. Wei et al. [25] constructed a high-quality dataset that
containsmulti-angle feature information of product instead of
a single top contour information. Chen et al. [26] proposed a
method to construct an excellent product dataset, introducing
lighting changes and multi-angle shooting technologies to
enhance the generality and diversity of the product dataset.
In view of the deployment environment and scenario of
UVMs, this study collected 15 categories of products, includ-
ing various beverages, biscuits and chips and other common
products. To simulate the application scenario environment
of real UVMs, 15 categories of products were shoot from
multiple angles, and image augment technologies were used
to produce product image datasets containing different inten-
sities of light and noise, enriching the feature information of
product under various scenarios. In order to reduce the impact
of the model on the product recognition accuracy, where
consumers hand may cause partial occlusion of the product
packaging during the shopping, some datasets were partially
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occluded by using hands to cover the product packaging
during shooting.

In the research field of smart unmanned vending machine
product detection methods and related retail algorithms,
Sun et al. [27] proposed a Template product detection system
that segmented multiple layers of products on unmanned
shelves into single products and identified each product
according to the segmentation results. Xu et al. [2] pro-
posed a smart unmanned vending machine algorithm based
on the Internet of Things and artificial intelligence, using a
single-stage SSD target detection algorithm to achieve a static
detection accuracy of 91.79% for products. Liu et al. [16]
first collected product images inside the unmanned vending
machine by using a binocular camera, then used Harris [28],
[29] method to extract and match product features from the
images, solved image distortion by feature point stitching and
fusion, and finally used a single-stage YOLOv3-tinyE [12]
to perform target detection on the products in the images.
Xia et al. [4] combined product recognition and weighing
methods to achieve a retail solution that integrates product
weighing, recognition, and online settlement without RFID.
Based on these studies, Xu et al. [24] divided the vision-based
smart vending machine recognition strategy into static and
dynamic recognition processes. In the static recognition task,
they identified the products that consumers dynamically took
and judged whether consumers purchased a certain prod-
uct. In the dynamic recognition task, they used an infrared
laser sensor to determine whether consumers’ hands left the
vending machine and used physical hardware to determine
whether consumers purchased a certain product. In addition,
to enable the target detection model to adapt to real shopping
scenarios and maintain efficient recognition performance for
damaged or deformed products, Li et al. [30] designed a
DrtNet product detection model for smart unmanned vending
machine scenarios. Its backbone structure adopts deformable
convolution kernels and uses infrared sensors to determine
consumer purchase behavior and proves its feasibility and
effectiveness. Due to the variety of shapes and sizes of
products in unmanned vending machines, complex deploy-
ment environments, and easy occurrence of missed detection
and false detection situations, existing smart vending prod-
uct detection algorithms have not provided corresponding
solutions for this problem. In addition, many studies only
provide one infrared sensor method for consumer shopping
behavior judgment. Therefore, existing methods have certain
constraints on the development and cost of smart vision
vending algorithms. This study proposes BP-YOLO model
to detect product categories and identify consumer shopping
behavior in real time. The next section will elaborate on
BP-YOLO model in detail.

III. METHOD
A. OVERVIEW
This study proposes a vision-based intelligent unmanned
retail model that consists of two components: product

detection and shopping recognition, based on the BP-YOLO
method.

1) For product detection, we propose to optimize the per-
formance of the detection by introducing a 3D attention
mechanism and a deformable convolution module into
the backbone network and the feature pyramid net-
work (FPN) of the BP-YOLO framework, respectively.
We also reorganize the network and the related mod-
ules, and optimize the loss function.

2) For shopping recognition, we use a visual fusion
model that combines skeleton point generation and
pose estimation to track the shopping behavior of the
consumers. We then apply BP-YOLO to dynamically
recognize the products picked by consumers and their
shopping behavior in real time.

B. PRODUCT DETECTION
In the real shopping environment, the camera capture of
products will be affected by various external factors that
are inevitable and complex. For example, during the process
of consumers picking up products, the product packaging
may be squeezed or occluded by their hand; if the product
packaging color is too dark, and the surface is smooth, the
indoor or outdoor lighting will cause light reflection on the
product packaging surface, resulting in overexposure, noise
or distortion of captured products images. These factors will
affect the product detection, resulting in mis-detection or
missed-detection of product. This section proposes an effec-
tive object detection scheme to solve the above interferences,
mainly including adding the SimAM attention mechanism
in the Backbone layer of the original YOLOv7 framework
to enhance the feature representation, replacing the con-
ventional convolution in the CBS module that implements
cascading in the FPN [31] structure with the deformable
convolution to adapt to the shape variations of products, and
using a Focal Loss function based on cross entropy to reduce
the class imbalance problem.

The YOLOv7 object detection framework consists of three
components: Input, Backbone, and Head. The Input com-
ponent preprocesses the input image by applying image
augmentation, size alignment, and stitching methods. The
Backbone component performs feature extraction at different
scales by using downsampling operations. The Head com-
ponent performs feature inference and outputs the detection
results. The Backbone component is composed of multiple
CBS, ELAN, and MPConv modules; the Head component
is composed of CBS, SPPCSPC, UpSampling, and ELAN
modules. To achieve multi-scale feature fusion for object
detection tasks, YOLOv7 constructs a FPN by cascading
modules at different layers of Backbone and Head, as shown
in FPN (the left part of Figure 1).
FPN uses CBS modules with 1 × 1 convolution ker-

nels to build a lateral connection structure, which merges
the multi-scale feature maps that capture different seman-
tic information after hierarchical convolution of the input
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FIGURE 1. Overall structure design of FPN (left) and optimized FPN (right). The optimized FPN gradually extracts and fuses pyramid features by adding
SimAM attention mechanism and DCNv2 module. For simplicity, only three-layer feature cascading structure is drawn here.

image. The high-level features have lower resolutions but
stronger semantic information, while the low-level features
have higher resolution but weaker semantic information. The
Backbone component contains multiple CBS and ELAN
modules that are connected by batch normalization and SiLU
activation function skip connections, which are responsible
for reducing the resolution and extracting the low-level fea-
tures of the input high-resolution feature map. After passing
through the ELAN and SPPCSPC modules in the FPN struc-
ture, three feature map sequences of 80 × 80×512, 40 ×

40×512, and 20×20×512 are obtained from different depths
of the network, respectively. Their resolution decreases
progressively, and their semantic information increases pro-
gressively. Next, three feature map sequences with reduced
channel dimensions are obtained by using CBS modules
with 1 × 1 convolution kernels. The lowest-resolution fea-
ture map is upsampled by nearest neighbor UpSampling to
increase its resolution and then concatenated with the pre-
vious layer feature map in the sequence, which achieves
the effect of obtaining low-resolution semantic information
in the high-resolution feature map and passing it to the
low-resolution feature map for feature reuse. This step is
repeated to generate a multi-scale feature pyramid. This
methodmainly compensates for the lack of semantic informa-
tion in low-level features and the low resolution of high-level
features, and achieves the effect of mapping and efficiently
fusing features at different levels. However, the process of
passing feature information from high-level to low-level and
using CBS modules with 1×1 convolution kernels to control
channel dimension for multi-dimensional feature concate-
nation will cause significant semantic information loss due
to the drastic change of channel dimension, and the direct
fusion ofmulti-dimensional features ignores the semantic gap
between feature maps at different depths of the network [32].
To address the aforementioned problems, this study pro-

poses a novel model that incorporates visual attention
mechanism, which enables the model to focus on the impor-
tant feature semantic information and assign high weights,
while ignoring the irrelevant feature semantic information

and assign them low weights. The 3D attention mechanism
SimAM, compared with the traditional spatial and channel
attention mechanisms, mainly evaluates the unified weight
values of the three-dimensional feature weights that each
channel and spatial neuron pays attention to in the feature
extraction process, enhances the expression of the important
feature information in the object anchor box, and weakens
the interference of the background and surrounding com-
plex scene information. In addition, the relevant operators
in SimAM are selected by the expression of the energy
function, omitting the introduction of learnable parameters,
which does not hinder the computational efficiency of the
model after adding this module. In this study, SimAM atten-
tion mechanism module is added to the ELAN module in
the Backbone layer, and SPPCSPC module in FPN struc-
ture is replaced by SPPCSPC_SimAM module (as shown in
Figure 1 and 2). This method guides the aggregation of
key features by SimAM in the feature extraction and
propagation process, improves the model’s perception of
key feature information of the object, reduces the loss
of high-level information in the transmission process, and
improves multi-scale feature learning. Secondly, to make
the model more attentive to sparse spatial information in
tasks, DCBS module is introduced, which differs from CBS
module in that it uses deformable convolution DCNv2 to
implement convolution operation. DCBS module establishes
lateral connection between Backbone and Head layers in
FPN, and deformable convolution expands the receptive
field of convolution kernel, mapping each layer’s con-
nected information to Backbone. Considering the irregular
shape of product packaging, product packaging deforma-
tion and partial occlusion, CBS module in Backbone is
replaced by DCBS module, which improves the model’s
flexible extraction ability of effective features in input
images. When DCBS with deformable convolution ker-
nel is applied to FPN cascading module lateral splicing,
it effectively enhances feature information expression from
different network depths and improves semantic gap [33],
as shown in FPN (the right part of Figure 1) in Figure 1.
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FIGURE 2. BP-YOLO network framework diagram. Modules Intro explains the details of each module in the network, and the optimized FPN structure is
also reflected in the network diagram.

Finally, to avoid the serious imbalance of positive and
negative sample ratio caused by foreground and background
class imbalance in one-stage object detection model training
process, cross entropy loss function in model is replaced
by Focal Loss loss function. Focal Loss loss function based
on binary cross entropy is a cross entropy loss function
with dynamic scaling change. By adding dynamic scaling
positive and negative sample weight factors and hard-easy
sample modulation coefficients, it reduces sample weight of
easy region in training process and refocuses on hard-to-
distinguish sample weight. In optimizing direction of positive
and negative sample imbalance, it improves model’s overall
detection performance. BP-YOLO network framework and
above-mentioned modules are shown in Figure 2.

1) SIMAM ATTENTION MECHANISM
Inspired by the visual neuroscience theory, Yang et al. [34]
proposed SimAM attention mechanism module (as shown
in Figure 3), which can effectively enhance the expression
of important feature information in three-dimensional space,
and flexibly learn the important feature information in differ-
ent spaces and channels. Compared with the existing channel
attention mechanism and spatial attention mechanism that

FIGURE 3. Structure of the SimAM 3D attention mechanism.

focus on two-dimensional weights, it has more advantages.
In visual neuroscience, neurons that contain important infor-
mation are in a unique active discharge mode, and such active
neurons are given higher priority to suppress the activity of
surrounding inactive neurons, showing a significant spatial
inhibition effect. When applied to tasks, based on the linear
separability between the target neuron and other neurons, the
authors proposed an energy function to find the target active
discharge neuron, as shown below:

et (wt , bt , y, xi) =
(
yt − t̂

)2
+

1
M − 1

M−1∑
i=1

(
yo − x̂i

)2 (1)
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In the above equation, t and xi are the active target dis-
charge neurons and the surrounding non-target in the channel
i of the input feature respectively. After linear transformation,
t̂ = wt t + bt , x̂i = wtxi + bt . Where wt , bt , yo, yt and M
are: the weights, biases, numbers of active target discharge
neurons and non-target neurons in the single channel, and the
total number of neurons in the single channel, respectively.
This equotion is equivalent to finding the linear separability
between the target neuron t and other neurons in the single
channel, and the energy value et is proportional to the impor-
tance of the target neuron t̂ . The energy function after adding
the regularization parameter λ to the (1) is expressed by (2):

et (wt , bt , y, xi) =
1

M − 1

M−1∑
i=1

(−1 − (wtxi + bt))2

+ (1 − (wt t + bt))2 + λw2
t (2)

where the analytic solution for weight wt and bias bt is
calculated by (3)-(4):

wt = −
2 (t − µt)

(t − µt)
2
+ 2σ 2

t + 2λ
(3)

bt = −
1
2

(t + µt)wt (4)

Combining statistics, µ̂ = 1/(M − 1)
∑M−1

i=1 xi and σ̂ 2
=

1/(M − 1)
∑M−1

i (xi − µt)
2 can correspond to the distribu-

tion of mean and variance of non-target neurons in a single
channel. Assuming that all pixels in a single channel follow
the same distribution, then all neurons in a single channel
follow this distribution, and the mean and variance of all
neurons are calculated [1]. To avoid repeated calculations, the
energy function can be expressed by (5):

e∗t =
4
(
σ̂ 2

+ λ
)

(t − µ̂)2 + 2σ̂ 2 + 2λ
(5)

The current energy function shows that the larger the
energy, the greater the difference between the target neuron
and the surrounding neurons, and the stronger its importance.
The target neuron is distinguished from the surrounding
neurons by means of the strength of the energy; and the
relationship between the importance and the energy of each
neuron is t = 1/e∗t .

The introduction of the SimAM attention mechanism can
effectively assist BP-YOLO in paying more attention to the
product objects’ three-dimensional spatial feature informa-
tion in the training downsampling process, and reduce the loss
of feature information in the transmission process, suppress-
ing the noise interference caused by the complex environment
around the product objects. While maintaining the original
magnitude of the model, it improves the model’s feature
information perception and learning ability.

2) DEFORMABLE CONVNETS V2
Zhu et al. [2] proposed Deformable ConvNets v2 (DCNv2)
based on the traditional deformable convolution, that intro-
duces a modulation module to the convolution kernel,

to achieve a reasonable control of the sampling range of
the deformable convolution kernel. After offset modulation,
the sampling points stay within an ideal feature range. The
modulation module contains learnable offset parameters 1p
(offset) and variation amplitude1m. In addition, the stacking
ofmultiple deformable convolutionmodules withmodulation
modules can enhance the model’s robustness and feature
information perception intensity for sparse space, and also
play a role in correcting and refining the accuracy of offset
and resisting spatial changes. This plays a key role in the field
of dynamic video super-resolution.

Assuming that the size of the deformable convolution ker-
nel is n×n, pk and wk are the position and the corresponding
convolution kernel parameter of the k-th (k<n)element in the
single convolution kernel, respectively. p0 is the position on
the output feature map. After the input feature map X passes
through this module, the obtained feature module Y can be
expressed by the (6):

Y (p0) =

∑K

k=1
X (p0 + pk + 1pk) · 1mk (6)

where 1pk and 1mk represent the offset parameters and
variation amplitude that are learned by the network in this
module, respectively. 1pk is an unrestricted variable, and
1mk has a variable range of [1, 0] after learning. In the model
implementation, a sigmoid non-zero mean function is used to
express the equation, as shown in Figure 4. The flexible-and-
variable convolution kernel adjusts the receptive field finely
through a modulable scalar, so that the new sampling position
can better match the target interest area.

FIGURE 4. Deformable Convolution when the kernel size of the Conv
Module is 3 × 3.

To address the deformation and partial occlusion of the
target products packaging in the detection task, DCNv2 is
used to replace the rigid convolution after the BP-YOLO
input layer, and the offset can be added to the sampling points,
so that the feature sampling range aligns with the object
products feature area, achieving object reconstruction. In the
FPN (Feature Pyramid Network) cascade, DCNv2 enlarges
the semantic information receptive field of the low-resolution
features in the cascade transmission, and improves the
model’s attention to the sparse space feature information.
Therefore, the use of DCNv2 enhances the model’s accurate
sampling of the products features with packaging defor-
mation and partial occlusion, and effectively reduces the
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probability of mis-detection and misssed-detection by the
model.

3) FOCAL LOSS
The Focal Loss loss [3] function based on cross-entropy is
applied in the one-stage object detection algorithm, which
can be used as a solution to the unoptimized distribution of
positive and negative samples. The core idea is to focus the
gradient parameters updated in the model’s backpropagation
on the hard-to-detect samples, that is, the parameter optimiza-
tion changes towards the hard-to-detect training samples. The
loss function is defined as (7):

FL(pt ) = −αt (
(
1 − pt )γ log pt

)
(7)

where the pt = p if y = 1, otherwise pt= 1−p. t is the
sample index. αt is the class balance weight factor, which
suppresses the imbalance of positive and negative samples
and controls the ratio of positive and negative sample losses.
γ is the modulation coefficient, which reduces the loss of
easy-to-classify samples and focuses on error-prone and hard-
to-classify samples when the value is greater than 0. (1−pt )
is the modulation factor, p is the overlap rate of the model’s
predicted region and the target region, then pt can reflect the
difficulty level of the model’s target detection for a sample
in the detection task. The larger pt is, the higher the sample
classification confidence is; on the contrary, the lower the
sample classification confidence is, the harder the sample is
to distinguish.

Therefore, in the training process of Focal Loss one-stage
detection model, by increasing the weights of hard-to-detect
samples and inaccurate samples in the loss function, the
loss function tends to hard-to-detect samples and accurate
samples, thereby improving the model’s overall performance
for product detection.

C. SHOPPING BEHAVIORS RECOGNITION
1) BLAZEPOSE
Traditional pose estimation methods generate heatmaps for
the detected keypoints in the image, which can finely track
the coordinates and offsets of each human joint [4], [5].
However, due to the high degree of freedom and realistic
occlusion of human behavior in practical detection tasks,
using heatmaps in the real-time inference stage reduces the
model’s scalability. BlazePose proposes a novel topology
structure, which combines heatmaps, offsets, and regres-
sion methods, and stacks a mini encoder-decoder network
based on heatmaps and a subsequent regression encoder net-
work [6]. The heatmaps are only used in the training stage.
In the model training stage, the input image passes through
five convolutional layers, and the last four layers output
heatmaps, offset feature information maps, and keypoints,
respectively. The use of heatmaps in the training stage can
effectively control the embedding of lightweight frameworks,
improve the model’s inference efficiency and high scalability,
and calculate the model training loss with offsets. In the
inference stage, the heatmap generationmodule is removed in

the model’s forward propagation process, and all joint coor-
dinates are regressed directly through the encoder-decoder
network architecture based on the stacked hourglass structure,
thereby improving the accuracy of all joint predictions. At the
same time, the gradients from the regression encoder network
do not affect the gradient calculation in the heatmap training
process. BlazePose can run at about 30fps and track 33 key
skeletal points on the human body in real time, as shown
in Figure 5.

FIGURE 5. The 33 key skeletal points tracked by BlazePose.

The angles formed by the human joints are the key to deter-
mine the behavior in the process of human action recognition
by visual pose algorithms. This study uses the BlazePose
algorithm to track the wrist, elbow, and shoulder joints of
consumers in videos, and the algorithm can return the pixel
coordinate positions of each joint in each frame of the image.
Based on the pixel positions, we can calculate the relative
angles of each joint in the video, and define the corresponding
behavior categories for different angle ranges between joints,
thus achieving the recognition of human behavior. The angle
calculation uses the method of inclination calculation, taking
the human shoulder, elbow, and wrist joints as the fulcrum,
and taking the angle between the upper arm and the lower
arm as an example, as shown in Figure 6.

FIGURE 6. The shoulder, elbow, and wrist joints of one side of the human
body, where P1(x1, y1) is the coordinate point of the elbow joint, P2(x2,
y2) is the coordinate point of the shoulder joint, P3(x3,y3) is the
coordinate point of the wrist joint, and the angle examples between the
joints are shown.

As shown in Figure 6, P1 is set as the reference point, and
P2 and P3 are the relative change points. Clearly, any change
in P1, P2, or P3 can lead to the angle θ . In a specific scenario,
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FIGURE 7. Simulated shopping process. The blue box on the ground serves as the shopping area, and the green module is the shopping information
display area.

the current angle calculation can determine the behavior rep-
resented by the hand movement. For convenience in the test,
the vector method is used to find the interior angle of the three
points, and the angle between the two vectors

−→
P12 and

−→
P13 is

shown in (8).

θ = arccos

( −→
P12.

−→
P13

|
−→
P12 ||

−→
P13 |

)
(8)

Substitute the coordinates of the points into the equation,
we can calculate it as the (9).

θ = arccos
y21 − y1 · y2

y1
√
(x2 − x1)2 + (v2 − v1)2

(9)

2) PRODUCTS AND SHOPPING BEHAVIORS RECOGNITION
MODEL
This study proposes the BP-YOLO model by integrating the
improved YOLOv7 product detection and the BlazePose pose
estimation models. By simulating the process of consumers
using smart unmanned cabinets to shop products in real life,
BP-YOLO dynamically detects the products categories, and
recognizes the consumer’s behavior and shopping status of
picking up products, thereby judging whether the consumer
has successfully purchased a certain product.

The BP-YOLO algorithm uses the following logic to judge
the consumer’s purchase behavior: The algorithm splits the

real-time transmitted video stream into image frames and
uses OpenCV to segment an area according to the image ratio
as a simulated shopping platform for the products placed in
the simulated shopping cabinet. It also sets a green border
as the shopping status display area, which includes Out of
range (the consumer’s hand does not enter the shopping area),
In range (the consumer’s hand enters the shopping area),
To hand (the consumer’s reaching state), In hand (the con-
sumer’s retracting state with a product), Shopping (shopping
state) and Have shopped (successful purchase). When the
video detects that the consumer’s hand enters the image,
the behavior detection algorithm will continuously return the
pixel coordinate information of the consumer’s finger, palm,
arm and other joints, and the shopping status is displayed
as: In range, To hand and shopping; The target detection
algorithm will return the pixel coordinate information of the
product category and product prediction box detected in each
frame of the image. If the angle between the consumer’s
lower arm and upper arm is greater than 90 degrees, and the
hand position enters the shopping area, it is judged that the
consumer is reaching for a product; When the pixel position
area composed of the consumer’s palm or finger overlapswith
the center coordinate of a product, it starts timing. if it lasts for
more than 2s, it judges that the consumer is taking a certain
product, and display the information as: In range, In hand
and Shopping; If the product taking time is less than 2s,
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it re-judge whether the consumer’s hand touches a product.
When the model determines that the consumer has taken a
certain product, if the angle between the consumer’s lower
arm and upper arm is less than 120 degrees, it belongs to
a retracting state. At this point, if both the center position
coordinates of a product and a hand leave the area of the
simulated shopping platform, it judges that the consumer has
purchased this product, and returns its category. The informa-
tion display area is: Out of range, In hand and Have shopped.
The real-time detection speed of this integratedmodel reaches
about 36 frames per second, as shown in Figure 7.

IV. EXPERIMENT
A. DATASET
Our proposed method and model are trained, evaluated on
our custom dataset. We collect 162 images of 15 types of
high-selling products in supermarkets using artificial multi-
angle shooting. Some products are captured in a simulated
shopping state with hand-induced occlusion to mimic a
realistic scenario. We enrich our dataset by applying batch
grayscale changes, adding various noises, adjusting bright-
ness, saturation and contrast, etc. to the images, resulting in
1620 augmented image data. For the product detection task,
the input layer process of BP-YOLO can randomly crop,
stitch and reorganize the images. We use Labelimg to anno-
tate the object anchor boxes for the original 162 images (see
Figure 8) according to the COCO dataset format, and gen-
erate JSON files containing product positions and categories
accordingly.We reuse these annotation files for the remaining
1620 images as their relative positions and categories are
unchanged. We split our dataset into training and validation
sets with an 8:2 ratio.

FIGURE 8. Product dataset examples. It contains five products, which are
photographed from different angles and combinations, and annotated
with category labels.

B. EXPERIMENT SETUP
We conducted our experiments on a PC workstation
equipped with 256GB of memory and two NVDIA GeForce

RTX4000 GPUs, each with 8GB of memory and 14 TFLOPS
of processing power.We used Pytorch to implement and eval-
uate our project model. The model training parameters were
as follows: batch size= 16, epochs= 300, initial learning rate
= 0.001, and learning rate scheduler = LambdaLR. More-
over, we applied transfer learning to enhance the efficiency
and accuracy of YOLOv7. We employed the Adam optimizer
to update and optimize the model weights based on the pre-
trained model.

C. RESULTS AND ANALYSIS OF PRODUCT DETECTION
MODEL
For the evaluation the performance of our product detection
model BP-YOLO,we used threemetrics: single-class average
precision AP (Average Precision), mean average precision
mAP (mean-Average Precision), and average inference speed
of the model for image detection. APmeasures the area under
the precision-recall curve of the model, and is calculated as
follows.

AP =

∫ 1

0
P (r) dr (10)

where P (r) is the precision at a given recall r , the functions
are as follows.

P =
TP

TP+ FP
(11)

r =
TP

TP+ FN
(12)

where TP is the number of true positives andFP is the number
of false positive.
mAP@[0.5 : 0.95] is used to measure the model’s perfor-

mance in product category classification and localization,
which is calculated IoU by with a step size of 0.05 in the
range of 0.5 to 0.95. IoU [7] is the intersection over union
of the model’s predicted box and the ground truth box, which
is used to determine the accuracy of the model’s bounding
box for object detection. The formulas are as follows.

mAP =
1
m

∑m

i=1
APi (13)

IoU =
B ∩ G
B ∪ G

(14)

where m is the number of product categories. The larger the
IoU value, the higher the overlap between the model predic-
tion box and the ground truth box, and the more accurate the
model’s prediction box compared to the ground truth box.

To evaluate the feasibility, authenticity and robustness of
our model, we trained and tested the classic two-stage, one-
stage models and BP-YOLOwith different Backbones on our
proposed custom dataset, under the same settings of epochs,
batch size, optimizer and other hyperparameters. Table 1
shows that all models have slight differences in mAP@.5 and
mAP@[.5, .95], highlighting the impact of IoU on detection
performance and the necessity of considering this parameter
range in our application context. Compared with one-stage
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TABLE 1. A comparison of seven object detection models for product detect.

models, Fast R-CNN and Faster R-CNN achieve better detec-
tion results in mAP, but their average inference time increases
by at least three times, which is not suitable for real-time
detection tasks. In the mAP comparison of one-stage models,
YOLOv7 outperforms SSD, YOLOv3 and YOLOv4 models
in both results and inference efficiency. BP-YOLO, based on
optimized YOLOv7, introduces SimAM and DCNv2 mod-
ules, which increase model parameters and computation, but
achieve the best results in mAP and do not affect detection
efficiency significantly.

These results indicate that YOLOv7 is more suitable for
product detection than other models, and demonstrate the
superiority of our proposed BP-YOLO as the final product
detection model.

In the real application scenarios, the products in the UVM
cabinet are not single entities, but products of different shapes
and categories placed together. Therefore, AP is used as the
evaluation metric, and the comparison of the detection accu-
racy results of YOLOv7 and BP-YOLO for each category is
shown in Figure 9.

FIGURE 9. Comparison of the average detection precision of YOLOv7 and
BP-YOLO for 15 categories of products.

As shown in Figure 10, when the model is trained to the
300th epoch under the above mAP and IoU settings, the
mAP@[0.5:0.95] of BP-YOLO reaches 96.17%, which is
nearly 8% higher than that of YOLOv7.

In the above experiment, the dataset included product
images that were affected by hand occlusion, packaging wrin-
kles, overexposure and underexposure. The baseline model

FIGURE 10. Comparison of mAP between YOLOv7 before and after
improvement under IoU from 0.5 to 0.95aption.

achieved a mAP@[0.5:0.95] of 88.59% on this dataset. This
means that the native model was likely to have missed or
mis-detection in the dynamic detection process of product
images in similar complex environments. To address this
issue, BP-YOLO added 3D parameter-free attention mech-
anism SimAM and deformable convolution DCNv2, which
effectively reduced the information loss in the feature trans-
mission process, enhanced the model’s feature perception of
the target products in the image, and improved the average
detection accuracy of products under IoU from 0.5 to 0.95.

D. RESULTS AND ANALYSIS OF SHOPPING RECOGNITION
We propose to utilize BP-YOLO to achieve parallel recog-
nition of consumer’s product category and behavior during
the shopping process. Following Zhang et al., who proposed
the success rate as a performance metric to evaluate the
model’s ability to simultaneously predict the correct cate-
gory and instance number of products in their experiment,
we use the same metric to further validate the accuracy
of our integrated model in product detection and shopping
behavior recognition in dynamic shopping scenarios. The
success rate is defined as the ratio between the number of
times that the integrated model correctly judges whether
the consumer has purchased a certain product and the total
number of simulated shopping trials in the consumer’s shop-
ping process. In this case, the result of the integrated model
is considered successful only if it correctly predicts the
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product category and correctly judges the consumer’s pur-
chase behavior. We simulate three consumers to purchase
any product from 15 categories and record the real-time
recognition results of the model under three different lighting
and noise environments: high, medium, and low. The number
of frames captured in each environment is around 30, and
each consumer simulates picking up products 50 times. In the
experiment, we compare and analyze the success rate of each
consumer in different environment settings when picking up
products, as shown in Table 2 below.

TABLE 2. Shopping recognition success rate under different experimental
environments.

BP-YOLO achieved an average success rate of 92 %, 98%,
and 94.7% in correctly identifying the types and behaviors
of consumer purchases under three different lighting and
noise intensities, respectively, according to the experimental
records. The results indicate that the model BP-YOLO can
accurately identify the categories and shopping behaviors
of dynamically picked products by consumers in different
lighting environments and situations where the consumer’s
hand partially occludes or deforms the product packaging.
This also further tests the robustness and stability of the
model, demonstrating its potential for deployment in realistic
consumption scenarios.

V. DISCUSS
This section discusses the limitations of BP-YOLO and pro-
vides some suggestions for future work to meet a higher
efficiency and accuracy requirements of intelligent UVMs in
commercial deployment.

1) BP-YOLO employs DCNv2 that leverages deformable
convolution kernels, incorporates more deformable
convolution layers and offset learning modulation
mechanisms, confers the model with the capability of
flexible feature sampling, and substantially enhances
the model’s performance for sparse spatial feature
learning. However, the model needs not only to learn
the weights of the sampling points, but also to learn
the offset and offset amplitude parameters, which incur
increased costs of training time, learning parame-
ters, computation, and memory overhead. Therefore,
inspired by the model optimization scheme of dynamic
weight slicing proposed by Li et al [42], it mainly slices
a part of network parameters dynamically according to
the difficulty level of the input, thus achieving different
model capacities. Without losing too much accuracy
and keeping the parameters statically and continuously

stored in the hardware, it can avoid the extra overhead
brought by sparse computation and reduce the model
computation. In the future, we will continue to further
study and implement this operation into our model.

2) BP-YOLO enables consumers to take out multiple
products at a time based on dynamic vision. However,
the current product training set is small and the product
categories are not diverse enough, which may limit the
robustness and generalization of the model. Therefore,
it is necessary to further enrich and expand the data set
work to cover more product types and scenarios.

3) Inspired by the ContrastZSDmodel proposed by Yan et
al. [43], which introduces contrastive learning mech-
anism into the zero-shot object detection framework
to learn more knowledge about unseen categories and
optimizes the visual data structure. In the future, our
proposed model will adopt this model to use a large
amount of known product information, eliminating the
need for labeling new products from unknown and
updated brands. We use the aligned features to rec-
ognize product and behavior recognition, making the
model adapt to the diversity and novelty of products,
and improving the flexibility and discrimination of
recognition.

4) We used a normal camera to record the experimental
picking process in the shopping behavior recognition
experiment, and the recording video suffered from
severe motion blur effect problem. Since the BlazePose
model is sensitive to body part keypoint detection and
skeleton generation, a binocular camera, fisheye or
other high-speed camera can be used to provide clearer
series of frames for action and content analysis, which
may improve the accuracy of determining the con-
sumer’s shopping behavior. Moreover, BP-YOLO can
eliminate the use of RFID and other infrared physical
sensors, but impose higher requirements for hardware
such as processors, memory, and graphics cards for
vision-based behavior recognition models. Therefore,
it is important to consider the trade-off between hard-
ware cost and performance when deploying BP-YOLO
in commercial settings.

5) In order to improve and balance the model’s learn-
ing, detection accuracy and inference efficiency, it is
still necessary to pay attention to the improvement
of BP-YOLO model network lightweighting, structure
design adjustment and related hardware enhancement
in the future, so as to further boost its speed, perfor-
mance and stability in actual application scenarios.

6) The intelligent UVM proposed in this paper has the
advantages of scalability and elasticity in future com-
mercial deployment, which are mainly reflected in the
following software and hardware aspects. In terms of
software, we can transform the algorithm model into
ONNX model representation and perform inference on
the product category and shopping behaviors on a pro-
fessional inference engine framework, such as jetson
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nano, which avoids cloud computing and servers, and
achieves fast computation on the local terminal, with
a speed increase of 2-4 times. In terms of hardware,
we can adopt standardized modular design for UVM
in the future, which can be flexibly combined and split
according to different scenarios and needs, and realize
the rapid deployment and movement of the vending
machine. At the same time, we can also dynamically
adjust the number and location of the UVM according
to the real-time traffic and sales, and balance the uti-
lization and cost of the vending machine.

VI. CONCLUSION
This paper aims to address the risk of mis-detection and
missed-detection of products in complex shopping environ-
ments of UVM, and to provide amore vision-based intelligent
UVM shopping settlement method. Based on the existing
object detection and tracking techniques, this paper proposed
a more robust and innovative BP-YOLO product and shop-
ping behavior recognition model. This paper validates the
effectiveness and reliability of the algorithm through exten-
sive experiments, and its main contributions and innovations
are as follows:

(1) In the product detection task, the BP-YOLO model’s
mAP@[0.5:0.95] is 96.17%, which is about 8% higher
than the original YOLOv7, and its excellent prod-
uct detection accuracy can meet the dynamic product
detection task in various scenarios.

(2) In the shopping recognition experiment, the BP-YOLO
model performs real-time detection and tracking of the
products and consumers’ shopping behavior inside the
UVM cabinet, and determines whether the consumer
has purchased certain products. This paper simulates
various realistic shopping scenarios, and conducts com-
prehensive experiments in three different light and
noise environments: high, medium, and low. The suc-
cess rate is used as the evaluation metric, and the
average recognition success rate can reach 92%, 98%,
and 94.7%, respectively, and the detection speed is
maintained at about 40fps, meeting the requirements of
implementation and stability.

(3) The intelligent UVM proposed in this paper has strong
practicality and commercial value, and can provide
consumers with a convenient, fast, and secure shop-
ping experience, save manpower and material costs
for vending machine operators, and contribute to the
popularization and development of unmanned vending
machines. Themodel proposed in this paper can also be
extended to other similar scenarios, such as unmanned
supermarkets, unmanned hotels, etc., and has a broad
application prospect.
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