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ABSTRACT Assessing privacy risks and incorporating privacy measures from the onset requires a
comprehensive understanding of potential impacts on data subjects. Privacy Impact Assessments (PIAs)
offer a systematic methodology for such purposes, which are closely related to Data Protection Impact
Assessments (DPIAs), particularly outlined in Article 35 of the General Data Protection Regulation (GDPR).
The core of a PIA is a Privacy Risk Assessment (PRA). PRAs can be integrated as part of full-fledged PIAs
or independently developed to support PIA processes. Although these methodologies have been identified
as essential enablers of privacy by design, their effectiveness has been criticized because of the lack of
evidence of their rigorous and systematic evaluation. Hence, we conducted a Systematic Literature Review
(SLR) to identify published PIA and PRA methodologies and assess how and to what extent they have
been scientifically validated or evaluated. We found that these methodologies are rarely evaluated for their
performance in practice, and most of them have only been validated in limited studies. Most validation
evidence is found with PRA methodologies. Of the evaluated methodologies, PIAs were the most evaluated,
where case studies were the predominant evaluation method. These evaluated methodologies can be easily
transferred to an industrial setting or used by practitioners, as they provide evidence of their use in practice.
In addition, the findings in this study can be used to inform researchers of the current state-of-the-art, and
practitioners can understand the benefits and current limitations of the methodologies and adopt evidence-
based practices.

INDEX TERMS Privacy impact assessment, data protection impact assessment, general data protection
regulation, privacy by design, privacy, review, threat modeling, privacy risks, validity, maturity.

I. INTRODUCTION
As our digital society advances, with a myriad of highly
ubiquitous and personalized systems, technology offers great
promise for businesses and consumers. However, these
benefits are often accompanied by significant threats to
people’s privacy rights. For this reason, researchers and
policymakers have stressed the need for ‘‘privacy by design’’
approaches for many years [1], taking privacy into account
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throughout the entire engineering process. This concern for
privacy in the face of new technology development has also
been enshrined in several legal frameworks. As of 2023,
162 countries have enacted national privacy laws [2].

Today, the EU General Data Protection Regulation
(GDPR) is regarded as themost influential privacy regulation.
Among its provisions, the EU GDPR has not only integrated
the notion of privacy by design and by default (Art. 25
GDPR [3]) but also mandated the performance of Privacy
Impact Assessments (PIAs) for high-risk systems, which in
the GDPR are particularly called Data Protection Impact
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Assessments (DPIAs) (Art. 35 GDPR [3]). PIAs come from
a long history of legal practice and research [4], having
been defined by Wright as, ‘‘a methodology for assessing
the impacts on the privacy of a project, policy, program,
service, product or other initiative and, in consultation with
stakeholders, for taking remedial actions as necessary in
order to avoid or minimize negative impact’’ [5]. Full-fledged
PIA methodologies often adopt a risk-based approach,
incorporating methods for Privacy Risk Assessments (PRA)
or Privacy Threat Modeling (PTM) as core components
of the complete assessment, documentation, and reporting
processes [6]. For this reason, PIAs have also been heralded
as robust solutions for privacy by design [7].
However, the effectiveness of suchmethodologies has been

criticized due to the lack of evidence on the rigorous and
systematic evaluation of existing PIAs [8], [9]. Common
issues reported by practitioners are that PIAs are overly
complicated and time-consuming [10], steps are generic and
abstract [11], and determining privacy risks is seen as vague
and dependent on the skills and experience of the person
performing the assessment [12], often in shortage of historic
data [13]. Such drawbacks can also be extended to PRA and
PTM methods since they can act as sub-components of PIAs
as well as for other privacy engineering techniques [14].
To better understand the state-of-the-art, we conduct a

Systematic Literature Review (SLR) focusing on scientific
evidence from studies that propose and validate or evaluate
PIA and PRA methodologies. To do so, this SLR follows
well-established guidelines [15], [16], enabling the system-
atic and exhaustive gathering of studies and synthesis of the
body of knowledge on the topic. The systematic nature of
SLRs also allows this study to be reproduced or extended by
other researchers in the future.

As a result, this SLR offers the following contributions:
i. an in-depth synthesis of the existing methodologies for

PIAs and PRAs that are supported by empirical evidence
regarding their validation or evaluation;

ii. a detailed discussion of the methods used for the vali-
dation and evaluation of PIA and PRA methodologies;
and,

iii. a critical appraisal of empirical studies that have
evaluated PIA and PRA methodologies.

These contributions, in turn, benefit many stakeholders
involved in the development and performance of PIAs and
PRAs. Researchers can better understand the state-of-the-art
methodologies and pathways for future work on the topic.
Practitioners responsible for carrying out PIAs, PRAs, and
PTMs in practice can further understand the benefits and
limitations of themethodologies and select better approaches.
Policymakers can also acquire further insights, helping them
to define guidelines better, consult with organizations, and
recommend evidence-based practices.

The remainder of this article is structured as follows:
Section II establishes the context of this research. Section III
presents the related work. Section IV discusses the research
methodology employed in the systematic literature review.

Section V presents the main findings of this study by
providing the analyses and classification of the identified
methodologies. Section VI provides the discussion - here,
we outline the summary of results and research direc-
tions. Section VII discusses the limitations of the study.
Section VIII concludes the paper.

II. BACKGROUND
A. TERMINOLOGIES
As previously mentioned, a PIA is mandated under Art.35 of
the GDPR as a Data Protection Impact Assessment (DPIA)
for assessing high-risk systems concerning the rights and
freedoms of natural persons when processing personal data.
While the GDPR uses the term DPIA, the term PIA can
be utilized to signify the same concept [17], [18]. However,
despite their interchangeable use, it is important to recognize
the differences between the two terminologies.

The development of the term PIA and its processes,
including usage, is predominantly attributed to anglophone
countries, specifically the US, New Zealand, Australia,
and Canada [4]. Fundamentally, a PIA is prioritized as a
process and focuses on multiple aspects of privacy rather
than data protection [19]. We refer the reader to Clarke’s
work on other privacy aspects [20]. With the proposal and
implementation of the EU GDPR, the term DPIA emerged
under Art.35. A DPIA is a legal requirement for data
protection under GDPR. Albeit the introduction of the DPIA
concept, researchers in the EU had already established the
concept of PIAs,1 for instance, in [21] and [22]. In addition,
in the guidelines for conducting a DPIA, Working Party
29 [18] points to published PIAs, such as CNIL PIA [17],
PIA for Radio Frequency Identification [23], and the UK
PIA [24] as examples of existing EU Data Protection Impact
Assessments. In this study, we use the term PIA with the
acknowledgment that the term could be used in other contexts
to refer to the DPIA concept as well as to cover jurisdictions
outside the EU.

PIAs play a fundamental role in assessing and addressing
privacy risks in the development of new projects or systems
that process personal data [14], [25]. As mentioned in the
Introduction, a full-fledged PIA can incorporate a Privacy
Risk Assessment (PRA) or Privacy Threat Modeling as core
components of the PIA process. During the PIA process,
a PRA aids in the analysis and evaluation of privacy risks
identified early in a system under scrutiny [26]. Technically,
the impact of privacy risks is estimated using a privacy
risk assessment. A Privacy Threat Model (PTM) can also
supplement a PIA process, as identified in [27]. A PTM aids
in the identification and enumeration of potential privacy
threats [28]. The identified threats are then treated based on
appropriate controls. Example of a Privacy Threat Model and
Privacy Risk Assessment that can supplement a PIA process
is LINDDUN [29] and PRIAM [22], respectively.

1Note that the use of PIA predates the concept of a DPIA.
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FIGURE 1. Overview of a generalized PIA process, highlighting the core components of a PIA, i.e., PTM or a PRA.

B. PIA PROCESS
To facilitate an understanding of the PIA process, as well
as the core components that are essential for establishing
a risk-based approach, we illustrate a generalized PIA
process inspired by works from [21] and [30] in Fig. 1.
Given the context and purpose of processing personal data,
a data controller can assess whether the processing will
result in high risk; hence, a threshold analysis should be
performed [31].

The threshold analysis provides an overview of whether
a full-blown PIA process is necessary [30], [31]. If a PIA
process is necessary, the system is comprehensively described
to model its behavior and characteristics. System description
is usually done in the form of Data Flow Diagrams (DFDs),
enabling the visualization of how personal data flows within
a system and sub-systems, which is suitable for identifying
potential privacy threats. At the core of a rigorous PIA process
is a Privacy Risk Assessment (PRA), which is crucial in
assessing and addressing privacy risks as well as privacy
harms [21], [22], [26], [27], [32]. That is, to assess the impact
of privacy on the rights and freedoms of natural persons,
a privacy risk assessment component is fundamental, as this
is the main goal. In addition to Privacy Risk Assessment,
a Privacy Threat Model (PTM) can also be integrated into
a PIA process [27] to complete the process, supporting the
exhaustive enumeration of privacy threats and, optionally, the
selection of appropriate controls to address the threats (see
Fig. 1).

Considering that a full-fledged PIA can incorporate a
Privacy Risk Assessment or a Privacy Threat Modeling
method as part of the assessment [22], scholars have proposed
independent Privacy Risk Assessments that can complement
PIAs. Privacy Risk Assessments, including Privacy Threat
Models, can seamlessly complement a PIA process, however,
there is a risk of introducing an overhead [27]. Following
this process, the identified risks are prioritized and mitigated
by selecting appropriate controls. The PIA process must
be documented, and the PIA report is generated and
maintained as a living document during system or project
development [26].

It is worth noting that several studies have proposed
other hybrid methodologies, i.e., PIA methodologies that
have a security assessment component [33] and Privacy
Threat Models that consider security threat modeling as [34],
[35]. Technically, these approaches combine two different
methodologies or components of a methodology to develop
a more comprehensive solution for assessing security and
privacy risks.

III. RELATED WORK
We did not find a survey on the validity or maturity of
PIA and PRA methods. To the best of our knowledge, this
is the only SLR on the evaluation of privacy impact and
privacy risk assessment methodologies (further details are
provided in Section IV-A1). Nevertheless, in our search for
related work, some studies have provided useful insights into
PIA and threat modeling methodologies. However, no known
studies have conducted systematic reviews of privacy risk
assessment.

Recently, Georgiadis and Poels [36] reviewed existing
PIA methodologies that could be used in the assessment
of privacy risks in the context of big data analytics. They
identified 13 methodologies, but most were from data
protection authority pages, and they assessed them in terms of
Privacy Touch Points, i.e., privacy and data protection risks.
Xiong and Lagerström [37] performed an SLR to provide
an overview of threat modeling approaches. While they did
not focus on PTMs alone (but also on methods that assess
security threats), they analyzed whether the threat models had
been assessed theoretically or empirically also considering
the used methods. The authors mainly concluded that the
methods used vary.

Similarly, Tuma, Calikli, and Scandariato [38] conducted
a review of the existing threat modeling approaches, and,
as in the work of [37], the identified methodologies focused
not only on PTMs but also on disparate threat analysis
techniques. The authors further investigated how the method-
ologies were validated, where they provided an approach,
domain, and tool, and how the method was empirically
tested. The authors pointed out ‘‘the immaturity of empirical
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TABLE 1. Phases and activities adopted in this SLR [15].

research in the software engineering community’’ given the
methods of validation used, for instance, experiments.

Given that research has been conducted in areas concerning
PIA and threat analysis, existing studies focus on identi-
fying non-scientific sources and disparate threat modeling
methods. However, unlike in this SLR, they did not survey
and analyze existing PIA (in scientific publications), PRAs,
or PTMs. In addition, they do not provide a taxonomy of
methodologies that have not been tested through limited
experiments (validated) or that have been put into practice in
real-world settings (evaluated). Furthermore, the related work
does not provide an account of the studies’ methodological
quality in terms of their qualitative or quantitative research
designs and conduction.

IV. METHODOLOGY
This study employed an SLR methodology to compile
and assess research evidence concerning the evaluation and
validation methods of reported PIA and PRA methodologies.
Essentially, the SLR methodology complies with a clearly
defined and rigorous sequence of methodological steps based
on a pre-established protocol [39]. Therefore, the approach
adopted in this study adheres to the well-known guide-
lines outlined in the Procedures for Performing Systematic
Reviews by Kitchenham [15]. According to the guidelines,
the review process consists of three main phases, each
encompassing several activities. These phases are detailed in
Table 1, along with their constituent activities.

A. PLANNING THE REVIEW
1) DETERMINING THE NEED FOR THE SLR
This study aims to review the reported PIA and PRA
approaches available in the scientific literature and synthesize
the available evidence by classifying these methods in
terms of whether they have been evaluated or validated and
the methods used for either validating or evaluating the
approaches. Although many PIAs have been proposed in
recent years, most come without strong scientific evidence of
their reliability other than in terms of limited validation and
comparative analysis. For example, the works of [30], [40],
and [41] compare approaches regarding the associated legal
frameworks, scope, and depth of existing PIAs. In addition,
from a preliminary search, there have been no systematic
studies reporting approaches that have been validated or
evaluated and the methods used. Hence, this topic remains
largely unexplored, as comprehensive research and analysis

are yet to be undertaken that could report state-of-the-art
concerning the validation and evaluation of PIAs and PRAs.

2) DESIGNING THE REVIEW PROTOCOL
Considering that the methodology follows the procedure
for performing systematic reviews [15], we ensured that
the preparation and writing of the protocol adhered to the
same established guidelines. Furthermore, we incorporated
the preferred reporting items for systematic reviews and
meta-analyses for protocols 2015 (PRISMA-P 2015) pro-
posed in [16] to enhance the planning and development of
our review protocol. We archived the review protocol in
a Git repository.2 The components of the review protocol
agreed upon function as a guide for conducting this
SLR. Technically, these components encompass all essential
elements crucial for conducting a successful SLR, which we
discuss in the subsequent steps.

3) RESEARCH QUESTIONS (RQS)
The formulation of the RQs is the most crucial step in a
review protocol. The remaining steps will systematically
guide researchers to address the RQs and generate a literature
synthesis. Therefore, we formulated the following research
questions:

RQ1: What are the existing validated or evaluated
PIA and PRA techniques published in the scientific
literature?
RQ2: How and to what extent are PIA and PRA
techniques scientifically validated or evaluated?

Following the development of the RQs, the next sub-
sections describe the sequence of methodological steps
(constituting the review components) we followed to provide
answers to the RQs.

B. CONDUCTING THE REVIEW
As highlighted in Table 1, this phase involves threemain steps
for generating answers to the formulated RQs. We discuss
each activity below, which necessitates the identification of
relevant research for this study.

1) SEARCH STRATEGY
Considering the RQs, it was essential to establish
an unbiased search strategy that would result in the
discovery of potential primary studies directly related
to this study. To do so, we decomposed RQ1 into
relevant search terms, that were used to design a pri-
mary search string. The search terms for this SLR are
as follows: (i.) data protection risk assess*;
(ii.) privacy risk assess*; (iii.) privacy risk
analys*; (iv.) privacy impact assess*; (v.) data
protection impact assess*; (vi.) privacy
threat model*; and, (vii.) privacy threat
assess*.

2Replication package for the SLR (https://git.cs.kau.se/samuwair/SLR)
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TABLE 2. Primary search string.

TABLE 3. Primary search string split to comply with IEEE Xplore search
restriction.

These search terms were incorporated and tested with
various combinations in all target databases until we agreed
upon a primary search string (outlined in Table 2), which was
concluded with the Boolean operator OR.
However, owing to the restrictions that might come with

specific databases, the search string can be adapted to comply
with these restrictions. In this instance, while the primary
search string was applied to other databases, i.e., Scopus,
Web of Science, and ACM Digital Library as it is, the search
restrictions in IEEE Xplore imposed a limit of only eight
wildcards. Hence, the primary search string had to be split to
comply with this limitation. Thus, the adapted search strings
outlined in Table 3 were used.

2) DATA SOURCES
Fig. 2 illustrates an overview of the SLR. To identify
potential research for our study, four separate databases were
queried: Scopus, Web of Science, IEEE Xplore, and ACM
Digital Library, to retrieve potential studies for the research.
However, we did not query Google Scholar as it does
not provide the necessary elements for systematic scientific
literature retrieval, such as tools for incremental query
optimization, export of a large number of references [42],
lack of Boolean search operations, and the queries have been
found to be irreproducible over time [43].
Our search from the databases yielded 991 primary studies.

To manage the screening, we exported the results from each
database and imported them into Rayyan software,3 whichwe
agreed upon as our logging system. A total of 309 duplicate
studies were removed using the duplicate detection feature

3Rayyan - AI-powered tool for SLRs (https://www.rayyan.ai/)

TABLE 4. Inclusion criteria.

of Rayyan leaving 682 studies. Using Rayyan, two reviewers
also used a double-blind approach to read all the studies’
titles and abstracts, allowing them to independently choose
to ‘‘include’’, ‘‘exclude’’, or mark the study as a ‘‘maybe’’.
Essentially, this step helps determine the relevance of the
studies to the RQs following predetermined inclusion criteria,
as outlined in Table 4. Articles that did not meet these criteria
were excluded.

After independent screening, the blindmodewas turned off
in Rayyan, revealing any conflicts between the two reviewers.
Hence, to solve these conflicts, we discussed until we reached
a consensus on which disagreed studies needed to progress
to the next phase. In case of disagreement, a third reviewer
was consulted to decide on the study’s inclusion or exclusion.
For the remaining 98 studies that passed this first screening
phase after the exclusion of 584 studies, full-text PDFs were
downloaded for further analysis. We thoroughly assessed
these studies to determine whether they met the predefined
inclusion criteria. This involved reading and analyzing the
entire article to comprehensively understand its content.
However, an article was excluded from further analysis if it
did not fit the study based on the exclusion criteria outlined
below:

i. Papers not written in English - This criterion is based on
our common language of understanding.

ii. Studies/publications on PIA that do not analyze the
method, specifically PRA - This study focuses on the
core component of the PIA, the privacy risk assessment.
Hence, studies that did not analyze a PIA, especially the
PRA component, were excluded.

iii. Studies/publications that enumerate or identify privacy
risks - Similar to the previous criteria, studies that do not
analyze how privacy threats are identified or analyzed
are excluded.

iv. Studies that focus on security analysis - This SLR
focuses on methods that incorporate privacy require-
ments, for instance, PIAs.

v. Studies of low quality. i.e., no research question or
clear methodology - Studies with a poor research
methodology or that do not provide a rationale for the
study are excluded.

vi. Studies that do not perform a priori risk analysis -
Studies that do not perform privacy risk analysis during
the development stage.
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FIGURE 2. Overview of this SLR.

Having read the full text and applied the inclu-
sion/exclusion criteria, a total of 34 studies remained while
64 studies were excluded after careful reading. Additionally,
5 studies were retrieved through forward and backward
snowballing [44], resulting in a total of 39 studies relevant
to this SLR. Bibliographies of the final results were exported
to Zotero to share all included studies among authors.

3) DATA EXTRACTION
In this study, the following key characteristics from the
included studies were extracted systematically based on the
information within the publication type, i.e., conference
papers and journal articles. This information is relevant
to the next section, where we analyze and synthesize the
data.
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FIGURE 3. Distribution of published studies with regards to publication
type.

i. Main contributions of each study.
ii. Key information of the PIA or PRAmethodologies, such

as name, scope of analysis, and type of risk analysis
(qualitative or quantitative).

iii. Validation and evaluationmethods used for the proposed
PIA or PRA methodology.

iv. The extent of evaluation or validation - the scale of
evaluation activity that is measured, e.g., the number of
surveys, expert interviews, etc.

v. Information on whether the PIA or PRA methodologies
assess privacy harms or how they conceptualize risks.

vi. Conclusions from each study.

Bibliographic information such as title, authors’ names,
year of publication, publisher, and publication type was
automatically extracted by Rayyan.

V. RESULTS
The following section presents the result of this SLR.
It provides an in-depth synthesis and evaluation of the
findings of the studies outlined in Table 5. These findings are
intended to address the RQs outlined in Section IV-A3.

A. STUDIES DEMOGRAPHICS
Fig. 3 shows the distribution of the 39 studies included
in this study. The studies ranged from 2004 to 2022, with
the selected studies (represented by each length of the bar)
proposing a PIA or a PRA. We also included studies that
proposed a Security & Privacy Impact Assessment (SPIA),
PTM, or Privacy & Security Threat Modeling (PSTM).
The rationale for incorporating the latter is addressed at a
later stage under the categorization of the methodologies
(Section V-B). While the rise of PIAs became more common
in the mid-1990s [4], scientific studies published before
2004 that proposed a PIA or PRA methodology were not
found.

FIGURE 4. Overview of publishers against studies published.

FIGURE 5. Overview of studies based on research type [70].

Nevertheless, we found an increased peak in published
studies from 2018 to 2022. The increased rise could be
attributed to the implementation of the EU GDPR [3], which
mandates a DPIA for processing personal data that would
likely result in high risks to data subjects. The figure also
depicts the type of publications of the studies included in
this SLR, where 69% of the studies belong to the publication
type conference proceedings, while 31% belong to journal
articles. It is worth noting that 26% of the studies in our
analysis focused on validating or evaluating PIAs or PTMs
solutions proposed elsewhere, either by the authors or by
other researchers. These studies are discussed further in the
synthesis in section V-D.

Fig. 4 shows the publishers of the included studies. It can be
noted that the studies are distributed across various publishing
companies. As evidenced by the bar chart, Springer tops the
list with 41.02% of the included studies published under
them. ACM Digital Library and IEEE follow this with
18% of the publications each. This distribution shows the
diversity of scholarly dissemination regarding the topic of
research.

Fig. 5 illustrates the classification of the included studies
based on the type of research proposed byWieringa et al. [70].

The studies were grouped into evaluation, solution, valida-
tion, and philosophical research. Wherein:
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TABLE 5. Outline of the selected studies included in this SLR. Each individual study is denoted by a unique study ID.

i. Studies categorized under evaluation encompass
research that analyzes or applies a methodology in real-
world practice, e.g., using case studies [71].

ii. Studies grouped under the solution category present
original methodologies or notable enhancements to
existing ones without necessarily any form of validation.

iii. In the validation category, studies critically assess a
proposed solution, whether by the authors themselves
or other researchers, for example, through comparative
analyses or other forms of rigorous scrutiny (e.g., exper-
iments, simulation, prototyping, mathematical analysis),
without actually evaluating it in practice.

iv. Lastly, studies falling under the philosophical category
‘‘sketch a new way of looking at things, a new
conceptual framework’’ [70].

During data extraction and classification, we observed that
the studies fell into multiple categories of research type.
In other words, while a study can be classified as a solution
proposal, the author(s) can also investigate the proposed
solution in practice. For example, studies S9 [30] and S4
[11] fall into multiple categories. That is, S9 falls in both
the validation and proposal of solution research, whereas
S4 falls under evaluation, solution proposal, and validation
research. We also observed that studies proposing solutions
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were higher in number while the least were studies under
evaluation research type.

B. STATE-OF-THE-ART: A DETAILED ACCOUNT OF THE
IDENTIFIED METHODOLOGIES
This subsection critically assesses the PIAs and PRA
methodologies documented in the scientific literature to
answer the RQs.We identified 16 studies proposing PIAs and
9 studies on PRAs. Additionally, we examined the evaluation
and validation of SPIA (1 study), PSTM (2 studies), and
PTM (11 studies) methodologies, considering the extent of
validation and evaluation for the following reasons:
i. Similar to PIAs, PTMs aim to elicit and assess privacy

risks early in a project or system design, proposing
corresponding privacy measures. While PSTM incor-
porates a security risk assessment element, they also
examine privacy threats in the design phase. Conversely,
SPIAs are PIAs that include a security risk assessment
component, making them relevant methodologies to
consider.

ii. During a systematic description of the envisaged
processing, both PTMs and PIAs, as well as PSTMs,
map the flow of information using Data Flow Diagrams
(DFDs) or Information Flow Diagrams. DFDs illustrate
system architecture in the form of processes, external
entities, data flows, and data stores [29], [72].

iii. Some studies, for instance, Bisztray and Gruschka [47],
Georgiadis and Poels [36], and Hart et al. [55] identified
LINDDUN, an example of PTM, as similar to a PIA,
hence justifying their consideration.

Fig. 6 depicts the classification of the studies into five
categories. Additionally, we further classified the identified
methodologies in terms of whether they had been validated
or evaluated based on the definition by Wieringa et al. [70].
This illustrates the existing methodologies that have been
validated or evaluated, thereby answering RQ1. Nevertheless,
the classification does not consider studies that validate
or evaluate other methodologies (we however consider
S9 since the authors propose a PIA even though they
validate other methodologies), as these are discussed in
subsection V-D. In the following stages, we provide a
brief description, detailed evaluation, and discussion of the
identified methodologies for each category.

1) PRIVACY IMPACT ASSESSMENTS
PIAs serve to identify privacy risks and implement appro-
priate technical and organizational measures, thus addressing
privacy from the beginning. To support this process, several
PIAmethodologies, as depicted in Fig. 6, have been proposed
and published in scientific literature. In the following
section, we provide a brief description of each methodology.
Subsequently, we delve into an in-depth analysis of the
methodologies identified in the following sections. As a
reminder to readers, while we explore these methodologies
by examining their shared characteristics and distinctions to

reveal their scope and focus, our primary focus in this analysis
centers on validated and evaluated PIAs.

a: OVERVIEW OF PROPOSED PIAS
Table 6 briefly describes each PIA methodology we iden-
tified in our study. A takeaway from the overview and
description of the methodologies is that there is no concrete
methodology that the authors followed when proposing a
PIA methodology. We note a distinction in the guidance
on the process for conducting a PIA for each methodology.
However, while there are distinctions, we still identified
similarities. We discuss this under scope and focus.

b: SCOPE AND FOCUS
A detailed analysis of the identified PIAs revealed a spectrum
of shared characteristics and distinctions that pointed to the
individual scope and focus of these methodologies. Studying
the scope and focus provides a better understanding of what
the methodology addresses and does not address. While
contrasting (in terms of guidance), a common denominator
connecting all these PIAs is that they play an integral part
in ‘‘data protection by design and by default’’ (Art.25 of the
GDPR) as they enable the identification and minimization
of risks through appropriate technical and organizational
measures. In addition, they explicitly reference the GDPR [3]
in terms of either identifying privacy targets or referencing
Art.35 (based on the minimum requirements that a DPIA
should satisfy). Given this, we compared thesemethodologies
based on theminimum requirements for a DPIA as articulated
in Art. 35(7) of the GDPR, i.e., an assessment shall contain
at least:
(a) a systematic description of the envisaged processing

operations and the purposes of the processing, includ-
ing, where applicable, the legitimate interest pursued by
the controller;

(b) an assessment of the necessity and proportionality of the
processing operations in relation to the purposes;

(c) an assessment of the risks to the rights and freedoms of
data subjects; and

(d) the measures envisaged to address the risks, includ-
ing safeguards, security measures, and mechanisms
to ensure the protection of personal data and to
demonstrate compliance with this Regulation taking
into account the rights and legitimate interests of data
subjects and other persons concerned.

The comparison overview in Table 7 outlines the scope
and focus of these methodologies. We observed that the
methodologies did not address certain requirements; how-
ever, it is notable that the authors concentrated on specific
requirements in their proposals. For example, in S10 [48],
Art. 35(7)(a) is considered out of scope because the specific
outcome of the systematic envisaged processing relies on the
AI model and its designated use; nevertheless, they address
other requirements. In addition, we observed that while 50%
of the methodologies identified measures to address the
risks (Art. 35(7)(d), i.e., S4, S5, S10, S11, and S12, Vemou
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FIGURE 6. A classification of included studies categorized in terms of PIAs, PRAs, SPIAs, PSTMs, and PTMs, and in terms of whether
they have been validated or evaluated. Labels S1, S4, and so forth refer to the study IDs in Table 5. Note that this classification
reflects only the studies marked as ‘‘Solution Proposal’’.
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TABLE 6. Overview and description of the identified proposed PIAs. The Study ID reflects the study in which the methodology has been proposed (Refer
to Table 5).

and Karyda (S9) [30] argued that such measures can be
misleading to PIA practitioners as theymight not be sufficient
to address the risks identified. However, we argue that
identifying measures for sector-specific risks could provide
a knowledge base that would guide analysts to address risks
that arise within a given sector. We note that only a few
specific PIAs have proposed measures to address risks for a
given area, i.e., in AI models (S10) and the provenance of
specific data (S11).

As aforementioned, PIAs serve to identify privacy risks
and implement appropriate technical and organizational
measures, thus addressing privacy from the onset. Given
this, it can be observed that all PIAs fulfill Art.35(7)(c) on
assessing the risks to the rights and freedoms of data subjects.
However, it is argued that the key difference between the
assessment of security risks and the assessment of privacy
risks is the primary consideration of potential harm to data
subjects in a privacy risk assessment, as compared to security
risk assessment, which is of secondary concern [26], [55].
In addition, Recital 75 of the GDPR identifies that risk
to data subjects of varying likelihood and severity may

TABLE 7. Summary of identified PIAs with their methodological scope
and focus. (✓) indicates fulfillment of the requirement, (✗) denotes
unaddressed requirements within the scope of the methodology.

result in harm, for instance, physical or non-physical [3].
Hence, we identified some methodologies, i.e., S5 [21] and
S4 [11] that assess harmful activities and the ‘‘degree of
protection demand’’ for each privacy target, which, when
exploited, would result in privacy harms. It has been argued
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FIGURE 7. Overview of Sector-specific PIAs.

that by assessing and mapping privacy targets (derived
from GDPR [3] and Directive 95/46/EC [75]) to appropri-
ate controls during a privacy impact assessment, harmful
activities defined by Solove [76] can be addressed [21].
The consideration of assessing harm during privacy risk
assessment was also discussed in S16 [31], and S9 [30].
However, unlike in S4 and S5, the authors of S16 brainstorm
potential harms for their assessment, whereas, in S9, they cite
CNIL [17] for further inspiration into harms.

c: SECTOR-SPECIFIC PIAS
Article 29 Working Party on the Data Protection Impact
Assessment guidelines supports the development of
sector-specific methodologies that leverage the knowledge
from stakeholders in these particular sectors [18]. In align-
ment with this, and as depicted in Fig. 7, we observed the
introduction of sector-specific methodologies, such as those
tailored for healthcare, Identity Management (IdM), and
charity organizations. Such methodologies can be extended
beyond individual assessments to cover a common processing
environment across the same sector, as highlighted in Recital
92 and Article 35(1) of the GDPR [3]. However, this does
not imply that such methodologies cannot be applied across
different sectors, as they provide guidelines for conducting
PIA. While proportional, we also identified methodologies
that are not sector-specific and, hence, could be applicable
across different sectors.

d: VALIDATED AND EVALUATED PIAS
Based on Fig. 6, it is evident that a significant number
(50%) of the identified PIAs have been assessed in practice,
for instance, through case studies, thus demonstrating their
effectiveness and reliability. Conversely, only 20% of the
PIAs were validated, indicating that the methodologies were
not tested in practice. Interestingly, we identified a few PIA
methodologies that have not been validated or evaluated,
i.e., S9, S10, and S12. Hence, while such methodologies
could be termed comprehensive, their reliability is unknown,
and challenges could arise due to unforeseen complexities.
Nevertheless, while the methodology in S12 was never
validated or evaluated when it was initially proposed, it was
eventually evaluated in a subsequent study by its authors

(S16), hence its inclusion in this SLR and the relationship
link between S12 and S16 in Fig. 6.

Takeaway: We noted that there was no concrete method-
ology that the identified PIAs followed, leading to distinct
guidance for a PIA process. As a result, the controllers are
left to choose a methodology that best suits them; however,
the methodology needs to align with the guidelines for
a DPIA as highlighted by Article 29 of the Working
Party [18]. Hence, we observed that each identified
methodology can be considered compliant. Nevertheless,
we recommend that further evaluation be conducted to
assess whether each step under each criterion is covered
during the PIA process. We also observed that few PIA
methodologies assess privacy harms, akin to the impact
on the rights and freedom of data subjects based on the
risks from the processing of personal data.

2) SECURITY AND PRIVACY IMPACT ASSESSMENT
The need to also take into consideration security requirements
in a PIA has also been discussed by Makri, Georgiopoulou,
and Lambrinoudakis (S17) [33] in their proposal for a
PIA that handles both security and privacy risks and takes
into consideration organizational characteristics. The authors
argue that traditional PIAs fail to use metrics and account for
the unique attributes of organizations, leading to incomplete
privacy risk assessments [57] e.g., type, activities, etc. While
the PIA methodologies identified in the earlier analysis
reference the GDPR, the methodology in S17 incorporates
OECD principles4 in its PIA approach and quantifies their
severity, including data sensitivity. Given that these principles
are reflected in the GDPR, we find their use in the
methodology as abstract, i.e., ‘‘they are semantically different
and often more generic than concrete system functions that
engineers can build or that can be scrutinised in a PIA’’ [21].
In addition, while the assessment of both security and privacy
risks can suggest the comprehensiveness of the methodology,
it can be observed from Fig. 6 that the methodology is neither
validated nor evaluated; thus, issues with the complexity and
practicality of the methodology could be questioned.

Takeaway: The SPIA methodology adds complexity as
it proposes the use of independent methodologies to
elicit privacy and security requirements. Although this
is comprehensive, we argue that the introduction of
independent methodologies can incur extra overhead.

3) PRIVACY RISK ASSESSMENTS
As shown in Table 7, it can be established that all the
identified PIAs cover or fulfill Art. 35(7)(c) within their
scope. This underscores Privacy Risk Assessment (PRA) as
the core element of a PIA.However, PIAs have been criticized
for their inadequacy, notably the lack of clear guidance on

4OECD Privacy Principles (http://oecdprivacy.org/)
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how to conduct a comprehensive PRA [21], [22], as well
as an efficient approach to evaluate and prioritize risks [55].
As such, several independent PRAs have been developed over
time to contribute to assessing privacy risks as an independent
method or part of a PIA.

In the following sections, we describe the identified PRAs,
analyze the evaluation and validation of these methodologies,
and assess their scope and focus. These findings further
contribute to the identification of the weaknesses and
strengths of these methodologies.

a: OVERVIEW OF PROPOSED PRAS
Table 8 outlines the descriptions of the privacy risk assess-
ments identified in our study. Based on these descriptions,
the following general observations can be made:
i. The need to reduce subjectivity in privacy risk assess-

ments – Several studies have identified the importance
of moving far from subjectivity when evaluating privacy
risks.

ii. Assessment of privacy harms – The majority of the
methodologies identified, i.e., S22, S18, S20, S21, S23,
S24, and S25 mention the assessment of privacy harm
during risk assessment.

We delve further into the aforementioned observations,
including an in-depth analysis of the identified PRAs in the
next segment.

b: SCOPE AND FOCUS
In our study, we observed the absence of dedicated studies
that explicitly examined independent methodologies for
PRA. Consequently, there is a lack of well-defined criteria for
analyzing thesemethodologies, such as for PIAs, for instance,
in S3 [47] and S9 [30]. Nevertheless, we argue that a risk
assessment method should cover some important steps, i.e.,
risk identification, the evaluation of risks to prioritize them
(determined in terms of the likelihood and impact/severity of
a given risk) and countermeasures [30]. In addition, given
the need to assess the impact on privacy in a PIA [5],
the assessment of privacy harm is also noted as a primary
consideration in privacy risk assessments [26], [30], [55].
Hence, we used these criteria to compare and analyze the
methodologies.

Table 9 outlines the scope and focus of the methodologies
for privacy risk assessment based on risk evaluation, type of
evaluation, and harm assessment.

From the information presented, it can be observed that
based on the scope, all methodologies except S18 [54]
evaluated the level of identified risks. The methodologies
determine the level of risk based on likelihood and impact
(or severity/damage) (S19, S23, S24, S25, and S26) or by
determining the risk levels for a given privacy harm based
on severity and likelihood (S20, S21, and S22). However,
the modification of PRIAM in S18 assesses the severity of
privacy harms instead (based on victims and intensity) and
does not consider the likelihood of risks, hence the (✗) on

the risk evaluation. Nevertheless, it identifies the actual harm
to data subjects (patients) after a data breach. Furthermore,
we point out the type of assessment used to evaluate the
severity of privacy harms, which is semi-quantitative – the
purpose of the asterisk is to show that the type of evaluation
differs from other types of evaluations that include likelihood
in their evaluation.

Regarding the types of evaluation, the rest of the
methodologies assess the level of risks based on different
types of assessments. For instance, despite the discretion in
selecting the type of evaluation, S26 [59] suggested using
a qualitative approach to evaluate risks in their proposal.
This type of evaluation has been challenged as it fails to
provide a structured way to monitor and measure privacy
risks [57]. Hence, it can be observed that most methodologies
use a semi-quantitative approach to evaluate the level of
risk, except for one methodology (S22) that combines both
qualitative and semi-quantitative approaches. This can be
attributed to the two-phase approach taken in S22, that is,
the information gathering and risk assessment phase, where
the use of a qualitative assessment is within the information
gathering phase for the assessment of the severity of privacy
harms and the semi-quantitative assessment assesses the
likelihood under the risk assessment phase. Nevertheless,
while semi-quantitative approaches measure the level of risk
based on a numerical value, they are noted as subjective and
less scientific [26], [55]. As such, some researchers have
proposed methodologies such as S19, S24, and S25, which
are asserted to be objective, thus reducing inconsistencies.
We use the term assertion as these methodologies have not
been tested in practice.

We further analyzed the methodologies based on an
assessment of privacy harm. We found that 77.8% of the
PRAs assessed privacy harms, albeit differently. For instance,
S18 [54], S20 [32], and S21 [56] built upon S22 [22],
which groups privacy harms into five categories (physical,
financial, societal, dignity, and psychological) and assesses
the risk levels for a given privacy harm based on severity
and likelihood. Nevertheless, while the methodology in S20
refines the harm trees and assesses the risk levels for a given
privacy harm based on severity and likelihood, the approach
in S18 uses a semi-quantitative approach, as discussed earlier,
to assess the severity of privacy harms. S21 follows the same
approach as S22 but with the aim of reusing the generated
results following a generic methodology. On the other hand,
S23 [57] and S25 [58] assessed harm based on Solove’s
harmful activities [76], while S24 [26] mentions harm from
Recital 75 of the GDPR [3]. In S23, a numerical value (i.e.,
1) was assigned to each harmful activity, whereas in S24,
the authors proposed using a Likert scale to assess harms.
However, in S25, harm evaluation was based on a severity
scale that relied on the non-normative nature of harm. To scale
severity, the authors suggest using surveys or experimental
studies involving individuals (data subjects) who have been
affected.
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TABLE 8. Overview and description of the identified proposed PRAs. The Study ID reflects the study in which the methodology has been proposed (Refer
to Table 5).

TABLE 9. Summary of identified PRAs with their methodological scope
and focus. (✓) denotes the fulfillment of the requirement, whereas (✗)
signifies that the requirement is not addressed within the methodology’s
scope.

c: VALIDATED AND EVALUATED PRAS
During our study, it became evident that a significant propor-
tion of PRAs, precisely 88.9% are validated (See Fig. 6). This
means that although the authors proposed the methodologies
and validated them to some extent (e.g., hypothetical case
study), they did not rigorously evaluate them in real-world
practice. Notably, only one methodology S26 [59], was

tested in practice. Given this, it can be suggested that while
independent methods for assessing privacy risks have been
proposed, little has been done to practically test them.

Takeaway: In contrast to the previously discussed PIA
methodologies, we note a difference in the assessment of
privacy harms in that, the majority of the independent
PRAs assess privacy harms. This suggests that the
assessment of potential impacts on data subjects is
growing in maturity compared to the same assessment in
PIAs, which are less focused on harm to data subjects.

4) PRIVACY THREAT MODELING
Designing software with a strong emphasis on privacy
requires consideration of such concerns in the early design
stages and throughout the entire software development
process. Hence, threat modeling provides an approach for
identifying and addressing potential security and privacy
threats in the design phase before software implemen-
tation [78]. To support privacy by design, incorporating
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privacy threat modeling becomes a fundamental aspect of
the software development process, ensuring that privacy
requirements are proactively considered from the outset.
In the next phases, we provide an in-depth analysis of the
scope and focus of the identified PTM methodologies and
the state of validation and evaluation. First, we provide an
overview of the identified PTMs.

a: OVERVIEW OF PROPOSED PTMS
Table 10 summarizes the methodologies identified for
conducting a PTM. Based on the description, a general
observation can be observed:

i. Enhancing LINDDUN – Three studies identified areas
of enhancement and addressed limitations in LIND-
DUN, i.e., S31, S33, and S35.

In what follows, we analyze the identified methodologies
in greater detail.

b: SCOPE AND FOCUS
Similar to PRAs, there is a lack of concrete evaluation criteria
in the literature that can be applied directly to compare the
scope and focus of PTMs. While LINDDUN (S37) [29] can
be compared to a PIA process [36], [47], [55], we argue
that the minimum requirements from Art.35(7) of the GPDR
cannot be applied in this case since not all PTMs are from
Europe, for instance, S28 and S32. Nevertheless, we identify
important steps of a PTM that we consider necessary:

(a) a system description;
(b) identification of privacy properties;
(d) an evaluation of potential risks; and
(e) privacy measures envisaged.

Hence, based on the above steps, we compared the PTMs
identified in terms of their scope and focus as outlined in
Table 11. Given the aforementioned general observation,
we provide a detailed analysis of the enhancement of
LINDDUN (S37). Previous research has identified that the
LINDDUN methodology has some limitations that have
been addressed over time. For instance, the issues of threat
explosion and efficiency and effectiveness are addressed in
S31 and S35, while the issue of selecting appropriate privacy
measures is addressed in S33. This implies that efforts have
been made to improve or refine LINDDUN to overcome
identified challenges. Nevertheless, LINDDUN has been
criticized for missing a risk assessment part [46], which
we observe with other identified methodologies except for
S28 and S39. For LINDDUN, we argue that the criticism is
essentially unfair, as LINDDUN was specifically designed
for threat modeling, and hence the risk assessment part was
out of scope. This logic could also be applied to the rest
of the methodologies that do not have a risk assessment
part. However, in a follow-up study to evaluate LINDDUN,
Wuyts et al., [67] state that the risk-based quantification
of attack trees step of the quantitative threat modeling
methodology (QTMM) [35] ‘‘can be integrated into the

LINDDUN method to provide a more objective prioritization
of elicited threats.’’

While all methodologies include a description of a given
system, they model the systems differently. For instance,
in S37, the authors used a DFD to represent data flows
within a system. This is the same as the studies that refine
LINDDUN, i.e., S31, S33, and S35. S39 also creates DFDs,
in addition to leveraging Model-Driven Engineering (MDE).
Leveraging MDE advocates using models during software
development to define, design, and implement software [81].
On the other hand, in S30, the authors used a conceptual
model. However, two studies, S28 and S32, take a different
approach. In S32 [63], the authors only state the requirement
of the system description (they do not provide a system
model, such as DFDs). In S28 [60], they also do not provide
a system model, but provide an approach for eliciting privacy
goals in a given system, that is, through interviews or
brainstorming.

Regarding privacy properties, we observe what type of
privacy properties each methodology aims to preserve.
We note that S28 integrates the privacy properties of
LINDDUN (S37). This is the same for S31 and S35,
which refine LINDDUN, except S33, which focuses
on LINDDUN’s hard privacy threats. In S30 and S32,
we observed that the privacy properties included some
security properties, i.e., Identification, Authentification, and
Authorization. Nevertheless, it is stated that these are also
necessary to protect privacy [61]. Given this, we state
that such methods can be considered comprehensive in
eliciting privacy requirements. However, S39 [69] only
covers two privacy properties. In addition, we assessed the
methodologies in terms of privacy measures. We observed
that only S30, S33, and S37 provided privacymeasures, while
the rest did not. We assume, however, that the methodologies
that refine S37 (LINDDUN), that is, S31 and S35, while
they focus on specific steps of the LINDDUN methodology,
the authors could have excluded privacy measures to avoid
redundancy.

Takeaway: Our analysis of PTMs shows that LINDDUN
has emerged as the most evolved research method based
on the published improvements of the method. Notably, the
LINDDUN website (linddun.org) has undergone recent
updates. For instance, the LINDDUN threat trees are
exemplified, and the method is being offered in three
versions: LINDDUN GO [78] – for novices, LINDDUN
PRO – for experts, and LINDDUN MAESTRO soon to be
released as a third option (for model-driven analysis).

c: VALIDATED AND EVALUATED PTMS
From Fig. 6, it can be observed that only one PTM has been
evaluated in real-world practice, that is, S28. The rest have
only been validated. This includes studies that also refine
LINDDUN. However, in a separate study (S36) [67], S37 was
evaluated in real-world practice. We discuss this further in
Section V-C2.
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TABLE 10. Overview and description of the identified proposed PTMs. The Study ID reflects the study in which the methodology has been proposed
(Refer to Table 5).

TABLE 11. A summary of the identified PTMs and their methodological scope and focus. (✓) indicates fulfillment of the criterion while (✗) indicates a
criterion not covered within the scope of the methodology.

5) PRIVACY AND SECURITY THREAT MODELING
Model-based methodologies that leverage a PTM and a
Security Threat Model (STM), have also been proposed.
These methods can elicit both privacy and security threats.

a: OVERVIEW OF PROPOSED PSTMS
Work conducted by Luna, Suri, and Krontiris (S29) [35]
yielded a quantitative threat modelingmethodology (QTMM)

that elicits privacy and security requirements by basing its
methodology on STRIDE and privacy protection goals [82].
Unlike PRIAM [22], which uses harms trees, or LIND-
DUN [29], which suggests the use of threat trees for its risk
quantification, QTMM suggests the use of attack trees. The
authors also introduced a risk assessment to quantify privacy
and security risks.

Treacy, Loane, and McCaffery (S27) [34], by leveraging
a Developer-Driven Threat Modeling [83], proposed a
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TABLE 12. A summary of the identified PTSMs and their methodological
scope and focus. (✓) indicates fulfillment of the criterion while (✗)
indicates a criterion not covered within the scope of the methodology.
Note: System description (S. Desc.), Risk evaluation (R. Eval.), Measures
(Mes).

methodology that elicits both security and privacy require-
ments of the Internet of Medical Things (IoMT) by featuring
both STRIDE and LINDDUN. The methodology comprises
six stages: contextual knowledge, which connects security
and privacy aspects; system decomposition using DFDs;
identification of potential security and privacy threats;
analyzing these threats; determining security and privacy
properties; and selecting appropriate countermeasures for the
identified threats.

b: SCOPE AND FOCUS
To analyze the scope and focus of the identified PSTMs,
we used the criteria we applied for assessing and comparing
PTMs. Instead of identification of privacy properties, we also
add security properties as well as security measures, hence,
the following:
(a) a system description;
(b) identification of privacy and security properties;
(d) an evaluation of potential risks; and
(e) privacy and security measures envisaged.

The two studies that proposed PTSMs have similarities and
differences in scope and focus, as outlined in Table 12. The
similarities are that the methodologies provide a systematic
description based on DFDs and that they both elicit privacy
and security requirements. Although this is the case, some
differences can be identified. Given that the methodologies
identify security and privacy properties, this is different for
both of them. In S27, the authors use LINDDUN’s privacy
properties within their methodology. In S29, however, the
authors introduce the privacy protection goals of unlinkabil-
ity, transparency, and intervenability [82]. Compared with the
privacy properties identified in LINDDUN, it can be noted
that the privacy properties in S29 are limited [67].
When it comes to the security properties, both use

STRIDE security properties. Given each threat elicited in
STRIDE,5 the security properties desired are authentication,
integrity, non-repudiation, confidentiality, availability, and
authorization [84]. However, in S27, the authors add security

5The STRIDE acronym stands for Spoofing, Tampering, Repudiation,
Information disclosure, Denial of Service, and Elevation of Privilege [84].

properties from ISO/IEC 27033-33:20106 on top of the
desirable properties from STRIDE, i.e., access control, com-
munication security, and opacity. Given this, we argue that
the methodology introduced in S27 is extensive compared
with that in S29 regarding eliciting security and privacy
requirements. However, S29 provides a risk evaluation based
on the DREAD methodology [85], which has been extended
to assist in the quantification of security and privacy risks,
and in addition, provides measures or controls for the
identified threats. S27 does not include either risk evaluation
or measures in its scope but maps the threats to the OWASP
Top 10.7

c: VALIDATED AND EVALUATED PSTMS
As illustrated in Fig. 6, only one of the identified method-
ologies was tested in a real-world context, that is S29 [35].
However, the othermethodology (S27) has not been evaluated
or validated, which could challenge its practical applicability.

Takeaway: A key observation is that the maturity of
both LINDDUN [29] and STRIDE [84] suggests that
combining these methods will produce further benefits,
as suggested in S27. This could elicit a comprehensive
analysis of both security and privacy threats; however,
there is no evidence of the performance of a combination.

C. VALIDATION AND EVALUATION METHODS USED IN PIA
AND PRAS
RQ1 aimed to identify the existing PIA and PRA method-
ologies in the scientific literature that have been validated or
evaluated. Hence, we provided a classification as depicted
in Fig. 6 based on the classification scheme proposed
by Wieringa et al. [70]. In addition, it is essential to
document the extent to which each methodology has been
rigorously tested [71], [86]. This information not only instills
confidence in the reliability of the methodology but also
helps researchers and practitioners make informed decisions
about its applicability and potential limitations. Hence, RQ2
aimed to identify how and to what extent the identified
methodologies were scientifically validated or evaluated. For
this reason, we identified the methods used to validate or
evaluate the existing methodologies that have been validated
or evaluated as per Fig. 6.

1) METHODS OF VALIDATION PERFORMED ON SELECTED
METHODOLOGIES
Table 13 presents the studies that validated the methodologies
and method of validation used. From the table, we see
different use of validation methods that have been used to
assess the reliability of the proposed methodologies. It is
important to mention that we adopted these terms (validation
methods) from the studies we analyzed. We observed that

6ISO/IEC 27033-3:2010, Information technology, Security techniques,
Network security (https://www.iso.org/standard/51582.html)

7OWASP Top Ten (https://owasp.org/www-project-top-ten/)
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TABLE 13. Summary of studies that validate privacy risk and impact
assessment methodologies.

most of the studies that validated their methodologies used
case studies, i.e., S21, S23, S24, S25, S30 and S39. However,
while the authors have claimed to use case studies in these
studies, we discovered that these case studies are based only
on illustrative scenarios that helped the authors contextualize
and exemplify the use of their proposed methodologies.
By definition, a case study is ‘‘an empirical inquiry that
investigates a contemporary phenomenon (the ‘‘case’’) in
depth and within its real-world context, especially when
the boundaries between phenomenon and context may not
be clearly evident.’’ [87]. This definition is supported in
the context of software engineering [88]. Therefore, such
proposals should be categorized just as a validation instead of
an evaluation. This is because themethods of investigation are
theoretical means and do not rely on real-world evidence. For
instance, using an illustrative scenario (or example, use-case)
or example application are abstract concepts that the authors
of the various studies outlined in Table 13 use to exemplify
the reliability of their methodologies. Technically, the authors
of these papers describe a hypothetical situation designed to
provide an example of how the methodology would perform
in practice. This is the same as the invented and realistic
scenarios where the authors depict circumstances that could
occur in the real world.

The use of experiments in S32 and S35 falls under valida-
tion. In S32, the authors conducted practical experiments with
students. However, these results are not based on real-world
context or phenomena since they describe a scenario that
provides the basis for the experiment. This is the same for
S35, where they exemplify their proposal using illustrative
DFD. Nevertheless, in S25, while their example case study
was not truly in practice, they considered conducting a survey
to analyze certain factors that could support the investigation
of their methodology. In addition, the authors performed
a comparative analysis (an example of validation) of four
privacy risk assessment methodologies concerning the risks
they aim to avoid, the measure of the likelihood of the risks,
and the severity. Essentially, a comparative analysis compares
two different objects (in our case, methodologies) based on
defined criteria [89]. While certain studies, such as S21, S22
and S37 demonstrate a comprehensive and methodological

TABLE 14. Summary of studies that evaluate privacy risk and impact
assessment methodologies.

validation of their approach, their successful methodological
transfer to an industrial setting may be difficult based on the
context, i.e., the use of fictitious examples or cases.

Takeaway: From the analysis of techniques used to
validate the identified methodologies, we noticed that the
case study method is interpreted and applied with great
variation. This means the authors’ term ‘‘case studies’’
refers to different concepts of case study validation, not
only to the Case Study research method. This has also
been observed in the research by Tuma, Calikli, and,
Scandariato [38].

2) METHODS OF EVALUATION PERFORMED ON SELECTED
METHODOLOGIES
The evaluation methods used in the selected studies are listed
in Table 14. Like in Table 13, we also observed that the
‘‘case study’’ method of evaluation was the most frequently
used. However, the difference is that the methodologies in
the studies outlined in Table 14 were conducted in real-world
settings. That is, the authors of the studies test their proposed
methodologies within a real-life context, for example, in the
context of a Charity Organization as in the case of S14 [90],
and not theoretically as identified in Table 13. The methods
used for evaluation, for example, a case study, facilitate
a deeper understanding of the application of the proposed
methodologies within their real-world context.

In addition, we outline the context in which the methodolo-
gies were evaluated and the extent of evaluation in Table 15.
In this case, context refers to the conditions or environment
in which the methodology was evaluated. The extent, on the
other hand, refers to the scope or range of evaluation of a
given methodology. Concerning the information in the table,
it can be seen that each methodology has been subjected
to a certain degree of evaluation. For example, in S4, the
authors evaluate themethodologies using three industrial case
studies as well as a comparative analysis. We argue that
such information can be used to infer the effectiveness and
scalability of the methodologies.

Based on Ivarsson’s scoring rubric for evaluating rele-
vance [71], the methods of evaluation indicated in Table 14
are classified as contributing to relevance. For example, the
use of action research in S5 involves investigation of the
methodology in practice, with the results generated aiming
at improving the methodology and emphasizing its relevance
in the industry. This is the same for study (S36), which
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TABLE 15. Context and extent of evaluated methodologies.

FIGURE 8. Research designs of studies that evaluate privacy risk and
impact assessment methodologies.

is LINDDUN - out of the identified PTM methodologies,
LINDDUN is observed as the only PTM that has been
evaluated; this is, however, in a different context, i.e.,
a study that evaluates a methodology that the authors have
previously proposed. Such methods have been shown to
provide scientific rigor [92] as, in this case, they build the
reliability of the proposed methodologies.

Furthermore, we classified the studies outlined in Table 14
based on the selection of research design, as depicted in
Fig. 8, as described by Creswell and Creswell [93].
The aim was to conduct a critical appraisal to assess

the quality of the studies in terms of methodological
appropriateness [94]. Hence, we critically appraised these
studies by conducting a critical appraisal of qualitative
study using the critical appraisal questionnaire from the
Center for Evidence-Based Management (CEBMa) [95].
The checklist contains 10 appraisal questions, where each
question critically appraises a given study and assigns a
‘‘Yes’’, ‘‘Can’t tell’’, or ‘‘No’’ answer. In this case, we used

the questions from the checklist to assess how a study
under review is reported, including the transferability of the
proposed methodology. To do so, we assessed this based on
the rigor and relevance of the research. Two authors were
involved in critically appraising the studies; one performed
the appraisal, and the other verified it. A discussion session
was held to reach a common understanding in case of
disagreements. The results of the critical appraisal are
outlined in the subsequent section.

a: CRITICAL APPRAISAL OF QUALITATIVE STUDIES
Table 16 outlines the critical appraisal results of the
qualitative studies identified in Fig. 8. Based on the appraisal,
it is evident that all the studies identified that evaluated
methodologies address a focused question/issue, follow an
appropriate study design, and describe the context of their
assessment clearly. However, most studies were found to
have methodological weaknesses, particularly concerning
the description of the methods for data collection and
analysis. For instance, in S5 [21], the authors only briefly
mentioned the methods of collecting data, i.e., the use of
interviews. However, they did not clearly describe whether
they were individual interviews or group interviews and how
long the data collection method took. However, only two
methodologies fulfilled the Q4, i.e., S14 and S36. These
two studies clearly described how they collect data. For
example, S14 provided a protocol for their case study [90]
that indicated how they intended to collect data; however,
they do not provide a procedure for data analysis. With regard
to relevance, all studies checked where findings could be
transferred or adapted to other settings.

Nevertheless, out of the methodologies, only S36, which
is LINDDUN, checks all the questions within the CEBMa
checklist, thus establishing rigorous standards and relevance.
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TABLE 16. Critical appraisal of qualitative studies that evaluate methodologies - checklist from CEBMa [95] (Comment - yes is ✓, No is ✗).

The methodology provides not only data analysis but also a
clear description of how the data used for evaluation were
collected. They further provided supporting materials that
could be independently inspected by others. The results of
the studies are relevant for practice as the methodologies have
been assessed in real-world settings; hence, the findings are
transferable to other settings as the authors provide evidence
of their use.

D. INDEPENDENT STUDIES THAT VALIDATE AND
EVALUATE OTHER METHODOLOGIES
Considering that proposed PIA methodologies can be evalu-
ated or validated by authors who propose the methodology,
there are instances where these methodologies can be
evaluated or validated in separate instances. On the one
hand, the authors may choose to validate or evaluate their
methodologies themselves. On the other hand, the evaluation
or validation can be carried out by other researchers. This
type of assessment helps ensure a more comprehensive
and impartial examination of PIA methodologies. This is
also the case for PTM and PRA methodologies. Table 17
summarizes the studies that validated previously proposed
PIAs, PRAs, and PTMs. Given that study (S36) [67] was
evaluated separately, we do not mention it here as we had
already outlined it under the studies that evaluated privacy
risk and impact assessment methodologies.

Technically, the studies in Table 17 use a comparative
analysis type of methodology as they either compare selected
methodologies (second column) based on a given criterion
or based on a framework. For example, S6 appraises PIA
methodologies based on a set of criteria, whereas S38
analyses studies based on a conceptual framework. We also
observed thatCNIL and LINDDUN (S37) appeared as some of
the methodologies that were frequently analyzed as outlined
in Table 17. Considering this, it can be concluded that the two
methodologies (CNIL and LINDDUN) are the most popular
in the privacy community.

VI. DISCUSSION
In this study, we identified existing PIA and PRA method-
ologies published in the scientific literature that have been
validated or evaluated. In addition, we analyzed how and to
what extent the methodologies were scientifically evaluated.
Our results provide valuable insight into the state-of-the-art
methodologies, i.e., PIA and PRAmethodologies, in addition
to PTMs, PSTMs, and SPIA. As follows, we will first
summarize and discuss our main findings and, finally,
consider potential directions for future research on the topic.

A. SUMMARY OF RESULTS
Several proposed methodologies were identified through this
systematic review of the literature (refer to Fig. 5). However,
the findings reveal that most of the proposed methodologies
have only been validated, meaning that they have not yet
been implemented and evaluated in real-world practice, for
example, through empirical research, but only as illustrative
scenarios. Based on Fig 5 – which indicates the type of
research study, it can be identified that the overall share
of studies that evaluate methodologies, i.e., 9 out of 39,
is relatively small. This suggests that the topic is still growing
in maturity in terms of empirical research on the assessment
of methodologies that identify and evaluate privacy risks.

Out of the methodologies we identified as validated, the
majority of them emerge from PRAs (8 methodologies out
of 9), with the least coming from PIAs (2 out of 10 method-
ologies). In addition, we also noted that a significant number
of PTMs have also been validated. Given that the context of
validation differs, the validation methods are not as disparate
as some of them use the terms ‘‘illustrative’’, ‘‘experiment’’,
and ‘‘case study’’. Hence, such methodologies may become
difficult to transfer to an industrial setting as they may lack
relevance due to how their reliability is assessed [71] and
insufficient scientific rigor [92]. We also observed the loose
use of the terminology ‘‘case study’’ as amethod of validation
where authors claim using a case study research design
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TABLE 17. Summary of studies that validate previously proposed PIAs or PTMs.

when they are, in fact, only using an illustrative example
or hypothetical scenario for assessing the fulfillment of
their methodology’s requirements. Such types of illustrative
or hypothetical scenarios are not directly attached to a
real-world phenomenon from which empirical evidence can
be gathered (through multiple sources of data) to enable an
in-depth analysis of a case. For this reason, such studies
would be best classified as ‘‘use cases’’ rather than more
rigorous case studies, yet still serving validation purposes.

Based on our findings, we further observed that a few of
the selected studies evaluate their methodologies. Five studies
are from the category PIA, while one is in the PRA category.
The other studies that follow are PSTM and PTM. From this,
we identify that the overall share of evaluated PIAs is higher
than the other methodologies. These studies used methods
such as ‘‘case study’’, ‘‘action research’’, and ‘‘empirical
studies’’ for evaluation purposes. The use of such methods
further contributes to relevance [71] as the authors investigate
the methodology in practice, hence gaining feedback from
practitioners, as well as providing the practitioners with what
they need. This helps to close the gap between research
and practice, where the methodology is implemented and
evaluated, and findings can be transferred in an industrial
setting.

In addition to studies that evaluate and validate methodolo-
gies, we identified studies that validated methodologies that

had been previously proposed. We observed that the majority
of these studies validated these methodologies through
comparative analysis. Essentially, they compare properties of
these methodologies, for instance, risk analysis, knowledge
bases, support of a PIA methodology, etc.

We, however, noted that four methodologies, as depicted in
Fig. 6, have so far neither been validated nor evaluated, i.e.,
S9 [30], S10 [48], S17 [33], and S27 [34].
Concerning the scope and focus of the methodologies,

we identified differences between certain requirements in
their methodological scope. Under PIAs, we identified that
whereas all methodologies addressed different requirements,
the component of risk assessment was a core element in all
(refer to Table 7). However, only a few address or assess
privacy harms, which suggests the need to have full-blown
PIA methodologies that assess privacy harms. Additionally,
we identified a sub-set of sector-specific methodologies,
thus highlighting the main focus and application of the
methodology. The existence of system-specific PIAs creates
heterogeneity within the methodologies, where we have
PIAs that focus on particular systems, for example, the
methodology in S1 [45] focuses on IdM systems and the
methodology in S10 focuses on AI systems [48]. This
suggests that there are a few methods, which assess from
onset privacy risks in underlying systems such as AI models.
In light of this, we expect to see more proposals that target
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specific systems in the scientific literature. Evidently, given
the shift towards Large Language Models (LLMs) and AI
systems, we expect to see methodologies that assess AI
systems and Machine or Deep Learning models, including
the datasets involved, to assess if they can result in high
risks to the rights and freedoms of natural persons. With
such an emergence, and with the existing sector-specific
methodologies we have identified, practitioners can easily
review existingmethodologies in the area and choose the ones
that best fit their needs and organizations.

We also analyzed the scope and focus of PRAs.
We observed that semi-quantitative and qualitative types of
risk evaluation are often considered subjective, leading to
further studies that proposed quantification techniques for
risk assessment as a way of moving toward objectivity.
However, none of the methodologies that proposed a
quantitative PRA assesses the method in practice to prove its
acceptability and feasibility with real stakeholders. We also
identified that a majority of the PRA methodologies assess
privacy harms, indicating the need to assess how data subjects
can be impacted when processing personal data.

Similarly, during the analysis of the scope and focus of
PTMs, we identified that the methodologies differed based on
the privacy properties, as well as concerning risk evaluation
and privacy measures. Nevertheless, as discussed earlier,
a key takeaway is that LINDDUN [29] emerged as the most
evolved methodology, with several publications enhancing it
having been identified during the analysis. The same goes
for methodologies identified under PTSMs, where the scope
and focus differ regarding privacy and security properties.
We note, however, that both methodologies leverage STRIDE
to elicit security threats. However, given the role of PTMs
and PSTMs, which are to elicit privacy and security threats,
we argue that privacy harms are not part of the scope of such
methodologies.

Regarding the critical appraisal of the evaluated method-
ologies, it was observed that most of the studies still need to
improve in terms ofmethodological soundness. It is, however,
important to emphasize here that conducting research on
the evaluation of PIAs, PRAs, and other methodologies
is significantly challenging. For such methodologies to be
implemented and evaluated in the real world, researchers
must have strong collaborations with organizations, involving
several practitioners and assessing real systems. Ethical
considerations must also be observed when involving orga-
nizations and human subjects, as well as the potential
need for non-disclosure agreements to protect intellectual
property and confidentiality. Therefore, it is important to
think about realistic and feasible research designs in which
researchers and industry can cooperate without setting
impossible requirements for evaluation research studies.
Notwithstanding, one particular example of a well-evaluated
methodology is LINDDUN, which has so far surpassed the
rest in terms of methodological soundness and can be used
as inspiration for future studies in the area. Hence, it can also
be argued that critical appraisal methods, such as the ones

adopted in the SLR, could also be employed by individual
researchers or practitioners to draw conclusions and make
informed decisions about the methodological strengths or
weaknesses of the available research.

B. RESEARCH DIRECTIONS
1) EVALUATION RESEARCH
This SLR shows that although several studies have proposed
solutions for PIAs, PRAs, PTMs, and other related method-
ologies, the number of studies that have validated or evaluated
their solutions is still significantly small. The empirical
investigation of such methodologies in practice is key to
providing insight and feedback on what practitioners require
and encouraging the integration of academic contributions
(such as PIA and PRA methodologies) into industrial
practices.

Therefore, further evaluation studies for prominent
methodologies (e.g., S22 [22], S30 [61], S31 [62]) that
have so far only been validated can be considered as
promising pathways for future research. In addition, some
methodologies that have already been evaluated (e.g.,
LINDDUN [29], [67], S14 [52], S28 [60]) also still lack
independent evaluations from other researchers (i.e., besides
the original authors), opening fronts for rigorous replication
studies to corroborate or add newfindings. Two PIAmethods,
S9 [30] and S10 [48], have yet to be validated in future
research.

We also recommend that future evaluation studies consider
the quality requirements, such as the ones used for critical
appraisal [95], in the inception of the research design. Case
studies are shown to be one of the most common methodolo-
gies for evaluation; nonetheless, other methodologies could
be considered, such as using grounded theory in the context of
socio-technical systems [96]. This need for further evaluation
research has also been discussed in the broader area of privacy
engineering [14], [97].

2) PRIVACY RISK ASSESSMENTS
During our analysis, we identified studies that assess PIAs
based on a defined criteria, for instance, S2 [46], S3 [47], S6
[41], S7 [40], S8 [19], and S9 [30]. However, we found that
such studies that assess PRAs are still missing. Hence, this
can be considered as a track for further research where PRA
methodologies can be compared to assess their properties and
comprehensiveness. We argue that such an analysis would
provide detailed information on the usability, reliability, and
adoption of the methodology in the assessment of privacy
risks during the development phase of a system.

Based on Fig. 6, we also observed that most of the
identified PRAs are validated. Given that these independent
PRAmethodologies are developed to be integratedwith PIAs,
a lack of evaluation can hinder such integration. As such,
further research can be conducted where PRAmethodologies
are evaluated and integrated within PIA processes. This
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will further indicate the level of maturity of the identified
methodologies and how they can be further improved.

In addition, the practicality of assessing privacy harms
within PRA methodologies that assess harms needs to be
considered. While a single study identifies actual privacy
harms to data subjects, i.e., S18 [54], we argue that the
integration of such harms into PRAs as well as full-fledged
PIAs is needed to enhance risk assessments. We assert that
by extrapolating PRAs with actual privacy harms, there
could be an adequate understanding of the impact on the
privacy of data subjects during the processing of personal data
and hence uptake of appropriate countermeasures that could
reduce/prevent privacy risks that can result in the identified
privacy harms.

3) PRIVACY AND SECURITY THREAT MODELING AND
SECURITY AND PRIVACY IMPACT ASSESSMENT
As seen in Fig. 6, there are few studies that proposed both
PSTMs and SPIAs. This suggests that these areas could be
further explored as potential research pathways. We believe
such methodologies can provide a more comprehensive
elicitation of both privacy and security threats since security
plays a crucial role in maintaining or ensuring privacy. Such
approaches would not only address privacy risks during the
design stage but also security risks.

In addition, we also observed a lack of evaluation on
two methodologies, i.e., S17 and S27. Evaluating these
methodologies in practice can be an advantage to demonstrate
reliability with regard to handling security and privacy risks.
Additionally, a comparison between these methodologies
would be beneficial in providing an analysis of the scope
and focus. This would further provide an overview of the
comprehensiveness of a given methodology.

VII. THREATS TO VALIDITY
Here, we identify and discuss the main threats to validity
related to this SLR in terms of publication type bias, study
selection bias, and data extraction bias.

A. PUBLICATION TYPE BIAS
Considering we agreed to include studies that have been peer-
reviewed, we excluded publications, for example, books or
book chapters. Hence, focusing on peer-reviewed publica-
tions could have led to the omission of other publication types
that propose a methodology that could have been relevant
to our research. This limitation is nonetheless justified since
SLRs should concentrate on the scientific literature, seeking
evidence of the highest quality in the field.

B. STUDY SELECTION BIAS
During the selection process (the first screening phase (Title
& Abstract) and second screening phase (Full-Text Format))
were based on the inclusion and exclusion criteria. Therefore,
unintentional bias can potentially be introduced by excluding
studies that seemed ineligible but had a chance of being
eligible. To avoid this as much as possible, we used a

double-blind approach with two independent reviewers, also
discussing any emerging conflicts in both screening phases,
thus ensuring that the studies relevant to our research were
included. This ensured that the review we conducted was
impacted less by selection bias. In addition, we have provided
a replication package that other researchers can use to
replicate the review, ensuring the reliability and validity of
the findings. Hence, while a potential limitation can also be
identified in the lack of maintaining the number of articles
excluded based on and per each criterion, we believe the
replication package can be useful in articulating how studies
were screened and selected, including reasons for exclusion.

C. DATA EXTRACTION BIAS
While we identified the information that needed to be
extracted for our review, we acknowledge that the process
of data extraction can be subjective, and hence, the inter-
pretation of the data to be extracted could have introduced
bias. Nevertheless, given that we had designed a data
extraction form and agreed upon it, we ensured that we
followed good practices by ensuring uniformity in the
data extraction process, thus reducing bias and increasing
reliability. Therefore, every study included in the review has
its data extraction form that originates from a standardized
data extraction form.

VIII. CONCLUDING REMARKS AND OUTLOOK
This SLR was undertaken with the objective of critically
examining existing methodologies for PIAs and PRAs
that have been subjected to either scientific validation
or evaluation. The scope of the validation or evaluation,
as well as the methodology and techniques employed, was
of particular interest. This inquiry was necessitated by
prevailing criticisms, which suggest a deficiency in these
methodologies, particularly in terms of their lack of a rigorous
and systematic evaluation process [9], [14].

The findings of this SLR indicate that a significant pro-
portion of existing methodologies have only been validated,
or lack a rigorous and systematic evaluation. This validation
often does not involve implementation and evaluation in
real-world scenarios but rather relies on illustrative examples
or hypothetical situations. This observation underscores the
existence of substantial empirical and practical gaps in
the field, which could hinder the effective translation of
research findings into industrial applications. There is a
pressing need for rigorous empirical studies to systematically
evaluate existing PIA and PRA methodologies. Currently,
only a handful of scientifically published methodologies
have undergone practical testing. Therefore, it is crucial that
the methodologies proposed by researchers are evaluated
in real-world settings to foster their adoption in industrial
contexts. Our review also revealed that many studies exhibit
common methodological shortcomings, with the notable
exception of LINDDUN,which emerged as a well-researched
methodology in our analysis. We posit that further research
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on existingmethodologies could provide valuable evidence to
inform decision-making among researchers and practitioners.

In light of the findings from this SLR on evaluation
research, we contend that it would also be beneficial to
explore the current landscape of security risk assessment
methodologies. These methodologies are utilized for enumer-
ating security threats, impacts, and risk levels. Investigating
these would allow us to ascertain the present maturity level of
validation and evaluation studies in this closely related area.
This could yield a comprehensive overview of the evaluated
methodologies in both the privacy and security domains.

A. FUTURE WORK
Given that we identified the practicality of assessing privacy
harms within PRAs, our future work will focus on the
integration of actual privacy harms within a privacy risk
assessment to enhance DPIA methodologies. We argue
that this will not only increase the quality of privacy risk
assessments in terms of assessing harms but also enhance
the understanding of privacy risks. Based on this, appropriate
countermeasures (or privacy-enhancing technologies) can be
selected to reduce or prevent privacy harm.

In addition, we hope to revisit the topic in the future to
assess whether the state has changed, i.e., in terms of the
evaluation of privacy impact assessment and privacy risk
assessment methodologies, as well as to extend the study.
Based on new studies, we will aim to see whether more PIAs
and PRAs have been evaluated.
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