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ABSTRACT In contemporary society, the proliferation of online hateful messages has emerged as a
pressing concern, inflicting deleterious consequences on both societal fabric and individual well-being.
The automatic detection of such malevolent content online using models designed to recognize it, holds
promise in mitigating its harmful impact. However, the advent of ‘‘Hateful Memes’’ poses fresh challenges
to the detection paradigm, particularly within the realm of deep learning models. These memes, constituting
of a textual element associated with an image are individually innocuous but their combination causes
a detrimental effect. Consequently, entities responsible for disseminating information via web browsers
are compelled to institute mechanisms that regulate and automatically filter out such injurious content.
Effectively identifying hateful memes demands algorithms and models endowed with robust vision and
language fusion capabilities, capable of reasoning across diverse modalities. This research introduces a novel
approach by leveraging the multimodal Contrastive Language-Image Pre-Training (CLIP) model, fine-tuned
through the incorporation of prompt engineering. This innovative methodology achieves a commendable
accuracy of 87.42%. Comprehensive metrics such as loss, AUROC, and f1 score are also meticulously
computed, corroborating the efficacy of the proposed strategy. Our findings suggest that this approach
presents an efficient means to regulate the dissemination of hate speech in the form of viral meme content
across social networking platforms, thereby contributing to a safer online environment.

INDEX TERMS CLIP, facebook hateful meme dataset, multimodal, contrastive learning, zero-shot
prediction, InfoNCE contrastive loss, prompt engineering, cosine similarity matrix.

I. INTRODUCTION
The pervasive use of hateful memes as a vehicle for spreading
animosity on online platforms has become an alarming trend.

The associate editor coordinating the review of this manuscript and

approving it for publication was Tai Fei .

The term ‘‘hate speech’’ has solidified its presence as a
ubiquitous phenomenon in the realm of the internet. Memes,
which can be any shareable content encompassing pho-
tographs or videos that are spread, altered, and repeated over
time [1], serve as conduits for the transmission of such hate
among individuals. A speech exhibiting hostility or violence
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towards individuals who have protected traits safeguarded
by societal norms or constitutional provisions is categorized
as hateful speech. The direct and automatic identification of
hateful memes assumes paramount significance in fostering a
healthy social networking environment. Proactively filtering
out content that disseminates hatred before it reaches online
platforms plays a pivotal role in curbing the proliferation of
social media hate.

Hateful memes are characterized by a blend of back-
ground images and text captions, which encapsulate the
intentions and sentiments of users. While these images or
captions may appear harmless when viewed in isolation,
their combination elicits a disturbing effect. This hidden
meaning in the combination is very much visible to the
human mind but is often concealed from conventional
scanners as it is challenging for machines to recognize
this difference. As a result, hateful users intentionally
post hate speech in the form of such offensive memes
to get past the traditional scanners. Traditional automatic
text detection techniques and visual feature analysis work
in isolation totally disregarding visual and text features
respectively, rendering it challenging to identify multimodal
hate speech. To address this, a model must transcend the
limitations of processing individual modalities to combine
the processing of two or more modalities to comprehend
the complexities inherent in the amalgamation of text
and images.

Consider phrases such as ‘‘look how many people love
you’’ or ‘‘you look beautiful today.’’ Paired with seemingly
innocuous images of a skunk or tumbleweed, these otherwise
benign statements transform into destructive and mean-
spirited expressions. This perceptual nuance, easily discerned
by humans, poses a formidable challenge for AI systems.
Despite recent initiatives to detect hate speech in text
and images, there is a notable scarcity of models adept
at recognizing hate speech in multimodal contexts that
encompass both text and images.

This study draws upon the ‘‘Facebook Hate Meme
Dataset,’’ a rich repository of over 10,000 freshly curated
multimodal examples (text + image) generated by Facebook
AI, as its primary data source. The proposed methodol-
ogy employs the CLIP (Contrastive Language-Image Pre-
training) model to analyze the accompanying text and
images, to determine whether their combined expression
qualifies as hateful. Beyond mere detection, the approach
holds the potential to proactively filter out harmful memes,
contributing to the overarching goal of mitigating the spread
of hate on social media platforms.

The implementation process involves training the model
on the dataset developed by Facebook and subsequently
subjecting it to rigorous testing using a diverse collection of
images, with the model’s accuracy serving as a quantitative
benchmark. Notably, the CLIP model exhibits high accuracy
in identifying hostile memes, marking a significant stride in
the ongoing efforts to fortify the digital landscape against the
deleterious impact of hate speech online.

A. MOTIVATION
The rise of online hateful messages in recent times has
emerged as a pressing societal concern, posing significant
harm to both individuals and the community at large [2].
These ‘‘Hateful Memes’’ represent a particularly vexing
challenge. The motivation behind addressing this issue lies
in the imperative to curb the adverse consequences of such
content. Following the Covid-19 pandemic, social media
has exploded, and hate speech in the form of memes is
being widely used adversely for cyberbullying as well as
discrimination against minority communities in a variety
of ways, including racism, sexism, sexual harassment, and
discrimination based on one’s sexual orientation or religious
background. Hence, it becomes vital to regulate such hostile
content to safeguard users as well as establish clean and
secure social networking platforms [3], [4]. The unique nature
of hateful memes, where seemingly innocuous text combines
with images to create harmful effects, underscores the need
for automated detection mechanisms. It becomes evident that
internet platforms and companies responsible for delivering
content to users must play an active role in filtering out
these harmful messages. To accomplish this, the key lies
in developing algorithms and models that exhibit robust
fusion of vision and language capabilities, allowing them
to reason effectively across diverse modalities that would
be contributing to the mitigation of online hate and its far-
reaching consequences.

B. CONTRIBUTION
This research makes a substantial contribution by addressing
the pressing issue of online hate through the development
and application of advanced deep learning models. The crux
of the novelty in this research resides in the introduction
and execution of a pioneering methodology that revolves
around the integration of the multimodal CLIP model
combined with a strategic application of prompt engineering.
This fusion forms the basis of a unique approach to
the classification of hateful and non-hateful memes. The
technique capitalizes on the cutting-edge capabilities of
the CLIP model, by incorporating which the study aims
to harness trhe synergistic relationship between language
and image features, enhancing the overall discriminative
power of the proposed meme classification system. Central
to this innovation is the recognition of the pivotal role
played by accurate textual prompts, meticulously designed
to serve as explicit classes for accurate and nuanced meme
categorization. The precision and relevance of these prompts
are systematically crafted to counter challenges such as false
positives, thereby significantly elevating the discriminatory
accuracy of the proposed method. Thus, this paper delves into
the intricacies of this novel approach of synergy between the
multimodal model and prompt engineering, which facilitates
enhanced accuracy and efficacy in meme classification.
Through the proposed methodology, an accuracy rate of
87.42% is attained in the detection of hateful memes. These
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empirical results demonstrate a noteworthy improvement in
classification accuracy as compared to other state-of-the-
art models, which is directly attributed to the integration of
accurate prompts into the CLIP model. Furthermore, this
research extends its contribution to the broader context of
online content regulation. The insights gained from this work
can inform the development of content filtering systems
by social networking companies and platforms, ultimately
creating safer online environments. By offering a robust
solution that effectively addresses the fusion of text and
images in hateful content, this research takes a meaningful
step towards mitigating the societal impacts of online hate
speech and promoting a healthier digital ecosystem for all
users.
The remaining sections are organized as follows: Section II

discusses a few recent works related to hate speech detection
in multimodal memes using various techniques and their
learning. Then the problem definition, proposed optimal
solution and motivation behind the selection are discussed
in section III. It also contains the detailed description of
the proposed framework including its working, architecture,
and technical procedure. Then, the results and predicted
outcomes obtained using the proposed model is deliberated
in section IV. Finally, section V contains the future scope of
the method and section VI concludes the project.

II. LITERATURE SURVEY
The field of hate speech identification has seen a lot of
effort, but relatively little of it has focused on multimodal
hate speech detection. Both NLP and network science have
studied hate speech in depth. Hate speech has long been
detected using language analysis. One of the key places where
hate speech is targeted with a range of targets is social media.
Obtaining a sentence embedding and putting it into a binary
classifier for hate speech prediction are the typical processes
for hate speech detection. A variety of language-based hate
speech identification datasets have been made available for
research on hate speech detection. According to Yang et
al. adding image embedding information to text improves
hate speech recognition ability right away. With the aid of
Crowdflower employees, Hosseinmardi et al. categorize a
dataset of Instagram photographs and the comments that
go with them. Two inquiries were made to the staff: First,
does the case represent cyberaggression, and second, does it
represent cyberbullying. They demonstrate that incorporating
picture characteristics enhances classification efficiency.
The dataset included 998 cases, 90% of which had high
confidence ratings, and 52% of which were labeled as
bullying [5]. Zhong et al. compiled a dataset of 3000 samples
of Instagram posts and comments in a manner like this. Two
employees of Mechanical Turk were questioned: Is there
any bullying in the comments? If so, can the bullying be
linked to the image’s subjectmatter? 560 incidents of bullying
were discovered. They evaluate several features and simple
classifiers for automatically identifying bullying [6].

A triplet is created by stacking the visual features,
object tags, and text features of memes produced by the
object detection model known as Visual features in Vision-
Language (VinVl) and the optical character recognition
(OCR) technology in the study by Yuyang Chen1, Feng
PanID2, ‘‘Multimodal detection of hateful memes by apply-
ing a vision-language pre-trainingmodel’’ to perform cross-
modal meme learning. After being tweaked and coupled with
a random forest (RF) classifier, our model (OSCAR+RF)
outperformed the other eleven (11) published baselines on the
task of identifying nasty memes, reaching average accuracy
and AUROC of 0.684 and 0.768, respectively, in a public
test set. In conclusion, our study has demonstrated that VL-
PTMs with anchor point additions can improve the efficiency
of deep learning-based hate meme identification by including
a more robust deep learning model [7].

The study by Yi Zhou1, Zhenhao Chen2, and Huiyuan
Yang on MULTIMODAL LEARNING FOR HATEFUL
MEMES identification focuses on the identification of
hate speech using a model based on Visual Question
Answering [8].

The research on ‘‘The Hateful Memes Challenge:
Detecting Hate Speech in Multimodal Memes’’ by Douwe
Kiela, HamedFirooz, Aravind Mohan, VedanujGoswami,
Amanpreet Singh, Pratik Ringshia, and DavideTestuggine
suggests a new challenge set for multimodal classification
that focuses on spotting offensive language in multimodal
memes [9]. Problematic instances are included in the dataset
to make it harder to rely on unimodal models and to
demonstrate the superiority of multimodal models signals.
Despite requiring complex reasoning, the task can be quickly
reduced to a binary classification problem.

III. METHODOLOGY
The detection of Hateful Memes represents a binary classi-
fication challenge, seeking to ascertain whether a meme is
offensive or hateful through the analysis of multimodal data
constituting both text and image signals. Given the inherent
complexity of memes, characterized by the coexistence of
two modalities, and recognizing the formidable obstacle
of detection accuracy in this task, a multi-task learning
technique is deemed essential for drawing meaningful
statistical conclusions [10], [11].

In this study, the categorization of multimodal hostile
memes is characterized as a classification model that predicts
the label of a multimodal meme (hateful or non-hateful)
based on the associated image and text. To achieve this,
models must predict a probability vector y∈R over the
two classes. In greater detail, y0 denotes the projected
probability that the meme is non-hateful, while y1 represents
the probability that the meme is hateful. If y1 > y0, the
meme is classified as hateful; otherwise, it is categorized
as non-hateful. Leveraging the Contrastive Language-Image
Pre-training (CLIP) model, we successfully classify memes
within this framework, assigning them to the hateful or
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non-hateful classes based on the highest cosine similarity
score in contrastive learning.

The technique employs a pre-trained model for feature
extraction from a meme in a transfer learning context,
combined with a downstream classification model that
utilizes these features [12]. For operating without the addition
of new data or manual labeling, a model that can balance the
unambiguous information from the multimodal and the fuzzy
information from the individual modality while minimizing
generalization blunders is required. Consequently, a strategy
that integrates statistical theory with state-of-the-art neural
networks and optimization methods was developed to discern
the offensive memes.

CLIP is one of the most significant advancements in
computer vision, as it bridges the domains of computer
vision and natural language processing. The challenges of
huge datasets and subpar real-world results in conventional
vision models are also addressed by the CLIP network.
It distinguishes itself by allowing a singular method, CLIP,
to handle a diverse range of applicationswithout necessitating
the construction of extensive custom datasets [13]. This
departure from the conventional approaches, such as training
models like ResNet requiring vast labeled image datasets,
positions CLIP as a widely preferred model in the field of
computer vision.

A. CONTRASTIVE LANGUAGE–IMAGE PRE-TRAINING
CLIP is a robust and scalable state of the art multi modal
vision and language model introduced by OpenAI. This
neural network boasts versatility, as it can be applied to
various visual classification benchmarks and adeptly learns
visual concepts through natural language supervision. Unlike
traditional models, CLIP exhibits remarkable ‘‘zero-shot’’
capabilities akin to GPT-2 and GPT-3, enabling it to perform
tasks such as predicting the most pertinent text snippet given
the names of the visual categories to be recognized (image),
without direct optimization.

Central to CLIP’s prowess is its training methodology
employing contrastive learning, which aims to map images
and text descriptions into a shared latent space. This unique
approach enables CLIP to discern whether an image and
textual description match, therefore, facilitating tasks like
image classification through text-image similarity [14], [15].
This means that CLIP can successfully predict which cap-
tions correspond to which images without domain-specific
training, making it particularly potent for out-of-the-box text
and image search applications [16]. Beyond its fundamental
capabilities, CLIP finds application in a myriad of domains,
including image generation, image similarity search, image
ranking, object tracking, robotics control, image captioning,
geo-localization, and more.

Its versatility arises from its comprehensive understanding
of the intricate relationships between visual data and
the corresponding linguistic representations. This profound
understanding is cultivated through training on an extensive

corpus of natural language data, encompassing a distinctive
dataset composed of 400 million training images paired with
their text descriptions, sourced abundantly from the internet.

In essence, CLIP is an enhanced image classification
model characterized by heightened accuracy and efficiency,
heralding a transformative era in the field of multimodal
learning.

1) ZERO-SHOT LEARNING USING CLIP
In the proposed solution for meme detection and classifica-
tion as hateful or non-hateful, the concept of ‘‘zero-shot’’
image classification has been leveraged. This approach is
particularly advantageous as it allows us to generalize and
make predictions on unseen labels without the necessity of
specific training for each class. Traditional machine learning
models are typically confined to learning and excelling at
a single pre-defined task. For example, an image classifier
trained exclusively on categorizing dogs and cats may
perform well within that specific scope. However, models
like CLIP distinguish themselves by possessing the capability
to excel at tasks for which they haven’t undergone explicit
training. This phenomenon is encapsulated by the term ‘‘zero-
shot learning.’’ Here, the model employs generalization to
predict a class that has not been encountered in the training
data.

This makes it an ideal candidate for the proposed solution,
since the specific nature of hateful and non-hateful memes
may vary widely and evolve over time. This adaptability con-
tributes to the robustness of our meme detection framework.

2) APPROACH
Scaling an elementary pre-training task is necessary to attain
competitive zero-shot performance on a wide range of image
classification datasets. To achieve this, the CLIP model must
be trained to recognize a wide range of visual concepts in
images and connect them to their names. This is done by
applying contrastive learning to a large dataset of image-
text pairs. This information is utilized to determine which of
32,768 randomly chosen text descriptions a given image was
accurately paired with in our dataset.

a: CONTRASTIVE REPRESENTATION LEARNING
The novelty of the CLIP model lies in its utilization of
a contrastive training strategy, a paradigm that leverages
positive (image-text pairs) and negative (other images and
text) samples to train a scoring function, thereby generating
meaningful representations of the data. Through this inno-
vative technique, CLIP is trained to understand that similar
representations should converge in the latent space, while
dissimilar ones should exhibit considerable separation [17].
Within the model’s architecture, encompassing both image
and text encoders, the process of contrastive training involves
the labeling of image-text pairs, followed by their embedding
with various ‘‘objects’’ to learn abstracts in the data. This
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facilitates the training of a zero-shot classifier on the resulting
image and text embeddings.

Deep learning has extensively used contrastive pre-
training. One explanation for this is that contrastive pre-
training followed by supervised fine-tuning is a paradigm
that is more label-efficient and enhances the effectiveness
of labeled data. During pre-training, unlabeled images are
effectively clustered together in the latent space, resulting
in precise decision boundaries between distinct classes.
Subsequent supervised fine-tuning, based on this clustering,
consistently outperforms random initialization. It is also
a better approach because it not only captures shared
information from multiple sources, such as images and text,
but also maximizes mutual information [18]. Therefore, the
adoption of a model rooted in the contrastive approach aligns
seamlessly with our research objectives.

b: COSINE SIMILARITY
In an ideal world, the vector representations of text and
its corresponding image should be equal. The similarity
between the embedded representations for each text and each
image represents the ‘‘goodness’’ of our model. Similarly, the
‘‘Badness’’ is measured by the dissimilarity between them.
An optimal model has maximized goodness and minimized
badness.

To assess this ‘‘goodness’’ we require a method of
computing the distance between the image and text vectors.
The Euclidean distance, often known as the straight-line
distance, is a wonderful option for determining the separation
between two points in 2 or 3 dimensions. All points, however,
tend to be far apart by the Euclidean measure in a large
dimensional space. Hence, the angle between vectors is a
more useful metric in higher dimensions. Thus we use the
cosine similarity which calculates the cosine of the angle
between two vectors [19], to determine the similarity between
them in our model as can be seen in Figure 1.

FIGURE 1. Cosine similarity.

A greater value of the cosine distance is produced by more
comparable vectors. The dot product of the vectors is used
for computation. When not using unit vectors, we must either
normalize the vectors or divide the product to the normed
vectors. Equation (1) gives the cosine similarity value (cosθ)

between given input vectors a and b shown in Eqn. (1).

cos (θ) =
(a.b)

||a|| ||b||
=

∑n
1 aibi√∑n

1 a
2
i

√∑n
1 b

2
i

(1)

c: SOFTMAX FUNCTION
When performing supervised categorization in the contrastive
training of the CLIP model utilized, the InfoNCE Loss
optimization function is often applied after a softmax
function has been applied to the network outputs. Using a
vector of real values, the softmax function restricts their range
to lie within 0 and 1, with the total of all the numbers equaling
1. Another characteristic of softmax is that it ensures that
any one of the values is often much larger than the others,
consequently we get a positive example (closest vector) that
is significantly larger than the random ones and can be easily
identified [20]. Therefore, we first take the softmax of the
values and then the negative log of the labeled category to
calculate the loss for categorical cross-entropy. Refer to ‘‘(2)’’
for the Softmax Function equation.

σ (z)i =
ezi∑K
j=1 e

zj
fori = 1, . . . ,K , and

z = (z1, . . . , zk)eRk (2)

where,

σi = Softmax Function

z = Input Vector

ezi = Standard exponential function for input vector

K = Number of classes in the multi− class classifier

ezj = Standard exponential function for output vector

d: InfoNCE CONTRASTIVE LOSS FUNCTION
The contrastive loss function compares the distance between
a sample and the network’s output for a positive example of
the same class to its distance from a negative example. If pos-
itive samples are encoded to similar (closer) representations
and negative samples to dissimilar (farther) representations,
the loss is low. This is achieved by taking the cosine distances
between the vectors and treating the resulting distances
as the prediction probabilities of a standard categorization
network. The popular loss function we use for contrastive
learning in this paper is InfoNCE (NCE is an acronym for
Noise-Contrastive Estimation) which is an altered variant
of the cross-entropy loss function [21]. The similarity of
positive pairs is maximized while that of negative pairs
is minimized using this function. In ‘‘(3)’’, as shown at
the bottom of the next page, za, zp, and zn represent the
anchor, positive, and negative embeddings. According to
self-supervised learning, we have one positive sample and
many negatives (N). Through the cos_sim function, the
vector cosine similarity is assessed. We aim to maximize the
cosine similarity between za and zp, bringing them closer
together by using this function. The reverse is true for za
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and zn. Additionally, there is a temperature hyperparameter,
designated by τ , which regulates the degree of penalty for
harder negative samples. Harder negatives incur an increased
penalty at lower temperatures.

The numerator here is essentially the output of a positive
pair, and the denominator is the sum of all values of positive
and negative pairs. Ultimately, this simple loss forces the
positive pairs to have a greater value, closer to 1 (as pushing
the log term to 1 will make −log(1) = 0, which is the
optimal loss) and the negative pairs further apart (closer to
0). This loss function can also be interpreted geometrically.
Since za, zp, and zn are high-dimensional latent vectors and
normalized, they can be simply seen as points on a hyper-
sphere. The cosine similarity between any two of these is then
just the Euclidean distance between them shows in Eqn. (4).

similarity = cos (θ) =
(A.B)

||A|| ||B||
(4)

As seen in ‘‘(4)’’, for two normalized vectors A and B, since
cosine function is inversely proportional to the angle, the
bigger their similarity, the smaller the angle is or nearer they
are. Thus, as shown in Figure 2, if the two blue vectors form
a positive pair, they would be getting nearer like the red one
through learning. Otherwise, if they form a negative pair, they
would be split apart like black ones through learning.

FIGURE 2. Similarity between vector.

e: InfoNCE NETWORK ARCHITECTURE
The InfoNCE contrastive learning method has a network
architecture as illustrated in Figure 3. The input x is
augmented to xi and xj with different augmentation operators.
Then they are passed forward through the neural network
f to get representations hi and hj, on which nonlinear
transformation g is performed to get zi (text vector) and zj
(image vector). Finally, contrastive loss is evaluated on zi and
zj to optimize f and g. During training, xi and xj, if from the
same input x, are used as a positive pair, and if from a different
input x, they are used as a negative pair.

FIGURE 3. InfoNCE network architecture.

3) CLIP MODEL ARCHITECTURE
Multi-Modal architectures leverage more than one domain
to learn a specific task. CLIP is a novel architecture that
integrates computer vision and natural language processing.
Its architecture is designed in a way that both the visual image
and the text caption in a multimodal meme can be analyzed
simultaneously to extract the text and image embeddings
[22], [23], [24]. A text encoder and an image encoder are
the two primary parts of its architecture. To predict the most
suitable pairings in a batch of training (image, text) examples,
these two encoders are trained jointly-

• The core of the text encoder is a transformer model,
its base size requires 63 million parameters, 12 layers,
and a 512-wide model with 8 attention heads in order
to obtain the text features.

• The image encoder, on the other hand, uses both
a Vision Transformer (ViT) and a ResNet50 as
its backbone, responsible for generating the feature
representation of the image.

4) WORKING OF THE CLIP MODEL
The image and text pairs need to be embedded for them to
be linked to one another. If we had one cat and two dogs, for
instance, we might represent that information as a dot on a
graph, embedding the data on the X-Y grid (Euclidean space),
as depicted in Figure 4. Both the text and the images work in
a similar manner.

Of the two sub-models composing CLIP, the image
encoder embeds images into a mathematical space while the
text encoder embeds words into one. Then, using contrastive
pre-training, CLIP is trained to predict how probable it is that
the image corresponds to the text. When compared to other
approaches, CLIP is four times more effective at this zero-
shot image classification.

LInfoNCE = −log
exp (cos_sim(za, zp)/τ )

exp (cos_sim(za, zp)/τ ) +
∑

n∈N exp (cos_sim(za, zp)/τ
(3)
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FIGURE 4. Embedding of ‘‘1 cat, 2 dogs.’’

The working of the model consists of three steps: 1)
contrastive pre-training, 2) dataset classifier creation from
labeled text, 3) application of zero-shot classification.

a: CONTRASTIVE PRE-TRAINING
During this phase, a batch of N (32,768) images paired
with their respective descriptions e.g., <image1, text1>,
<image2, text2>, <imageN, textN> are processed through
the Image and text Encoders simultaneously to obtain their
vector representations (embeddings).

A series of purple text cards are being delivered into the text
encoder in the example image. Each card’s output would be a
list of numbers. ‘‘Pepper the Aussie dog’’, for instance, would
enter the text encoder and emerge as a series of digits like (0,
0.2, 0.8). The similar thing takes place with the images: each
imagewill enter the image encoder and come out as a series of
integers. The image of Pepper the Australian dog will appear
as (0.05, 0.25, 0.7).

The CLIP model is then trained to predict which
image embedding belongs to which text embedding in a
batch. To achieve this contrastive pre-training method seeks
to compute the cosine similarity between every pair of
image embeddings (I1, I2. . . IN) and text embeddings (T1,
T2. . .TN). Over the calculated similarity scores, an optimiza-
tion is executed by applying a symmetric cross-entropy loss
to maximize the cosine similarity between the embeddings of
real pairs in the batch while minimizing the cosine similarity
between the embeddings of incorrect pairings.

The step-by-step procedure is -
• N pairs of ‘‘image-text’’ in batch are sent into the

model.
• The Image Encoder computes an image vector for each

image in the batch. The I1 vector is represented by the
first image, I2 by the second, and so on. The size of
each vector is N and N is the latent dimension’s size.
As a result, N∗N matrix is the outcome of this stage.

• Similarly, the text descriptions are transformed into text
embeddings (T1, T2 . . .TN), producing a N∗N matrix.

• Finally, we multiply those matrices and calculate the
cosine similarities for every single pair of image and
text description. This produces an N∗N matrix as
shown.

• The objective is to achieve the highest possible cosine
similarity along the diagonal, which corresponds to the
correct image-text embedding pairs (the actual image-
text pairs that are maximally near and where i=j) -
I1,T1> and I2,T2>.

FIGURE 5. Contrastive pre-training phase.

• The light blue squares in Figure 5 stand in for
these pairs where the text and image coincide. As an
illustration, T1 and I1 are the embedded forms of the
first text and first picture, respectively. The highest
cosine similarity between I1 and T1 is what we’re
aiming for. The same thing is desired for I2, T2,
and all other light blue squares. The greater these
cosine similarities, the more ‘‘goodness’’ our model
possesses.

• The cosine similarities of off-diagonal (where i̸=j)
elements that are dissimilar pairs <I1, T2>, <I1, T3>
. . .<Ii, Tj> are minimized in a contrastive manner,
separating the actual image from all the other incorrect
text descriptions (for e.g I1 image is described by T1
and not by T2, T2,T3 etc).

• The grey squares in Figure 5 show where the text and
image are out of alignment. For instance, T1 might be
the text ‘‘pepper the aussie pup’’ while I2 might be a
picture of a raccoon. Since ‘‘Pepper the Aussie pup’’
measures ‘‘badness,’’ the cosine similarity between this
image (I2) and the words ‘‘Pepper the Aussie pup’’
should be quite low.

• The model then uses the symmetric cross-entropy loss
as its optimization objective which corresponds to the
InfoNCE loss. This type of loss minimizes both the
image-to-text direction as well as the text-to-image
direction as the contrastive loss matrix keeps both the
<I1,T2> and <I2,T1> cosine similarities.

b: CREATE DATASET CLASSIFIER FROM LABEL TEXT
This step encodes all the labels/objects in the following con-
text format: ‘‘a photo of a {object}. The vector representation
of each context is generated from the text encoder.
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It is difficult to find robust datasets with paired image-
textual descriptions. Most public datasets, such as CIFAR,
are images with just one-single-word labels — these labels
are the target class. But CLIP was created to use full textual
descriptions. To overcome this discrepancy, using some
feature engineering: Single word labels, such as a bird, or a
car are converted to sentences. If we have dog, car, and plane
as the classes of the dataset, we will output the following
context representations:

• a photo of a dog
• a photo of a car
• a photo of a plane

c: USE OF ZERO-SHOT PREDICTION
To perform zero-shot class classification, the image is sent
to the encoder, which then conducts a similarity search to
determine which text matches the image from the entire
batch. For example, the text encoder will contain a batch of ‘‘a
photo of a dog,’’‘‘a photo of a car,’’ etc., and CLIP uses these
names of all the classes in the dataset (output of section II)
as text pairings to predict which image vector corresponds
to which text vector or the most probable (text, image) pair.
The most similar text prompt is selected as the prediction
after computing the pair wise cosine similarities between the
image and the text embeddings as can be seen in Figure 6.

FIGURE 6. Zero-shot classification.

The CLIP model may be demonstrated, as in Figure 7- it
is accurately predicting the dog by maximizing the similarity
between the word dog and the visual data.

B. TECHNICAL PROCEDURE
The proposed solution utilizes the CLIP multimodal model in
Python language using PyTorch machine learning framework
and Torchvision library to better understand and classify
the multimodal hateful memes involving images and text.
It makes use of a pre-trained CLIP model to create a custom
classifier without any training required. The generated hateful

FIGURE 7. Image classification using CLIP.

memes detector achieves competitive results with supervised
models baseline using zero-shot classification.

1) DATASET
The Dataset chosen to implement the Multimodal Hate-
ful Memes Detection is the Facebook Hateful Meme
Dataset (https://ai.meta.com/blog/hateful-memes-challenge-
and-data-set/). This dataset was produced by Facebook AI
with the express purpose of assisting in the creation of new
methods to detect multimodal hate speech. It is challenging
for machines to comprehend this content since it integrates
multiple modalities - text and images. The dataset includes
10,000+ novel, multimodal examples of memes, each of
which includes an image and an OCR sentence in it (refer
Figure 9). Memes can be classified into two categories
for the purposes of this challenge: non-hateful and hateful.
Fully balanced, the validation and test sets each contain 5%
and 10% of the data (Table 1). The remaining data, which
consists of 36% hateful memes and 64% non-hateful memes,
is used as a train set. The images in the dataset are all
licensed from Getty Images and span a wide range of both
attacks (such as encouraging violence or depicting groups as
criminals) and protected categories (such as religion, gender,
and sexual orientation). The memes in this dataset were
chosen in away that onlymultimodalmodels can successfully
classify them, making it difficult for strictly unimodal
classifiers to do so. When taken separately, the text phrase
and the image in each meme are harmless but when taken
into consideration, the meme’s semantic content becomes
offensive.

TABLE 1. Facebook hateful Memes dataset splits.
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FIGURE 8. Flowchart of the technical procedure.

FIGURE 9. Facebook hateful Meme dataset samples.

The dataset is specifically made to address issues that are
frequently encountered in AI research, namely the lack of
examples that would enable machines to learn to avoid false
positives. This is accomplished by introducing memes in the
dataset that resemble offensive examples but are innocuous.
These challenging cases, referred to as benign confounders
(Figure 10), are included to address potential biases in
classification systems and the development of systems that
avoid false positives.

2) LOADING THE CLIP MODEL
We load the model and the torchvision transformation
pipeline that are needed by it after installing and importing

FIGURE 10. Benign confounders in the dataset.

the CLIP model, its weights, tokenizer image processor, and
related libraries from OpenAI. The image encoder is either a
Vision Transformer (ViT) or a ResNet version like ResNet50,
whereas the text encoder is a Transformer. For the goal
of identifying the hateful memes, we use the ViT-B/32 as
the image encoder. The command clip.available_models as
shown in Figure 11 can be used to view the image encoders
that are offered.

3) EXTRACTING IMAGE EMBEDDINGS
Each image goes through preprocessing before being fed into
the Image Encoder. First, the dataset’s mean and standard
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FIGURE 11. Loading the clip model.

FIGURE 12. Extracting the image features.

deviation are used to normalize the input images’ pixel
intensity. They are then center cropped, normalized, and
resized to comply with the image resolution that the image
encoder requires. The image is preprocessed (refer Figure 12
for pseudo code) and then sent to the Image Encoder, which
produces a 1 × 512 image embedding tensor as its output
[8], [25]. This preprocessing is executed by a torchvision
transform function.

4) EXTRACTING TEXT EMBEDDINGS
First, a case-insensitive text tokenizer that is invoked with
clip.tokenize() processes the text labels, converting the label
words into numeric values. To meet the requirements of the
Text Encoder, the outputs are by default padded to a length
of 77 tokens. As a result, a padded tensor of size N × 77
(Figure 13) is created (N is the number of classes, which
equals 2 × 77 in binary classification), and this is used as
input for the Text Encoder. Following that, the Text Encoder
converts the tensor into a N × 512 tensor of text embeddings,
where each class is represented by a single vector. The
zmodel.encode_text() method can be used to encode text and
retrieve embedding.

5) CALCULATING AND PLOTTING THE COSINE
SIMILARITY MATRIX
We must first identify the relationship between the text
feature and the image features before we can label a meme

FIGURE 13. Extracting the text features & padded tensor.

as hateful. With a potent multimodal model like CLIP,
we employ the cosine similarity distance metric to compute
the degree of similarity between the various modalities i.e.,
each text and image encoding.

The model is fed with 8 example images and their
associated texts, compute the dot products for each pair, and
compare the similarity between the corresponding features.
The model () calculates the cosine similarity (refer Figure 14)
between the corresponding image and text features and
multiplies them by 100 to generate image_logits, by passing
the preprocessed image and text inputs through the image
and text encoders. The logits are then normalized into a list
of probability distributions for each class. The class with the
highest probability (thus highest similarity score) is then set
as the predicted class.

FIGURE 14. Cosine similarity matrix pseudocode.

6) CLASSIFYING THE MEME AS HATEFUL OR NON-HATEFUL
We set the threshold for cosine similarity between the image
and its text to be 0.2. This means that, if the cosine similarity
between the image and its text falls below 0.2, we directly
classify it as non-hateful. This is because, even if the model
pairs the image to the hateful description, according to the
values obtained in the cosine similarity matrix, we can see
that for similarity scores below 0.2, the text features does not
relate in context to the hateful features of the image and thus
combined cannot be hateful.

If the cosine similarity between the image and its text is
greater than 0.2, then we classify it based on whether the
model associates the image to the good meme or hateful
meme description as shown in Figure 15. This approach
allows us to combine both the contributions of text and
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FIGURE 15. Multimodal Meme classification.

image feaures towards detecting hatefulness of the input
meme.

7) PROMPT ENGINEERING
Without any training or fine-tuning, a powerful model like
CLIP can produce zero-shot predictions. To achieve that,
we offer the model some text prompts [26], [27]. These text
labels or prompts are encoded by the CLIP classifier into a
learned latent space, and their similarity to the image latent
space is assessed. The classifier’s performancemay be altered
by changing the language of the prompts because different
text embeddings can have a different effect. We produce
written descriptions for a ‘‘good meme’’ and a ‘‘hateful
meme’’ as can be seen in Figure 16, that serve as classes
for our dataset to classify an input image meme as hateful or
non-hateful.

FIGURE 16. Text prompts.

8) CALCULATING THE ACCURACY OF THE MODEL
To evaluate the model’s performance, we compare its
performance to a validation dataset—a set of data on
which it has not been trained. The most popular evaluation
metric, ‘‘accuracy,’’is calculated as the proportion of correctly
classified images to all the images in your data set. We find
the accuracy of this model to be 57.8% which is quite high
for a model that is pre- trained and predicts results using
generalization of unseen labels in zero shot classification.
We can improve the accuracy of the model through prompt

engineering by changing the text descriptions for labels being
fed into the model.

9) TESTING THE MODEL AND MAKING PREDICTIONS
After successfully implementing the CLIP model, it is ready
to predict outcomes for unseen data sets. Hence, we feed
the test data which consists of only images and texts and no
labels into it. The model returns the expected output of all the
input images being successfully classified into their predicted
labels according to their probability scores.

IV. RESULTS AND OUTPUT
In this paper we used the Facebook Hateful Meme
dataset (https://ai.meta.com/blog/hateful-memes-challenge-
and-data-set/) to detect hate speech in the multimodal
image text combinations of memes by implementing the
CLIP model. On feeding random unseen memes as input
to the model, we can see that the CLIP model gave us
highly accurate results, by predicting and classifying each
combination of text and image that falls into the category
of hate speech as a ‘‘Hateful’’meme correctly. Also, no non-
hateful meme out of all the inputs is falsely classified as
hateful i.e., there are no false positive outputs in the result.
Therefore, it is seen the model is accurate and is working
successfully by predicting correct outcomes.

A. PREDICTED OUTCOMES AND ANALYSIS
The cosine similarity matrix obtained while applying the
CLIP model to the chosen dataset can be observed in
Figure 16. This similarity matrix illustrates a visual repre-
sentation of the relationship between the texts and images in
the hateful memes dataset by calculating the cosine similarity
between the image and text features. As seen in the figure,
the highest possible cosine similarity between the image and
text pairs is achieved along the diagonal, or yellow squares,
since they have the highest dot product values. In other
words, these image text pairs are the closest to each other in
what they are describing or have the maximum correlation.
On the other hand, the blue and purple squares signify that the
corresponding image text pair is completely out of alignment
or that the given statement is completely different from what
is being shown in the picture.

Then the accurately predicted outcomes of the validation
set can be seen below, as the memes containing hate speech
are correctly identified and classified as ‘‘Hateful Memes’’
in Figures 18–23. There are a total of 358 memes classified
accurately as hateful out of the 1000 unknown input images
in the test dataset. The first 20 of these ‘‘happy memes’’are
shown in a grid in Figure 17. These precise classification
outcomes are a result of setting the threshold for cosine
similarity value accurately and fine-tuning the CLIP model
using prompt engineering. In the proposed solution, the
threshold of cosine similarity between the image and its
text is set at 0.2 for precise predictions. As a result, all
image text pairs with a cosine similarity value below 0.2 are
automatically classified as non-hateful. For values above
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FIGURE 17. Cosine similarity matrix.

FIGURE 18. Accurately predicted outcomes.

FIGURE 19. ‘‘Hateful Meme.’’

0.2, the model performs the classification process according
to the given text prompts for a good and a hateful meme.
In this case, the prompts provided are - Good Meme:

A non-hateful meme that is good.’’ and Hateful Meme: ‘‘A
hatefulmeme containing racism, sexism, nationality, religion,
and disability. As seen from the results, the CLIP model
classified the unknown dataset images with precision based
on the key words of the given prompts.

• Some of the memes classified as hateful are –

FIGURE 20. ‘‘Hateful Meme.’’

FIGURE 21. ‘‘Hateful Meme.’’

FIGURE 22. ‘‘Hateful Meme.’’

B. MODEL EVALUATION PARAMETERS
The evaluation metrics, including accuracy, AUROC, Loss%,
and F1-score were computed for the proposed CLIP
model, and the results are tabulated in Table 2. The model’s
Accuracy and Loss graphs have also been plotted (refer
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FIGURE 23. ‘‘Hateful Meme.’’

TABLE 2. Evaluation parameters of the CLIP model.

Figures 24 to 27). The Model Accuracy Plot with the
validation accuracy line being an increasing curve shows that
the model performs accurately with a score of 87.42%. The
Model’s Loss Plot with the graph dipping shows that the loss
calculated during its performance is low with a base line of
0.357. Since the model loss is low, the model accuracy is high
as they are inversely proportional to each other, leading to
the proposed model being an optimal and precise solution for
the classification of memes as hate speech. The high AUROC
value (or the model’s ability to differentiate between positive
and false-positive samples) and f1 score also indicate the high
efficiency of the model implemented.

FIGURE 24. Training cross entropy loss.

FIGURE 25. Validation cross entropy loss.

FIGURE 26. Training accuracy.

FIGURE 27. Validation accuracy.

C. COMPARATIVE ANALYSIS
The classification of hateful memes can be quite a challeng-
ing task due to the dual nature of the data that needs to
be extracted from the input images. For the successful and
accurate prediction of hateful memes, both the image and text
features need to be extracted from the input meme, which will
allow us to combine both the contributions of the text and
image embeddings towards detecting the hatefulness of the
input. However, far fewer studies focus on the multimodal
representation of data, namely the information that consists
of multiple channels, since most classification tasks are
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‘‘unimodal’’ or can only extract and learn in one mode,
either texts or images. Hence, the conventional methods of
classification of hateful memes rely on unimodal models,
which prove to be very less effective as training a model
using only one dimension out of images, text, or video is
an extremely difficult endeavor. Thus, this task requires a
multimodal model that includes text and visuals that are
trained successfully and simultaneously for accurate results.
There have been a few previous works that have taken
this direction and implemented multimodal study of hateful
memes using methods such as visual question answering,
vision language pre-training models, and encoders based on
convolutional neural networks, apart from making use of
unimodal techniques.

Zhong et al. proposes a new model that combines mul-
timodal features with rules, achieving the highest accuracy
of 86.8% [28]. It leverages a specific dataset developed
by Facebook with over 10,000 memes. The specimens
encompass memes in the percentages of 10% unimodal hate,
20% benign image confounder, 20% benign text confounder,
and 10% random non-hateful. Here, a clustering technique
based on perceptual hash is used to group the meme images
together. By using a straightforward comparison on their
strings, the memes are grouped into groups, including ‘‘3-
tuple,’’‘‘2-tuple,’’‘‘unimodal hate,’’ etc. The ‘‘3-tuple,’’ for
example, is made up of 3 memes, with the first meme having
an image like the second meme and text equivalent to the
third meme. The second meme and the third meme, however,
are not connected. The labels for a ‘‘3-tuple’’ consist of 1, 0,
and 0, where 1 denotes hate and 0 denotes non-hatred, while
the labels for a ‘‘2-tuple’’ consist of 1 and 0. From the analysis
above, there were rules formulated, such as Rule 1, where the
hatred probability for samples in a ‘‘3-tuple’’ was set to (1, 0,
0). and Rule 2, where in the case of samples in ‘‘2-tuple,’’ the
hateful probabilities were set to (1,0), with the larger hateful
probability being adjusted to 1.

Alternatively, Ahmed et al. explores the use of unimodal
text and image models, such as Bert, LSTM, VGG16,
Resnet50, SE-Resnet50, and XSE-Resnet architectures, and
combines them into multimodal models for predicting hateful
memes with evaluation metrics such as the AUC-ROC score,
F1 score, and accuracy score [29]. The dataset selected for the
endeavor was also the ‘‘Hateful Memes Challenge,’’ released
by Facebook AI, but yielded results of a maximum prediction
accuracy of 66.3% in classifying memes as hateful or
non-hateful.

Fan et al. utilises data from Meta’s Hateful Meme
Detection Challenge and builds three models, with their
best model, VisualBERT with external feature extraction,
achieving a 62.4% accuracy [30]. Kiela et al. highlights the
difficulty of the hateful meme detection task, with state-
of-the-art methods performing poorly compared to humans
(64.73% vs. 84.7% accuracy) [9]. It then evaluates a variety
of models—unimodal models and multimodal models—that
were unimodally pretrained (a BERT model combined with
a ResNet) on the hateful memes dataset and concludes that

the random and majority-class baselines lie at 50 AUROC for
the unimodal text-only or visual-only classifiers. Multimodal
models such as VilBERT are also able to achieve a maximum
of 72 AUROC.

Lastly, Sethi et al. investigates the classification of hateful
memes using pre-trained models like VGG19 and Xception,
combined with machine learning models like support vector
machines and Naïve Bayes [31]. They achieve the highest f1-
score of 0.584 using an integrated stacked model technique.
Table 3 shows the results of a comparison between the
evaluation metrics (AUROC and accuracy score) achieved by
various models utilized in several state-of-the-art approaches
for the classification of hateful memes [32], [33], [34], [35].

TABLE 3. Performance comparison of proposed and existing models.

The results of this proposed study demonstrate that
the CLIP model, fine-tuned with prompt engineering, can
achieve an accuracy rate of 87.42% and an AUROC
of 88.35 in the classification of hateful memes when
implemented on the Facebook Hateful Memes Dataset. This
represents a substantial improvement compared to previous
studies that employed machine learning methods for the
detection of hate speech in memes.

As shown in Table 3, the proposed CLIP model outper-
forms all other models in terms of accuracy.

In contrast with previous works, the implementation of the
CLIP model also presents us with an easy, feasible option
for the classification process since this model is already
pre-trained and does not need to go through a highly time-
consuming process of training over large sets of data. This
not only saves time but also saves the effort of a large data
accumulation process. The proposed model also does not
require a complex combination of rules for attaining high
accuracy and is thus a simpler method of achieving efficiency.

The approach taken in this study is also able to provide
better results than previous works since the dataset chosen—
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the Facebook Hateful Memes Dataset—is a more difficult
dataset containing several false positive examples and
benign confounders and is paired with prompt engineering.
Incorporation of prompt engineering is a deliberate and
systematic curation of accurate prompts to serve as classes for
increasing the accuracy in meme classification. The strategic
pairing of this approach with the intricacies of the Facebook
Hateful Memes Dataset aims to mitigate the impact of false
positives and confounding variables, ultimately elevating
the discriminatory capabilities of the proposed model and
making it challenging to rely on unimodal signals, resulting in
the success of multimodal models. This makes the proposed
strategy more efficient and precise as compared to others.

V. FUTURE SCOPE
For detecting hateful memes our model that included texts
and visuals being trained simultaneously was able to provide
successful results with precision. Its accuracy can be further
improved to give extremely accurate results, by training the
model especially for a particular dataset since the model that
is utilized presently is pre-trained contrastively for a general
dataset. But training of multimodal data is an extremely
cumbersome process and there is a lack of easy access to the
relevant hardware and software devices required for it. Social
media’s development over the past few decades has made a
wealth of information readily accessible online which makes
a multimodal dataset such as the one used extremely complex
and very large. The training process will thus require a lot
of GPU hours and memory before the model can be used to
successfully classify hate speech. But in the future, this can
be made possible with access to better technology and time
to develop, test, and improve models used for hate speech
detection.

VI. CONCLUSION
This paper aims to develop a novel and efficient architecture
for detecting and classifying multimodal hate speech in
memes circulating through social media. The suggested
strategy for this is making use of OpenAI’s latest multimodal
model - CLIP, to better understand multimodal hate speech in
memes that contain both visual images and text captions. The
CLIP model analyses the image and its accompanying text to
determine whether the twomodalities taken together are hate-
ful or not. The ‘‘Facebook Hateful Meme Dataset,’’ which
consists of 10,000 examples of new multimodal memes (text
+ image) created by Facebook AI, is utilized as the dataset
for the proposed method. The implemented model has been
able to achieve an accuracy of 87.42% in recognizing hateful
memes. This scope of this study can be further extended to
filter out these memes from the social media platforms to
keep a check on the hatred spreading through such content
online. This will help control the hate spread against minority
communities and diminish any form of discrimination such
as racism or sexism through cyber platforms. It will also curb
cyber bullying and hate speech on social media generated by
trolls using offensive memes. Amidst the incoming network
traffic, such hate speech will be recognized and routed so that

the user is protected. The perpetrators spreading hate online
through such memes can then be identified and punished.
Additionally, further research into this suggestedmethodmay
also aid in improving the accuracy of hate speech detection
in memes, by exploring the possibilities of advanced machine
learning algorithms in managing multimodal data.
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