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ABSTRACT Grapes are a widely cultivated crop in the horticultural industry, renowned for their unique
flavor and nutritional benefits. However, this crop is highly susceptible to various diseases that can cause
significant reductions in yield and quality, resulting in considerable financial losses. Therefore, it is
imperative to identify these diseases to effectively manage their spread. Traditionally, the identification
of grape leaf diseases has relied on scientific expertise and observational skills. However, with the advent
of deep learning methods, it is now feasible to recognize disease patterns from images of infected leaves.
In this research, we propose a novel dual-track feature fusion network titled ‘GrapeLeafNet’ for detecting
grape leaf disease. It employs a dual-track feature fusion approach, combining Inception-ResNet blocks with
CBAM for local feature extraction and Shuffle-Transformer for global feature extraction. The first track uses
Inception-ResNet blocks to represent features at multiple scales and map significant features, and CBAM
captures significant spatial and channel dependencies. The second track employs Shuffle-Transformer to
extract long-term dependencies and complex global features in images. The extracted features are then fused
using Coordinate attention, enabling the network to capture both local and global contextual information.
Experimental results on the Grape leaf disease dataset from Plant Village demonstrate the effectiveness of
the proposed network, achieving an accuracy of 99.56%.

INDEX TERMS Grape leaf disease, deep learning, transformer, CNN, attention.

I. INTRODUCTION
Grapes constitute a significant crop to produce wine, with
an estimated global production of approximately 77.4 mil-
lion metric tonnes [1]. The leading grape-producing nations
comprise China, Italy, the United States of America, France,
and Spain [2]. Grapes are the third most valuable horticultural
crop grown widely in the Mediterranean region [3]. Despite
their global popularity, grapes are prone to diseases caused
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by fungi and bacteria, which can result in up to the maximum
economic loss of 80% [4]. Out of the different diseases, Grape
Black Rot, Grape Black Measles, and Isariopsis Leaf Spot
are the most common diseases that significantly affect grape
leaves currently [5], [6].
Grape Black Measles is caused by fungi namely

Phaeomoniella spp. The typical symptoms of this disease are
rounded, irregular spots that spread across the veins of the
leaves. A few leaves affected by this disease can result in a
severe fungal infection throughout the entire plant, empha-
sizing its severity [7]. Isariopsis leaf spot, or Grape Leaf
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Blight, is caused by Pseudocerospora Vitis and develops on
leaves. This disease exhibits light brown symptoms initially
and dark brown symptoms later, depending on the season [8].
Grape BlackRot is caused byGuignardia Bidwellii and grows
rapidly during humid and early spring conditions. The disease
initially appears as black spots throughout the veins of the
leaves and alters the chemical composition by increasing the
sugar concentration [9], [10].

Conventional disease detection methods rely on manual
inspection and subjective symptom assessment, which can
lead to errors and delays in diagnosis [11]. DNA-based sero-
logical methods offer improved pathogen identification but
are time-consuming and require specialized expertise [11].
As the morphological characteristics of diseased spots can
vary considerably, there is a need for more efficient and accu-
rate disease detection methods [12]. Computer vision tech-
niques, coupled with high-resolution sensors, smartphone
integration, and deep learning algorithms, have emerged as
a promising approach for disease diagnosis [13], [14]. The
ability of Deep learning to extract and analyze complex
patterns from images makes it well-suited for automated dis-
ease detection. This research proposes a deep learning-based
method for accurately diagnosing and classifying grape leaf
diseases.

II. RELATED WORKS
In recent years, various methods have been proposed for
detecting diseases in grape leaves. These methods can be
classified into two categories: Traditional Machine Learning
methods and Deep Learning.

Nitesh et al. presented an approach for grape leaf dis-
ease detection using Gray-Level Occurrence Matrix-based
features and Support Vector Machine (SVM). This method
transformed the input images into HSV color space for pre-
cise feature extraction [15]. Nasiri and Nejand proposed
another method for grape leaf disease detection using Gray-
Level Co-occurrence Matrix (GLCM), Gray Level Run
Length Matrix (GLRLM), and Local Binary Pattern (LBP)
based features [16]. A few methods were proposed based
on segmenting the diseased portions of the leaves and then
processing them further for classification. Jaisakthi et al.
presented a Grabcut segmentation approach for grape
leaf disease detection [17]. GLCM-based features were
extracted from the segmented region for further classification.
Javidan et al. employed k-means clustering to segment the
region of interest for grape leaf disease detection [18].
Then, feature extraction is performed in different color
spaces namely RGB, HSV, and LAB. SVM was used
for classifying the type of disease. Adeel et al. applied
a local contrast haze reduction technique to enhance
the input grape leaf images for effective disease detec-
tion [19]. Color, geometric, and Local Binary Pattern based
features were considered for classification using SVM.
Another method was proposed by Shantkumari and Uma
for grape leaf disease detection using histogram gradient

features and Improvised K-Nearest Neighbor (KNN) [20].
Zamani et al. used Principal Component Analysis (PCA) to
extract significant features for plant leaf disease detection
and these extracted features are classified using Random
Forest [44].
Researchers have increasingly adopted deep learning (DL)

methods over machine learning (ML) methods based onman-
ual feature extraction for grape leaf disease classification,
as the latter is limited by small dataset sizes and requires more
data for accurate classification. Despite the limited dataset
size challenge in DL, data augmentation techniques are avail-
able to address this issue. Unlike ML, DL automatically
extracts features, eliminating the need for domain expertise
in feature selection.

Most of the recent works for grape leaf disease detection
focus on implementing deep learning techniques, including
pre-trained architectures and transfer learning. Some works
use deep learning networks for feature extraction and tradi-
tional machine learning for classification. Thet et al. proposed
the use of the VGG16 architecture as the base model for
feature extraction in their grape leaf disease classification
model [21]. The VGG16 model has a deep network structure,
consisting of 16 convolutional layers and 3 fully connected
layers, which can capture and extract complex features from
the input images. Subsequently, SVM was applied to classify
the extracted features into specific disease classes. Similarly,
Jain and Periyasamy also adopted the VGG16 architecture to
extract features from grape leaf images [22]. The extracted
features were then trained with a Random Forest classifier
that can handle multi-class classification tasks with high
accuracy.

Huang et al. presented an ensemble model for grape
leaf disease using VGG16, MobileNet, and AlexNet [23].
Peng et al. proposed another hybrid method for grape leaf
disease detection with ResNet50 and ResNet101 as fea-
ture extractors and SVM for classification [24]. Many other
studies have also utilized pre-trained deep learning-based
architectures to classify grape leaf diseases. Ji et al. proposed
a united model using GoogLeNet and ResNet architectures
for grape leaf disease detection [25]. The United Model
was employed to classify grape leaves as healthy or dis-
eased, specifically identifying common diseases such as
black rot, esca, and isariopsis leaf spot. Ashokkumar et al.
proposed an approach for grape leaf disease detection using
Faster Region-based Convolutional Neural Network [26].
This approach combined attention-based multilayer convo-
lutional feature creation, object identification, & categoriza-
tion. Fraiwan et al. presented a comprehensive study for grape
leaf disease detection with 11 different networks compris-
ing Googlenet, Inception, MobileNet, ResNet architectures,
etc [27]. The study reported DarkNet architecture yielding
the maximum accuracy when compared to other networks.
Uttam presented a transfer learning-based approach for grape
leaf disease detection based on EfficientNet architecture [29].
Rayhan and Setyohadi presented an approach for grape leaf
disease detection using the VGG16 network [30].
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Generative Adversarial Networks (GAN) were applied
to generate synthetic images to combat the data imbal-
ance issues. Liu et al. presented a GAN-based approach to
generate images of four different grape leaf diseases for
training identification models [28]. Tang et al. presented a
lightweight approach for grape leaf disease detection using
a channel-wise attention mechanism [31]. The network was
proposed to diagnose grape diseases, including black rot,
black measles, and leaf blight. Lauguico et al. presented a
transfer learning approach with Alexnet based on Regions
with Convolutional Neural Networks [32]. Kavala and Pothu-
raju analyzed the impact of the transfer learning approach
with VGG16 and VGG19 networks for grape leaf disease
detection [33]. Another work was proposed based for grape
leaf disease detection based on the VGG network [34].
Xie et al. presented a deep learning-based approach for
grape leaf disease detection using the Inception-v1 module,
Inception-ResNet-v2 module, and SE-blocks [35]. Guo et.al
implemented data augmentation using both rigid transforma-
tion and deep convolutional generative adversarial networks
for feature extraction. Modified ResNet and GoogleNet
are employed for classification [45]. In the recent years,
Customized CNN are employed for plant’s environmental
concerns by incorporating attention networks and cross-layer
extraction structures [40], [41], [42], [43], [46].
Although deep learning models have shown promising

results in detecting grape leaf diseases, this research has
highlighted some limitations that need to be addressed in the
context of grape leaf disease detection which are tabulated
in Table 1. These limitations include class imbalance, inad-
equate class-wise adaptability, and insufficient attention to
critical leaf features. The proposed work will address these
research gaps, and the following subsection will discuss the
steps taken to address these limitations.

A. RESEARCH GAPS AND MOTIVATION
The following are the research gaps that were observed in the
existing works related to grape leaf disease detection.

Previous studies have mainly focused on either local
or global feature extraction, which can lead to suboptimal
performance in detecting grape leaf diseases. To over-
come this issue, it is recommended to use feature fusion
techniques.

The model architectures proposed in existing research
are often large and complex, making it difficult to deploy
them on low-resource devices. The linear arrangement
of convolutional layers in these models can result in
intricate computations and a higher number of trainable
parameters, limiting their practical usefulness in real-world
applications.

CNNs are commonly utilized in previous studies due to
their high accuracy in detecting and classifying various plant
diseases. However, CNNs may not be suitable for captur-
ing global contextual information and handling long-range
dependencies. This limitation can be particularly problematic

in cases where the disease symptoms are subtle and require a
more comprehensive understanding of the context.

B. RESEARCH CONTRIBUTIONS
The following are the research contributions towards the
proposed work.

The proposed network aims to improve the classification of
grape leaf diseases by combining features from two different
tracks to extract both global and local features. The first
track uses a CNN to extract local features from the input
image, while the second track utilizes a Shuffle Transformer
to extract global features.

The proposed network incorporates Inception-ResNet for
better feature extraction, resulting in reduced computation.
This is achieved by performing feature fusion of different
feature scale convolutions in parallel with input features.

The proposed network applies both CBAM and Coordinate
Attention to capture both spatial and positional information
in the image. Specifically, the CBAM module can capture
interdependencies between different feature channels, while
the Coordinate Attention can capture positional relationships
between different features.

The Shuffle Transformer track used in the proposed net-
work is effective in capturing long-range dependencies in
images. By incorporating channel shuffling techniques and
utilizing both global and local information, it can capture
complex features that may be important for identifying subtle
symptoms of grape leaf diseases.

III. PROPOSED SYSTEM
This section presents an overview of the different modules
employed in the proposed network.

A. ARCHITECTURE OVERVIEW
This section presents an overview of the different modules
employed in the proposed network.

The proposed network ‘GrapeLeafNet’ has two distinct
feature extraction tracks for precise classification of grape
leaf disease detection. The first track consists of a linear
CNN integrated with modules like Inception-ResNet block
and Convolutional Block Attention Module (CBAM). This
track uses Inception-ResNet blocks to achieve an optimal
balance between performance and computational efficiency
by employing filters of various sizes, such as 1×1, and 3×3,
in parallel within the same layers. CBAM integrates the Chan-
nel Attention and Spatial Attention mechanisms, enabling the
network to selectively focus on informative channels and spa-
tial regions of the input feature maps, which in turn improves
the network’s feature representation capability. The second
track involves the use of a Shuffle transformer to effectively
extract the long-range dependencies. The features from the
two different tracks were concatenated and subjected to the
Coordinate Attention module to further enhance the feature
representation for precise classification. The architecture of
the proposed network is presented in Figure 1.
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FIGURE 1. Architecture of the proposed network.

FIGURE 2. Schematic overview of inception-Resnet.

B. INCEPTION-RESNET BLOCK
Convolutional Neural Networks (CNNs) generally require
larger convolutional layers to improve feature extraction and
classification performance. However, increasing the number
of layers in the network can lead to longer computation times.
Conversely, a model designed for the low computational
cost may not achieve satisfactory classification accuracy.
To address these challenges, the Inception-ResNet block has
been incorporated into the baseline CNN module [36]. The
Inception-ResNet block employs a series of parallel convo-
lutional layers with different kernel sizes to extract features

FIGURE 3. Architecture of the CBAM block.

at multiple scales from the input tensor. The outputs of these
parallel layers are concatenated along the channel dimension,
generating a high-dimensional feature map. Next, a bottle-
neck layer consisting of 1×1 convolutions reduces the feature
map’s dimensionality. Figure 2 illustrates the architecture of
the Inception-ResNet block.

C. CONVOLUTIONAL BLOCK ATTENTION MODULE (CBAM)
The CBAM module is a neural network component that
enhances the performance of convolutional neural networks
(CNNs) by focusing on relevant image features [37]. It com-
prises two modules: the channel attention module and the
spatial attention module. The channel attention module uses
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FIGURE 4. Architecture of the shuffle-transformer block.

average pooling and max pooling to obtain the global infor-
mation of each channel. This information is utilized to
calculate channel-wise attention weights by concatenating
the average and maximum pooling values and passing them
through several fully connected layers. These weights are
then employed to highlight the essential channels and sup-
press the less significant ones by rescaling the channel
features.

The spatial attention module of the CBAMmodule follows
a similar approach to the channel attention module, but it
rescales the spatial features rather than the channel features.
The spatial attentionmodule applies average pooling andmax
pooling to the feature maps of each channel to determine
the spatial attention weights. These weights are then used
to rescale the spatial features by emphasizing the signifi-
cant spatial locations and reducing the unimportant ones.
By integrating the channel and spatial attention modules,
the CBAM module can selectively focus on important fea-
tures, resulting in improved performance in tasks such as
image classification. Figure 3 illustrates the architecture of
the CBAM.

D. SHUFFLE TRANSFORMER
The Shuffle Transformer is a convolutional neural network
(CNN) that employs three modules to learn global and local
relationships between feature maps in an image [38]. The
first module is the window-based multi-head self-attention
module (WMSA), which converts the feature maps into a
2D grid and uses self-attention over the rows and columns
to capture long-range dependencies between different parts
of the image. The second module is the neighbor window
connection module (NWC), which connects the feature maps
of neighboring pixels within a small window to capture
local relationships and improve performance while reducing
computational complexity. Finally, the shuffle window-based
multi-head self-attention module (shuffle-WMSA) is used to
shuffle the channels after applying self-attention to capture
diverse information from the feature maps and improve the
network’s ability to detect complex features.

The combination of these three modules allows the Shuffle
Transformer to achieve state-of-the-art performance in image
classification. By using a combination of global and local

information and leveraging channel shuffling techniques, the
Shuffle Transformer is capable of capturing complex features
in images efficiently and accurately. Figure 4 illustrates the
architecture of the Shuffle-Transformer.

E. COORDINATE ATTENTION MECHANISM BLOCK
The Coordinate Attention Block is a convolutional neural
network module that attends to features selectively, based
on their spatial locations in an image [39]. This is achieved
by separately applying global pooling along the x and y
axes to capture the mean and variance of the feature maps
along each axis. Specifically, the module computes the mean
of the feature maps at each position along the x-axis and
y-axis through global average pooling. These two mean
values are then concatenated and fed into a feedforward
network to calculate attention weights for each spatial loca-
tion. The attention weights are then utilized to rescale the
original feature maps, highlighting the significant locations
and de-emphasizing the less important ones. The Coordi-
nate Attention Block selectively focuses on critical spatial
locations in an image, leading to improved performance
of CNNs in various computer vision tasks, such as object
detection, image classification, and semantic segmentation.
Additionally, the module requires fewer parameters than
other attention mechanisms, resulting in computational effi-
ciency and ease of implementation in CNN architectures. The
following architecture is represented in Figure 5.

IV. RESULTS AND DISCUSSION
This section presents an overview of the dataset description,
data augmentation techniques, experimental setup, model
training, and validation. The final subsection evaluates the
performance of the model using several performance metrics
for each ablation experiment performed.

A. DATASET DESCRIPTION
This study utilized the grape leaf dataset, which includes
4062 labeled images with dimensions of 256 by 256 pixels,
sourced from the plant village dataset. The grape leaf dataset
is separated into two subsets, healthy and diseased, and fur-
ther categorized into three distinct diseases: Black Rot, Black

19616 VOLUME 12, 2024



R. Karthik et al.: GrapeLeafNet: A Dual-Track Feature Fusion Network

TABLE 1. Sample images for each class from the plant village dataset.

FIGURE 5. Architecture of the coordinate attention block.

Measles, and Isariopsis leaf spot. Table 1 presents the sample
images for each class.

B. DATA AUGMENTATION
Data augmentation is a technique used to increase dataset
diversity for leaf disease detection. It creates new data points
by applying transformations such as rotations, flips, scaling,
and changes in brightness and contrast. This technique can
help to balance an imbalanced dataset and improve classi-
fier accuracy. It can also improve the generalization of the
classifier by exposing it to a wider range of variations in the
appearance of diseased leaves. Overall, data augmentation is
useful for improving the accuracy and robustness of the clas-
sifier in limited or imbalanced datasets. It can help distinguish
between healthy and diseased leaves in real-world scenarios.
Data augmentation is done in this work using various tech-
niques to create new data points from existing ones. These
techniques include: (1) rotating the image randomly between
0 to 40 degrees, (2) shearing the image randomly between 0 to
0.2, (3) shifting the width of the image randomly between
0 to 0.2, (4) flipping the image randomly horizontally and
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vertically, (5) adjusting the brightness randomly between
0.5 to 1.5, and (6) applying a randomgaussian blur with sigma
values between 0 to 0.8.

The dataset was divided into three distinct sets, with the
training set containing 60% of the data, the validation set
containing 20%, and the remaining 20% comprising the test
set. After the split, augmentation was carried out on both the
training and validation sets.

C. ENVIRONMENTAL SETUP
The proposed network was developed utilizing PyTorch,
which is an open-source deep-learning framework. The
model employed the Adam optimization technique, with a
learning rate of 0.0001 and weight decay of 0.0001, to min-
imize the loss. The training process was carried out on an
Azure virtual machine that was equipped with an NVIDIA
Tesla P40 GPU, specifically designed for deep learning
tasks.

D. EVALUATION METRICS
The followingmetrics are evaluated in this context: Accuracy,
Precision, Recall, F1 Score, Specificity, and Area Under
Curve (AUC). These parameters are used to determine the
quality of a model. Accuracy is a statistical metric that mea-
sures how accurately a predicted value matches its actual
value. Precision is the ratio of true positives to the total
number of positive predictions made by the model. Speci-
ficity measures the model’s ability to correctly identify true
negative values, and it is calculated as the ratio of true neg-
atives to the total number of negatives. Recall is the ratio of
true positives to the total number of positive samples in the
dataset. The F1 score is a combination of precision and recall
and measures the model’s ability to identify positive samples.
The evaluationmetrics are determined using the True Positive
(TP), False Positive (FP), True Negative (TN), and False
Negative (FN) values, which are expressed in (1)-(5) below.
Overall, these metrics help in evaluating the performance of a
model and identifying areas for improvement. The area under
Receiver Operating Characteristic Curve (ROC) is used to
describe the probabilistic variation between recall and False
Positive.

Accuracy =
Tp + Tn

Tp + Tn + Fp + Fn
(1)

Precision =
Tp

Tp + Fp
(2)

Recall =
Tp

Tp + Fn
(3)

F1 Score =
2 ∗ Precision ∗ Recall
Precision+ Recall

(4)

Specificity =
Tn

Tn + Fp
(5)

E. ABLATION STUDIES
Ablation studies are used in CNN to analyze the impor-
tance of different components by removing or disabling

them. This helps to understand their individual contributions
to the model’s overall performance and identify areas for
improvement. The proposed model comprises of a 7-layer
CNN as the base model, integrated with several other blocks
including Inception-ResNet, Convolutional Block Attention
Module (CBAM), Shuffle Transformer block, and coordinate
attention block. Sequential analysis was performed to under-
stand the impact of integrating these blocks into the baseline
CNN. Ablation studies were conducted on each model to
assess the effect of each block on the network’s performance.
An experiment was then conducted to measure the accuracy,
precision, recall, F1 score, and area under the ROC curve
for each model sequentially, and the results were presented
in Table 2.

1) ANALYSIS OF THE 7-LAYER LINEAR CNN
The performance of the baseline 7-layer CNN network was
evaluated in this experiment. The linear layered CNN struc-
ture, without additional modules, was trained for 120 epochs.
The proposed network architecture consists of convolutional
blocks followed by batch normalization and Rectified Linear
Unit (ReLU) activation functions. Three out of the seven
convolutional blocks are accompanied by max pooling and
dropout layers to enhance the model’s generalization ability.
Fig. 6 illustrates the performance and ROC curve of the base-
line 7-layer CNN is presented. The evaluation of the trained
baseline model on a separate dataset yielded an accuracy
of 92.05%.

2) EFFECTIVENESS OF THE INCEPTION-ResNet
This study investigates the impact of incorporating
Inception-ResNet blocks into the linear CNN model used
in the previous experiment. By utilizing parallel convolution
with different kernel sizes, Inception-ResNet blocks lower
the network’s computational expense and enhance feature
extraction by combining the input image with multiple paral-
lel convoluted images. The trained model achieves a test set
accuracy of 98.50%, with additional metric results provided
in Table 2. Figure 7 displays the model’s performance and
ROC curve.

3) EFFECTIVENESS OF THE CBAM BLOCK
In this study, the impact of incorporating a CBAM block
into the network used in the previous experiment is analyzed.
CBAM enhances spatial and channel features, leading to
improved accuracy and generalization for significant feature
extraction. After training the model with CBAM, it achieved
an enhanced accuracy of 98.75% on a new testing dataset,
which is 0.25% higher than the previous ablation study.
Figure 8 presents the accuracy, loss, and ROC curve of this
proposed model, while the other parameters are presented in
Table 2.

4) ANALYSIS OF THE SHUFFLE TRANSFORMER BLOCK
This study examines how incorporating the shuffle
transformer track affects the final classification.
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FIGURE 6. Analysis of the baseline CNN network (a) Accuracy (b) Loss (c) ROC curve.

FIGURE 7. Analysis of the baseline CNN network + Inception-Resnet Block (a) Accuracy (b) Loss (c) ROC curve.

FIGURE 8. Analysis of the baseline CNN + Inception-Resnet + CBAM module Block (a) Accuracy (b) Loss (c) ROC curve.

By utilizing global and local information and incorporat-
ing channel shuffling techniques, the Shuffle Transformer
can effectively and accurately capture complex features
in images. The network was trained for 120 epochs

and achieved a test set accuracy of 97.44%. Figure 9
displays the accuracy, loss, and ROC curve of this
proposed model, while the other parameters are listed
in Table 2.
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FIGURE 9. Analysis of the shuffle transformer track (a) Accuracy (b) Loss (c) ROC curve.

FIGURE 10. Analysis of the proposed network without CA Block (a) Accuracy (b) Loss (c) ROC curve.

FIGURE 11. Analysis of the proposed model (a) Accuracy (b) Loss (c) ROC curve.

5) ANALYSIS OF THE PROPOSED NETWORK WITHOUT CA
BLOCK
This study investigates the impact of concatenating the
features extracted from two distinct branches, namely the
CNN track (Section IV-E3) and the shuffle transformer

track (Section IV-E4). The features were combined and
trained without utilizing Coordinate attention. The resulting
accuracy for the test set was 99.19%, which represents an
improvement of almost 0.44% over all previous ablation
studies. Figure 10 illustrates the accuracy, loss, and ROC
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TABLE 2. Sample images for each class from the plant village dataset.

curve of this proposed model, and Table 2 lists the other
parameters.

6) ANALYSIS OF THE PROPOSED NETWORK
The network used in the previous experiment was mod-
ified by adding coordinate attention and then trained for
120 epochs. This architecture comprises a linear CNN as
the base model, Inception-ResNet to reduce the computa-
tional cost, CBAM to enhance generalization by improving
spatial and channel features, Shuffle Transformer to extract
long-range dependency features, and coordinate attention to
focus on the x-axis and y-axis using global average pooling
(GAP) to provide precise feature weighting. The proposed
model achieved an improved accuracy of 99.59% on the
test set, which is a 0.40% increase compared to the pre-
vious model without coordinate attention. Figure 11 shows
the accuracy, loss, and ROC for the proposed model, and
additional metrics are presented in Table 2.

F. PERFORMANCE ANALYSIS
Table 3 presents the performance evaluation between the
existing works and the proposed model. Existing works pre-
dominantly concentrated on pre-trained architectures, which
performed modestly on a limited amount of data. The
proposed model integrates various components, such as
Inception-ResNet, Convolutional Block Attention Module
(CBAM), Shuffle Transformer, and Coordinate Attention
mechanism. Transfer learning-based approaches were quite
successful in disease detection and these methods have an
accuracy in the range of 95 to 98%. Although transfer learn-
ing can be an effective method to achieve high accuracy rates,
it is crucial to acknowledge that pre-trained architectures
may not always be suitable for every task. In contrast to
prior studies that did not incorporate attention or context
mechanisms, the proposed customized CNNmodel was more
successful in identifying grape leaf diseases. The proposed

TABLE 3. Comparative analysis of the performance of the proposed work
with that of other existing works.

system leverages the connections among features and contex-
tual information, allowing it to acquire features with greater
accuracy and attain higher levels of precision. Additionally,
Table 4 illustrates a comparison between the number of
trainable parameters in the proposed network and those in
state-of-the-art architectures. The analysis indicates that the
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TABLE 4. Parameter analysis of the proposed model.

proposed network outperforms its counterparts while using
fewer trainable parameters.

V. CONCLUSION
Grapes offer numerous nutritional benefits, including high
levels of antioxidants, vitamins, and minerals. However,
diverse climatic conditions during grape cultivation make
them susceptible to different diseases. Current disease detec-
tion methods rely on manual visual recognition of symp-
toms, leading to delayed treatment and potential crop loss.
Advanced computer vision techniques can address this chal-
lenge by providing automatic and accurate disease classifica-
tion. This research proposes a novel network for grape leaf
disease detection with two feature extraction tracks for pre-
cise classification. The first track utilizes Inception-ResNet
blocks and CBAM to achieve optimal balance and enhance
feature representation. CBAM integrates Channel and Spa-
tial Attention mechanisms to focus on informative channels
and spatial regions. The second track employs a Shuffle
transformer to effectively extract long-range dependencies.
The features from both tracks are combined and subjected
to the Coordinate attention module to further refine feature
representation for precise classification. The proposedmodel,
trained on the Grape leaf disease dataset from Plant Village,
achieves an accuracy of 99.56%. The proposed network is
limited to detect disease patterns acquired from constrained
leaf portions under experimental setup. Though it performs
well for this constrained setup, as an extension, further
research is required to detect diseases from large scale land-
scape images acquired through drones for real-time deploy-
ment. Other potential future research directions include
refining segmentation algorithms to improve the accuracy of
outlining disease markers in grape leaf images and extend-
ing the proposed framework to other plant types, enabling
computer-aided disease classification across various crops.
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