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ABSTRACT 5G technology is a key factor in delivering faster and more reliable wireless connectivity.
One crucial aspect in 5G network planning is coverage prediction, which enables network providers to
optimize infrastructure deployment and deliver high-quality services to customers. This study conducts a
comprehensive analysis of machine learning algorithms for 5G coverage prediction, focusing on dominant
feature parameters and accuracy. Notably, the Random Forest algorithm demonstrates superior performance
with an RMSE of 1.14 dB, MAE of 0.12, and R2 of 0.97. The CNNmodel, the standout among deep learning
algorithms, achieves an RMSE of 0.289, MAE of 0.289, and R2 of 0.78, showcasing high accuracy in 5G
coverage prediction. Random Forest models exhibit near-perfect metrics with 98.4% accuracy, precision,
recall, and F1-score. Although CNN outperforms other deep learning models, it slightly trails Random
Forest in performance. The research highlights that the final Random Forest and CNN models outperform
other models and surpass those developed in previous studies. Notably, 2D Distance Tx Rx emerges as the
most dominant feature parameter across all algorithms, significantly influencing 5G coverage prediction.
The inclusion of horizontal and vertical distances further improves prediction results, surpassing previous
studies. The study underscores the relevance of machine learning and deep learning algorithms in predicting
5G coverage and recommends their use in network development and optimization. In conclusion, while
the Random Forest algorithm stands out as the optimal choice for 5G coverage prediction, deep learning
algorithms, particularly CNN, offer viable alternatives, especially for spatial data derived from satellite
images. These accurate predictions facilitate efficient resource allocation by network providers, ensuring
high-quality services in the rapidly evolving landscape of 5G technology. A profound understanding of cov-
erage prediction remains pivotal for successful network planning and reliable service provision in the 5G era.

INDEX TERMS 5G coverage prediction, classifier algorithm, deep learning, performance evaluation, feature
importance.

I. INTRODUCTION
The rapid development and deployment of 5G networks
have brought about new opportunities and challenges in the
telecommunications industry. One of the key challenges is
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accurately predicting the coverage of 5G networks, which
is crucial for efficient network planning and optimization.
In recent years, machine learning algorithms have emerged as
a promising approach to address this challenge. 5G networks
are expected to revolutionize the telecommunications
industry by providing enhanced coverage, ultra-reliable low
latency, high data rates, massive connectivity, and better
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support to mobility [1]. However, the successful deployment
and optimization of 5G networks require accurate prediction
of network coverage. The ability to predict coverage is
crucial for efficient network planning and optimization, as it
helps network operators to identify coverage gaps, optimize
network resources, and improve the quality of service for end-
users [2].

Machine learning (ML) is a set of methodologies for mak-
ing predictions based on datasets and modeling algorithms.
Methods based on machine learning have been used in a
variety of fields, including speech recognition, image recog-
nition, natural language processing, and computer vision.
In general, machine learning techniques can be grouped into
three main categories based on how they process and use
data. This classification helps provide a better understanding
of how machines learn from experience and make decisions.
There are supervised learning, unsupervised learning, and
reinforcement learning. Also, all machine learning methods
rely on the type of information (input features) that is used
for the training. Machine learning methods can be classified
as supervised learning and unsupervised learning. For
classification or regression issues, supervised learning is used
to learn a function or relationship between inputs and outputs.
Unsupervised learning, on the other hand, is the process of
extracting hidden rules or connections from unlabeled data.

Many telecommunication domains have already achieved
significant progress in ML-based research on topics such
as propagation loss prediction, channel decoding, signal
detection, and channel estimation [3], [4], [5]. Machine
learning algorithms have emerged as a promising approach
to address the challenge of 5G coverage prediction. These
algorithms can analyze large amounts of data and identify
complex patterns and dependencies that influence network
coverage. By incorporating machine learning algorithms into
the network planning and optimization process, network
operators can improve the accuracy of coverage predictions
and optimize network performance [6]. Previous research has
explored the use ofmachine learning algorithms for 5G cover-
age prediction, including deep learning algorithms, decision
tree algorithms, and support vector machines [7]. And also,
in research [8], [9] also discusses coverage prediction in 4G
technology using machine learning algorithms. In paper [8],
a supervised machine learning algorithm is presented using
several parameter features. Then the research is continued and
presented in paper [9], where in this paper only the random
forest model machine learning algorithm is used, which is
claimed to have a higher level of accuracy performance.
In paper [6], several parameter features are used in this
research for 4G coverage prediction process.

Apart from the studies mentioned in these papers, the
actual use of machine learning algorithms for coverage pre-
diction has been widely implemented and used. From these
various studies, with various uses of machine learning algo-
rithms of both regression and classification types, even to the
development to the ensemble learning stage, it shows that the
use of machine learning algorithms for coverage prediction

is highly considered. Because from various studies, it shows
that the coverage prediction results produced using machine
learning algorithms producemore accurate andmore efficient
prediction results, when compared to the prediction results
using conventional methods. So that until now, research
continues to be carried out and developed related to coverage
prediction using various machine learning algorithms with
various case studies, parameter feature variations and other
variations, in order to obtain algorithms with the best
prediction results and performance evaluation metrics.

In line with the use of machine learning algorithms, the
use of deep learning algorithms has also continued to be
developed and has not gone unnoticed in optimization and
planning activities in telecommunications networks. Deep
learning algorithms, known for their ability to extract deep
and complex feature representations from data, are becoming
a critical element in improving the efficiency, performance,
and resilience of telecommunications networks. In the con-
text of prediction, where signal coverage estimation, capacity
planning, and traffic management are key parameters, deep
learning offers solutions that are also quite adaptive. The
importance of deep learning in telecommunications lies in its
ability to automatically identify patterns, understand hierar-
chical relationships, and respond to environmental changes
quickly and efficiently. Deep Reinforcement Learning (DR),
Long Short Term Memory (LSTM), and Convolutional
Neural Network (CNN) are the three most often used deep
learning models [10]. They are getting more popular as a
result of problems in all of the machine learning models
that have been built up to this time [11]. These machine
learning models are distinguished by their weakness as
additional data is provided, which causes their accuracy to
decline because they are prone to overfitting [12]. With
architectures such as Convolutional Neural Networks (CNN)
and Long Short-TermMemory (LSTM), deep learning is able
to process spatial and temporal data very well, opening the
door for more accurate and adaptivemodelingwith a diversity
of parameterized feature models that can be used later in the
coverage prediction process.

Some data-driven technologies using deep learning or
machine learning can help manage 5G infrastructure. For
example, dynamic mobile traffic analysis can be used to
predict user position, which enhances handover mecha-
nisms [13]. Another example is the use of previous physical
channel data to anticipate channel state information, which
is a difficult analytical problem to solve [14]. Another
example is the allocation of network slices based on user
requirements, taking into account network state and available
resources [15]. All of these examples are data-driven
especially using deep learning algorithm. Some instances are
based on historical data analysis and are used to forecast
certain behaviors, while others are based on the current state
of the environment and are used to aid in decision making.

While the use of deep learning algorithms for coverage
prediction has also previously been used, although its use
is still very limited and also has limitations on the results
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of evaluating the performance of the prediction results. The
research presented in [16], shows the use of deep learning
algorithms for several jobs in the telecommunications field,
especially related to the adaptation of the use of 5G technol-
ogy. In the study, of the three deep learning algorithms used
in this study, namely DR, LSTM, and CNN, showed that the
CNN algorithm showedmuchmore optimal prediction results
when compared to the other three algorithms. In addition, the
research presented in papers [17], [18] recommends the use
of the CNN algorithm for prediction. Whereas in the study
presented in [19], where this study focuses on predicting the
received reference signal power (RSRP) in cellular networks
using deep learning techniques. According to the researchers,
the current approach of using a path loss model for signal
prediction was found to be inaccurate. The study, however,
does not explicitly mention any specific algorithm as superior
or recommended. However, it highlights the effectiveness
of deep learning for RSRP prediction, suggesting that deep
learning algorithms are suitable for this task. From various
studies related to coverage prediction using deep learning
algorithms, it turns out that the use of this algorithm is still
very rare and there are still few who use it for coverage
prediction, especially in 5G networks. This is also the
supporting background for us to conduct research and also
evaluate the performance related to coverage prediction on
5G networks using deep learning algorithms.

Features selected or generated from data play a crucial
role in the predictive ability of machine learning models,
including in the context of coverage prediction in telecom-
munications. The importance of features can be measured
through the concept of ‘‘feature importance’’. Features that
are relevant to the prediction target (coverage) will have
a great influence on the prediction. If a feature has a
strong relationship with the signal coverage, the model will
tend to rely on that feature in making predictions [20].
Furthermore, important features can increase the reliability
of the model. Models that rely heavily on less relevant or
unimportant features may tend to be less reliable and may
not generalize well to new data. There are several parameter
features used in coverage prediction, which were previously
taken and adapted from parameters used in conventional
models. Such as parameters related to frequency, transmitting
and receiving antenna height, distance between transmitter
and receiver, and parameters related to transmitting antenna
factors used in conventional prediction models are still
very limited. By using machine learning algorithms, one
of the advantages offered is being able to input and train
data from various parameters that can affect the prediction
results [21]. This is the case with coverage prediction, where
the influential parameters are not only a matter of frequency,
distance between transmitter and receiver, or the height of
the transmitting and receiving antennas, but there are many
parameters that can be considered.

Recent studies have begun to use a much larger and more
varied set of parameterized features. The study conducted
in [22], initiated the use of a large number and variety

of parameter features. If in the previous study [23], [24],
[25], the parameter features used were only limited to the
distance of Tx and Rx, frequency, and height of Tx and Rx.
Then in [22], additional parameter features are also used in
addition to the commonly used ones, namely Tx tilt angle,
Tx azimuth angle, transmit power, clutter, building height,
vertical distance of Rx from themajor lobe signal.Where data
obtained from variations and additional parameter features
used can be used as training data in training the machine
learning algorithm used. Besides, in the study conducted
in [8], several other parameter features that can be considered
in coverage prediction are height ratio of Tx and Rx, tilt angle
of transmitted signal to Rx, Rx elevation angle. Whereas
in [9], new additional parameter features are used in the
form of azimuth offset angle, tilting offset angle, elevation
angle, and the status of the signal from base station antenna
to receiver (UE). Looking at the various parameter features
used in previous studies related to coverage prediction, in this
current study use several parameter features that have been
used in previous studies and also add other parameter features
that have not been tried in previous studies. Some parameter
features that have the possibility and ability to predict 5G
coverage, such as parameter features about the horizontal
and vertical distance of the receiver from the boresight of
the transmitting antenna. It is hoped that these parameter
features can become alternative parameter features used to
predict coverage, especially in 5G networks and produce
more accurate accuracy performance.

In addition to paying attention to the use of parameter
features used in 5G coverage prediction, it turns out that
the use of algorithms also needs to be considered about
which algorithms can produce the best prediction accuracy
performance. Machine learning algorithms that used and
analyzed in this study is machine learning classification
algorithm models, there are Logistic Regression, K-Nearest
Neighbors (KNN), Naive Bayes, Random Forest, Support
Vector Machine (SVM), XGBoost, LightGBM, AdaBoost,
and Bayesian Network Classifier. Also, in addition to using
machine learning algorithms, this study also using deep
learning algorithms to predict coverage in 5G networks.
The deep learning algorithms used include Multi Layer
Perception (MLP), Long Short Term Memory (LSTM), and
Convolutional Neural Network (CNN). The various algo-
rithms used in this study will then be evaluated regarding the
performance of these algorithms on the resulting prediction
results. There are several parameters that become evaluation
metrics in this study. Among them are evaluation metrics in
the form of RootMean Square Error (RMSE),MeanAbsolute
Error (MAE), and R-Squared. In addition to these evaluation
metrics, performance evaluation metrics of the accuracy of
the prediction results generated from each algorithm are also
used, namely accuracy, precision, recall, and f1-score. The
accuracy performance parameters measured in this study
related to the 5G coverage prediction process.

In conclusion, accurate prediction of 5G coverage is crucial
for efficient network planning and optimization. Machine
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learning algorithms have the potential to improve the accu-
racy of coverage predictions and enhance the efficiency of 5G
networks. These studies have highlighted the importance of
feature parameters in predicting 5G coverage. By identifying
the dominant feature parameters and evaluating the prediction
accuracy of different algorithms, we can gain insights into the
effectiveness of these algorithms in predicting 5G coverage.
By conducting a comparative analysis of machine learning
algorithms and identifying the dominant feature parameters,
this study aims to contribute to the advancement of 5G
coverage prediction. The findings of this research can provide
valuable insights for network operators and researchers in
optimizing the deployment and performance of 5G networks.

In the following sections, we will discuss the related work
on machine learning for 5G coverage prediction. We will
then present the methods used in this study. Finally, we will
analyze and compare the prediction accuracy of different
machine learning algorithms and discuss the implications
of the findings. Overall, this research aims to contribute to
the understanding of machine learning algorithms for 5G
coverage prediction, providing valuable insights for network
operators and researchers in optimizing the deployment and
performance of 5G networks.

The main contributions of this paper can be summarized as
follows:

1) Insight into the trained machine learning classification
and deep learning model behaviour especially to
validate the impact of utilizing new types of features,
i.e., horizontal and vertical distance of Receiver (Rx)
from boresight of Transmitter (Tx) Antenna for 5G
coverage prediction.

2) Evaluate the performance of machine learning clas-
sification algorithm: Logistic Regression, K-Nearest
Neighbors (KNN), Naive Bayes, Random Forest, Sup-
port Vector Machine (SVM), XGBoost, LightGBM,
AdaBoost, and Bayesian Network Classifier in training
prediction data and evaluating the accuracy of the
prediction results usingmachine learning algorithms on
5G networks. The best performance of the final trained
model is evaluated against best model in previous
works.

3) Also, in this paper will evaluate the performance of
deep learning algorithm: Multi Layer Perception, Long
Short Term Memory, and CNN in training prediction
data for 5G coverage.

4) Identifying the dominant feature parameters and evalu-
ating the prediction accuracy of different algorithms,
we can gain insights into the effectiveness of these
algorithms in predicting 5G coverage.

II. CLASSIFICATION ALGORITHMS IN MACHINE
LEARNING FOR 5G COVERAGE PREDICTION
Based on the input data, supervised learning develops a
function to predict a defined label. It might be either
categorizing data (classification problem) or forecasting an
outcome (regression algorithms). Predicting the coverage of

5G mobile networks also can be categorized as classification
type problem [26]. Classification is a type of supervised
machine learning in which the model attempts to predict the
proper label of given input data. In classification, the model
is fully trained on training data before being tested on test
data and used to predict new unobserved data. The capacity of
classificationmodels to classify input data into several classes
or categories based on patterns and correlations existing in the
datamakes themwell-suited for this purpose. The objective of
classifying various places or regions into groups is to forecast
5G coverage. The most significant characteristics that influ-
ence coverage can be found using classification models. This
aids in network optimization by enabling a better knowledge
of the variables that have a substantial impact on coverage
quality. Between classification and regression techniques,
there can occasionally be some ambiguity. Regression and
classification can both be performed using a variety of
algorithms, with classification simply being a regression
model with a threshold applied. The number is classified as
true when it exceeds the threshold and categorized as false
when it is lower.

A. LOGISTIC REGRESSION
Logistic regression is a statistical method used to analyze the
relationship between a dependent variable and one or more
independent variables [27]. A statistical technique called
logistic regression is employed to examine the relationship
between a dependent variable and one or more independent
variables. It is frequently used for binary classification issues
where there are two alternative outcomes for the dependent
variable.

Logistic regression is a statistical method that is widely
used in various disciplines, including telecommunications,
and has proven its value in predicting and analyzing data.
In telecommunications, the use of this algorithm is mostly
used to predict and classify telecommunication customers
based on their characteristics and behaviour. Logistic regres-
sion models provide accurate predictions, which can help
decision makers gain a better understanding of individual
interactions and group-level customer behaviour [28]. The
use of logistic regression algorithms allows the formulation
of equations and the calculation of probabilities, which are
essential for classifying customers into different groups.
Also, this algorithm model can be used by organizations to
conduct marketing research, understand customer needs, and
produce goods accordingly, leading to sustainable brand and
network loyalty [29].

However, the use of this logistic regression algorithm has
never been used in research related to predicting signal levels
or coverage in an area. Therefore, this research will also try to
use this algorithm to predict signal coverage levels, especially
in 5G networks.

B. K-NEAREST NEIGHBORS (KNN)
The K-Nearest Neighbors (K-NN) algorithm is a supervised
classification algorithm that can be used for classification
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and regression problems. It categorizes items based on their
closest neighbors. This is an example of situational learning.
The Euclidean distance is used to calculate the distance
between an attribute and its neighbors. The algorithm
employs a group of named points to mark another point.
The data is sorted based on similarities, and K-NN can
be used to fill in missing data values. After filling in
the missing values, the data set is subjected to several
prediction algorithms. Using varied combinations can help
you improve your accuracy. K-NN is simple to implement.
This algorithm is used for classification, regression, and
search. The technique operates by locating the K nearest data
points to the new data point and allocating the new data
point to the class with the highest frequency of occurrence
among its K nearest neighbors. Cross-validation or other
performance measures can be used to determine the value of
K. KNN has been utilized in a variety of wireless network
applications, including localisation, beamforming, MIMO,
anomaly detection, and network slicing [30]. KNN can
also be used in conjunction with other machine learning
algorithms, such as deep learning, to boost performance [31].

The use of the KNN algorithm has previously been
used in coverage prediction. In the research presented
in [32], developed a machine learning model to predict
radio signal strength in certain geographic areas based on
transmitter placement. The dataset consists of simulated
power at each point in the neighborhood for a given set
of transmitter locations. Various machine learning models,
including generalized linear models (GLM), neural networks
(NN), and k-nearest neighbors (KNN), were tried. Feature
engineering approaches are used to improve the predictive
performance. In this research, the K-nearest neighbor (KNN)
model has the best performance with an average mean
absolute error (MAE) of 0.65 dB and is also much faster to
train than other. However, it is not detailed that the prediction
is done in what type of cellular network. So maybe the
prediction results using KNN, will also produce different
evaluation values for some other cellular network conditions.

Whereas the research presented in paper [33], discusses
the application and comparison of various machine learning
techniques to predict received signal strength (RSS) in
cellular communications. The training set was generated
using experimental measurements from an unmanned aerial
vehicle (UAV). This paper creates a prediction model for RSS
using five basic learners, including the use of KNN in it.
Compared to other algorithms, the RMSE result generated for
the KNN algorithm is not good enough, which is about 6.993.
There are several factors of parameter features that need to be
considered, as well as the KNN concept itself that does not
optimally produce predictions for UAV measurements.

Based on previous existing research, which has not actually
been carried out experiments and predictions of signal levels
and coverage specifically specifically on 5G technology
using the KNN algorithm, so that in this research a study
will be carried out related to this matter. In the context of 5G
coverage prediction, KNN can be used to forecast whether

or not a specific location will have 5G coverage based on
a variety of independencharacteristics such as population
density, terrain, and proximity to current infrastructure.

C. NAIVE BAYES
Naive Bayes is a probabilistic classification algorithm that
can be used for 5G coverage prediction. It works by
calculating the probability of a new data point belonging to
a certain class based on the probabilities of its features given
that class.

In previous research, the use of Naive Bayes algorithm
has never been used to predict signal level or coverage in a
cellular telecommunication system. In the research presented
in the paper [34], a proposed approach for customer churn
prediction (CCP) using the Naïve Bayes classifier as the
base model was conducted. It assumes that the features are
conditionally independent given the class label, which is a
simplifying assumption known as the ‘‘naive’’ assumption.
The classifier calculates the probability of each class label
given the input features and selects the class label with
the highest probability as the predicted class. It uses the
training data to estimate the probability of each feature value
given each class label, and then combines these probabilities
using Bayes’ theorem to calculate the posterior probability
of each class label given the input feature. The Naïve Bayes
classifier is computationally efficient and works well with
high-dimensional data, but may make incorrect assumptions
about feature independence in some cases.

Until now, the use of this Naive Bayes algorithm is still
very limited, especially its use in coverage prediction in
cellular telecommunications systems. Therefore, this study
will try to use the naive bayes algorithm and evaluate its
performance on coverage prediction results, especially in 5G
networks.

D. RANDOM FOREST
Random forest is a machine learning algorithm that can be
used for 5G coverage prediction. It is an ensemble learning
method that combines multiple decision trees to improve the
accuracy and robustness of the model. The algorithm works
by building multiple decision trees on random subsets of
the data and features, and then aggregating their predictions
to obtain a final prediction. Random forest can handle both
categorical and continuous variables, and can also handle
missing values and outliers.

The use of the Random Forest algorithm, especially in
coverage prediction in cellular telecommunications systems,
has been widely used and recommended, because this
algorithm can produce quite good performance evaluation
results when compared to other algorithms. The emergence
of the use of the Random Forest algorithm for signal
level prediction began with a comparative study conducted
by [33], who conducted measurements using experimental
measurements from an unmanned aerial vehicle (UAV). From
the results of comparisons made on various machine learning
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algorithms, Random Forest shows the best performance
results when compared to other algorithms.

In addition, in research specifically conducted to predict
coverage on cellular telecommunications systems in 4G
networks, presented in papers [8], [9] it is conveyed about
the limitations of current network planning techniques
that are still conventional in the development of mobile
digital connectivity, which hinders the development of
sustainable Internet-oriented economies and technologies.
In this research, a comparison and evaluation of several
machine learning algorithms is carried out in predicting
coverage. Of the several algorithms tried, the performance
evaluation results show that the Random Forest algorithm is
the algorithm that has the best performance evaluation value,
which is indicated by the lowest RMSE value and is below 7.

In addition, in research [35], the ensemble learning model
was also developed which became the Random Forest
algorithm as the basis of the model used. The Extremely
Randomized Trees Regressor (ERTR) algorithm model is
used to predict coverage on 5G networks in dense urban
environments around Victoria Island and Ikoyi in Lagos,
Nigeria. This research also compares various algorithms,
namely Random Forest itself and several other algorithms.
From the performance evaluation, the resulting value for
ERTR and RF is the best value when compared to other
algorithms and also compared to previous research, which
reaches around 2.23 dB.

From some of the considerations given in previous
research, this study will also predict coverage, especially in
areas that have 5G networks. The hope is that of course the
use of RF in this study will also produce the best performance
evaluation results, even better than previous research.

E. SUPPORT VECTOR MACHINE (SVM)
SVM (Support Vector Machine) is one of the ML models
tested and evaluated in the research for cellular network
coverage prediction based on received signal strength. SVM
is a kernel-based model that uses kernel functions to solve
regression problems and can convert data sets to different
dimensions to find the best hyperplane arrangement.

In [8], the SVMmodel showed less predictive performance
compared to othermodels, with anRMSE (RootMean Square
Error) of 6.62 dB and an R2 (coefficient of determination) of
0.66. From these studies, the use of the SVM algorithm has
limitations including model inefficiency when dealing with
large data sets and noise.

F. XGBOOST
XGBoost is a well-known machine learning method that can
be used to predict 5G coverage. It is an ensemble learning
method that integrates numerous decision trees in order to
improve the model’s accuracy and robustness. XGBoost is
well-known for its scalability, speed, and capacity to handle
large amounts of data.

The use of the XGBoost algorithm also turns out that
in detail it has never been used for coverage prediction in

cellular telecommunications systems. Most of the use of
the XGBoost algorithm to date has been used to develop
customer churn prediction models. In the paper [36], [37],
these two studies discuss the challenges of unbalanced data
sets in the telecommunications industry and the variations in
real telecommunications data compared to publicly available
data sets. By utilizing the application of XGBoost Algorithm
on this dataset, it achieves 97% of accuracy evaluation
performance result and 88% of F1 score. However, this may
be different if applied to other predictions.

Therefore, since there are still limitations to the use of
the XGBoost algorithm, especially in coverage prediction
in mobile telecommunications systems, this study will
consider and evaluate the performance of using the XGBoost
algorithm for coverage prediction in 5G networks.

G. AdaBoost
AdaBoost is an ensemble learning method that combines
numerous weak classifiers to generate a strong classifier.
AdaBoost can forecast whether or not a specific place
will get 5G coverage based on a variety of independent
criteria such as population density, terrain, and proximity
to current infrastructure. The approach works by training
weak classifiers on the data iteratively and applying larger
weights to misclassified data points. The final prediction
is obtained by integrating the predictions of all weak
classifiers and weighting them according to their accuracy.
AdaBoost has been employed in a variety of wireless network
applications, including traffic network prediction [38] and
network performance forecasting [39]. However, there are
still limited studies that specifically focus on using AdaBoost
for 5G coverage prediction.

Similar to the XGBoost algorithm, the use of the AdaBoost
algorithm also turns out to be rarely used in coverage
prediction, especially in cellular communication systems.
AdaBoost has been used as a comparison on coverage pre-
diction in cellular communication systems in the paper [33].
In this study, this model is only used in experiments to
measure predictions on unmanned aerial vehicles (UAVs).
AdaBoost has evaluation performance results that are not
very good when compared to other algorithms for coverage
prediction, namely RMSE of 7.112 dB. The evaluation results
show that, AdaBoost is not really optimal if used in coverage
prediction in the study.

Even so, the use of the AdaBoost algorithm still needs
to be considered in predicting various other things in the
telecommunications system. This study will also use and
evaluate the performance results of using the AdaBoost
algorithm in the coverage prediction process, especially in 5G
communication systems.

H. BAYESIAN NETWORK CLASSIFIER
Bayesian networks offer several benefits compared to classi-
cal methods such as Markov Chains, Fault Trees, and Petri
Nets, including the ability to model complex systems, make
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predictions and diagnostics, calculate event probabilities,
update calculations based on evidence, represent multi-
modal variables, and provide a user-friendly graphical
approach [40]. However, there are not many studies that use
the Bayesian Network algorithm in prediction in 5G mobile
network systems. Mostly, the use of the Bayesian Network
algorithm is used to predict throughput and users in cellular
network systems. And until now, there has been no research
related to coverage and signal level predictions.

The research presented in paper [41], describes the use of
Bayesian Network (BN) for throughput reliability prediction
in 5G wireless networks. The BN algorithm is used in this
study to predict future test results by estimating parameters
such as base station load, user location, and moving speed,
which affect the signal-to-noise ratio (SNR) received by users
and the signal interference plus noise ratio (SINR). Computer
simulation results show that the BN model can effectively
infer user throughput under low-speed movement conditions.

Then in paper [40], discusses modeling the prediction
of 5G wireless network service reliability using Bayesian
networks. This model is used to predict network service
reliability and infer the hidden status of the network. The
use of Bayesian networks allows a compact representation of
the joint probability distribution, making it easier to model
the reliability of network services. This research offers a
promising direction for designing next-generation networks
that meet high quality of service requirements.

Most of the limited research that has been done using
Bayesian Network, no one has discussed in detail the
conditions and performance evaluation of this algorithm on
the predictions made. Especially the use of this algorithm for
coverage prediction in 5G cellular communication systems,
no one has discussed and used it. So that in the current study,
the Bayesian Network algorithm is also used in coverage
prediction, especially in 5G networks.

III. DEEP LEARNING ALGORITHMS FOR 5G COVERAGE
PREDICTION
The application of deep learning algorithms in cellular
communication system coverage prediction has become a
major trend due to its ability to process complex and non-
linear data. Deep learning is a branch of machine learning
that uses deep neural networks to understand complex and
deep patterns in data. The importance of using deep learning
algorithms in coverage prediction lies in their ability to
automatically extract relevant features from the large and
diverse data generated by mobile communication systems.
By involving layers in a neural network, deep learning
algorithms can identify complex relationships between the
various parameters used and influence the resulting predic-
tion results.

The difference between deep learning algorithms and
ordinary machine learning lies in the ability of deep learning
algorithms to automatically extract more complex features
without requiring manual extraction. Deep learning algo-
rithms can better handle unstructured data, and the layers in

neural networks allow for a deeper understanding of patterns.
In addition to using a classification model machine learning
algorithm, this research also uses a deep learning algorithm
model to predict coverage and signal levels, especially for 5G
networks. Deep learning algorithms that used include Multi
Layer Perception (MLP), Long Short TermMemory (LSTM)
and Convolutional Neural Network (CNN).

A. MULTI LAYER PERCEPTION (MLP)
Multi-Layer Perceptron (MLP) is a type of neural network
architecture that consists of several interconnected layers.
Each neuron in one layer is connected to a neuron in the next
layer. MLP is used for tasks such as classification, regression,
and pattern recognition in complex and non-linear data.

Multilayer Perceptron (MLP) is a type of feedforward
artificial neural network that is suitable for modeling
non-linear data and has been widely used in various
prediction applications, including 5G coverage prediction.
The study presented in [42] focuses on predicting path
loss using multi-layer perceptron (MLP) neural networks
for network planning and optimization in 5th generation
and future communication systems. A path loss model
based on MLP neural networks is created by combining
measurement data and environmental features extracted
using environmental characterization methods. Comparative
analysis of data experiments shows thatMLP neural networks
can accurately predict path loss, and the inclusion of
environmental features improves the performance of the
model. To address the problem of interference clutter
that reduces the accuracy of MLP-based path loss models
and their sensitivity to environmental changes, the authors
improved the environmental characterization method based
on line-of-sight (LOs) and non-line-of-sight (NLOs) labels.
This improves the stability and generalization ability of the
MLP-based path loss model. This research also compares
the use of MLP algorithm and conventional pathloss model
algorithms, namely CI model and ABC model. The research
shows that multi-layer perceptron (MLP) neural networks can
accurately predict path loss in communication systems.

However, it turns out that the use of MLP algorithms is still
very limited in various studies. Therefore, theMLP algorithm
will be used in the coverage prediction process in the 5G
network studied in this research. Through this research, the
performance of the algorithm can also be evaluated against
the resulting prediction results.

B. LONG SHORT TERM MEMORY (LSTM)
Long Short-TermMemory (LSTM) is a type of architecture in
the field of deep learning specifically designed to overcome
vanishing gradient and exploding gradient problems in ordi-
nary neural networks. LSTMs are effective in understanding
and modeling sequential relationships in data, such as time
series, and have been widely used in various applications,
including time prediction and natural language processing.
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One of the main advantages of LSTMs is their ability
to overcome the vanishing gradient problem commonly
encountered in conventional neural networks. This allows
LSTMs to capture information over long periods of time,
which is particularly important in applications involving data
sequentiality, such as in telecommunications where real-time
data is critical. LSTMs have two main components, the state
cell and the forget gate, which allow the model to store
relevant information and ignore unnecessary information.
This gives the model the ability to better manage and
store information in data sequentiality. LSTMs can be used
to forecast trends and patterns in real-time data, such as
network traffic, service requests, or network utilization
rates. By understanding the sequentiality of the data, LSTM
can provide more accurate predictions compared to non-
consequential models.

Research related to the use of the LSTM algorithm in
the telecommunications field, one of which is presented in
the research paper [43]. This study focuses on predicting
throughput in LTE networks using the attention-based LSTM
model. The researchers collected TCP and throughput logs
in LTE networks and transformed them using CUBIC and
BBR trace log data. They used the sliding window method to
create input data for the prediction model. The LSTM model
with attention mechanism was trained using the collected
data. This study compares the proposed attention-based
LSTM model with other methods for throughput prediction
in LTE networks. From the presented research results, that
the proposed LSTM-based model with attention mechanism
achieves better throughput prediction performance. The
results showed that the use of LSTM algorithm resulted in
lower RMSE compared to other methods. This also shows
its effectiveness in predicting future throughput in LTE
networks.

In addition, in research in [16], LSTM algorithm is one
of the deep learning models used in this study to predict
the adoption of 5G technology. This study compares the
performance of different deep learning models, including
LSTM, DR, and CNN. The study also mentions that the
LSTM model has been used in various 5G technology
applications, such as anomaly detection in network flows
and security threat detection in 5G core wireless networks.
From the results, it shows that the LSTM model produces
accurate prediction results, but the DR and CNN models are
found to bemore effective in predicting factors that will affect
5G adoption. Overall, the LSTM algorithm played a role in
predicting the adoption of 5G technology in this study, but
was found to have poorer data quality compared to other deep
learningmodels such as DR andCNN. The specific reason for
this difference in data quality was not explicitly mentioned
in the source provided. However, it is important to note that
the LSTM algorithm is known for its ability to handle long
time lags and complex tasks. It is possible that the nature of
the data used in this study, which includes channel metrics,
context metrics, cell metrics, and throughput data, may not
be suitable for the LSTM algorithm.

Based on the advantages and limitations of the LSTM algo-
rithm model, this current study will evaluate the performance
of using the LSTM algorithm and the prediction results of the
5G coverage prediction conducted in this study. Hopefully,
this research can provide an overview of the performance
of the LSTM algorithm in the coverage prediction process,
especially in 5G networks.

C. CONVOLUTIONAL NEURAL NETWORK (CNN)
Convolutional Neural Network (CNN) is commonly used for
processing spatial data, such as images, and has also been
applied in the context of 5G coverage prediction, especially
when spatial data such as network maps are used as input.
This is because CNNs have the ability to recognize spatial
patterns and local features in data, making them highly
effective in image and spatial data processing tasks.

The CNN algorithm is able to automatically identify and
extract hierarchical features at various levels of abstraction.
This enables the model to understand complex data structures
such as images or spatial patterns in network data. CNNs
have invariance to shifts and transformations in the data.
This allows CNNs to remain effective in recognizing patterns
even if the position or orientation of the pattern changes.
In addition, CNNs can also model the spatial context of the
data, which is useful in understanding the spatial relationships
between elements in telecommunications data, such as the
locations between base stations or the spatial distribution of
users.

In addition to this, CNNs can be used to analyze satellite
images or network maps to detect and understand important
elements in telecommunications networks, such as cell
towers, network topology, or user density. The advantages
and benefits offered in the use of the CNN algorithm make
CNN one of the deep learning algorithms that is often used
in the implementation of various predictions, especially in
the field of telecommunications. Even some studies related to
coverage prediction in cellular communication systems have
also used this CNN algorithm.

In the research presented in research [17], where this
research presents the latest advances in the rapid prediction
of signal power in mmWave communication environments
using machine learning (ML). The use of the CNN algorithm
in this study is used as an algorithm to train the model to
provide power estimates with good accuracy and real-time
simulation speed. Improved training data pre-processing
techniques. This study successfully extends the prediction
to 3D, allowing for arbitrary transmitter heights. However,
the rationale for using CNN algorithm in this study is not
clearly and significantly explained. So it does not appear the
advantages of using CNN in this study.

Whereas in research [18], this study proposes a Con-
volutional Neural Network-based Auto Encoder (CNN-
AE) to predict the level of location dependence and
coverage probability in cellular networks. It compares the
performance of CNN-AE with stochastic geometry-based
analytical models and shows significant improvement in
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coverage and rate prediction errors. In addition, this paper
proposes a low complexity algorithm that uses trained
CNN-AE to calculate locations for new base stations to meet
specific performance objectives. The use of CNN-AE enables
more accurate prediction of location-dependent rate and
coverage probabilities in cellular networks. The improved
performance of CNN-AE over SG-based models suggests
that deep learning-based approaches can provide better
network performance estimation in real-world scenarios.
The CNN-AE model outperforms the stochastic geometry
(SG)-based analytical model in terms of coverage and rate
prediction errors. The coverage prediction error is improved
by 40% and the rate prediction error is improved by 25%
compared to the best-fit SG-based model.

In addition, the use of the CNN algorithm in research [16]
also showed significant results. From this paper, CNN
(Convolutional Neural Network) algorithm is one of the deep
learning models used in this study to predict the adoption
of 5G technology. The CNN model was found to be the
most effective in predicting the factors that will influence
5G adoption, outperforming the LSTM and DR models in
this study. The CNN model in this study uses layers such
as input layer, convolution layer, pooling layer, and output
layer to process input images and generate feature maps. The
study concludes that the DR model and CNN model produce
aesthetically pleasing results and can be used with existing
data sets. The CNN model was highlighted as providing the
most accurate 5G adoption rate estimates due to its ability to
recognize and extract patterns from convolutions.

From some of the research results that have been conducted
and presented in other studi and paper, it shows that the use
of CNN algorithms can be one of the best considerations in
predicting coverage, especially in 5G technology systems.
So, in this research, it will also be evaluated regarding the
use of the CNN algorithm in predicting 5G signal coverage
levels.

IV. METHODOLOGY
To create an accurate Synchronization Signal-reference
signal received power (SS-RSRP) prediction model, the
features must be able to properly define the receiver (Rx)
location in relation to the transmitter (Tx) antenna location.
Aside from that, the featuresmust be able to explain the signal
propagation status as well as the operational environment’s
properties. As a result, the quantity of signal attenuation
encountered before to reaching the Rx location can be
predicted more precisely.

SS-RSRP reading measurement can be performed on 5G
NR Network. 5G NR networks have distinct characteristics,
but the objective of their use is the same, there is UEmeasures
RSRP on a regular basis for cell selection/reselection and
handover [44]

A. DATA COLLECTION AND DATASET PREPARATION
To begin the study, a highly curated dataset including
essential information about 5G network coverage was picked.

This dataset includes geographical features, environmen-
tal variables, and signal intensity measurements, all of
which contribute to coverage prediction. The dataset was
meticulously preprocessed prior to analysis, including data
cleansing, treatment of missing values, and scaling to ensure
uniformity and correctness in later phases

For this study, dataset is constructed from a compre-
hensive measurement campaign conducted in Batununggal
Area, a densely populated area in Bandung City, West
Java, Indonesia. This area representing urban environment
using hardware and software described in Table 1. The
measurement campaign was conducted at a vehicle speed
below 30 km/h to minimize the fast fading effect due to the
Doppler shifts [45]. This area consist of 10 g-NodeB, and
each g-NodeB has 3 tranceiver BS Antenna. The selection
of Batununggal area was made because in the area there are
already 5G networks that are quite dominant covering the
area. Because, in Indonesia for the existence of 5G network
is still in the stage of development by the provider of cellular
network services, so it is not massive and not comprehensive.
For drive test result in Batununggal Area, shown in Figure 1

The measurement campaign was carried out for two
reasons, there are to generate the model training dataset
and to generate a test dataset. The drive test data must be
cleansed before any dataset preparation procedures can begin.
The data acquired under static conditions must be deleted
to verify that the data is error-free [46]. From base station
specification we will have some parameters that can be used
for the training model of the dataset and also to determine
other parameters, there are antenna type, base station antenna
height at above sea level (ASL), antenna tilting degree, base
station position coordinate, and antenna direction. And also,
from drive test results obtained in the Batununggal area,
as shown in Figure 1, are subsequently extracted in the
form of.csv and then processed. From the processing results
based on the drive test results carried out, we will get some
parameters data that can be used for the training model of
the dataset, among them are 2D distance between eNodeB
(eNB) andUE, antenna height of UE at above sea level (ASL),
UE position coordinate. From correlation of base station
specification and drive test result, wewill get and find another
generated parameter, there are elevation angle from g-NodeB
to UE position, azimuth offset angle, tilting offselt angle, and
horizontal and vertical distance of receiver from boresight of
base station antenna. The input feature parameters are further
summarized in Table 2 for a clear explanation. The selection
of these ten factors as input data was based on previous work
using electromagnetic wave propagation understanding.

B. MODEL TRAINING AND VALIDATION
In this study, to train and validate the ML-based SS-
RSRP prediction model, we used Colaboratory by Google.
Colaboratory by Google (Google Colab in short) is a Jupyter
notebook based runtime environment which allows you to run
code entirely on the cloud [47]. It can also be used to test basic
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FIGURE 1. Distribution of drive test data around Batununggal area.

TABLE 1. Parameter of measurement campaign setup.

machine learning models, gain experience, and develop an
intuition about deep learning aspects such as hyperparameter
tuning, preprocessing data, model complexity, overfitting and
more.

To assess each algorithm’s predictive performance, the
dataset was divided into training and testing subsets, with
suitable cross-validation procedures used to reduce overfit-
ting. In this study, all learners were examined using 10-fold
cross-validation (CV). The use of 10-fold cross-validation
(CV) in predicting coverage using machine learning algo-
rithms, the available data will be divided into 10 equal parts
or folds. The algorithm will then be trained on 9 of these
folds and validated on the remaining fold. This process will
be repeated 10 times, each time using a different fold as the
validation set. Finally, the results from each validation step
will be averaged to produce a more robust estimate of the
model’s performance. The use of 10-fold cross-validation can
provide a more accurate estimate of the model’s performance
compared to other cross-validation techniques, especially
when the dataset is large enough to support it. It is essential to
determine the statistical error between the measurement and
RSRP prediction values when examining and validating the
performance of any ML model.

For this study, the given data will be divided into 10 equal
sections or folds while employing 10-fold cross-validation
(CV) in predicting coverage using machine learning algo-
rithms with a total sample size of roughly 1500 signal
level points. Each fold will include about 150 samples. The
algorithmwill then be trained on 9 of these folds before being
validated on the final fold. This method will be repeated ten

times, each time using a different fold as the validation set.
Finally, the validation results will be averaged to produce a
more trustworthy approximation of the model’s performance.
Because it provides a fair balance between the bias and
variance of the mode, 10-fold cross-validation is an excellent
choice for a dataset with a sample size of roughly 1500 signal
level points. It also ensures that the model is trained on a
sufficient amount of data and is not overfitting or underfitting
the data. The choice of the number of folds to use in
cross-validation depends on the size of the dataset and the
computational resources available.

The models were painstakingly trained on training data
before being tested using a range of performance criteria
such as accuracy, precision, recall, or F1-score. These
measurements gave a thorough evaluation of each algorithm’s
prediction ability. And also, we need to evaluate the
performance of the trained model using Root-mean-square
error (RMSE), Mean Absolute Error (MAE), and coefficient
of determination (R2). It is important to assess the statistical
error between the measured and the predicted SS-RSRP
values. RMSE, is shown in (1), is a commonly used metric to
evaluate the performance of the regression prediction models.
It is given, in decibels [20].

RMSE =

√√√√1
n

n∑
i=1

(yi − ŷi)2 (1)

where:

n = total number of samples

yi = actual value i

ŷi = predictive value i

The smaller values of RMSE indicate a better prediction
of the ML model. According to [48], predictive models
with RMSE values less than 7 dB is considered acceptable,
especially in an urban environment.

MAE measures the average absolute error between the
true and predicted values of a model or algorithm. MAE is
also used to compare the performance of different models
or algorithms in making predictions. The smaller the MAE
value, the better the model or algorithm is at making
predictions.MAE can be expressed as in the equation (2) [49].

MAE =
1
n

n∑
i=1

|yi − ŷi| (2)

where

n = total number of samples

yi = actual value i

ŷi = predictive value i

On the other hand, as indicated in (3), we used the
coefficient of determination (R2) to determine the degree of
performance of the prediction models. It is used to describe

18948 VOLUME 12, 2024



H. Yuliana et al.: Comparative Analysis of ML Algorithms for 5G Coverage Prediction

TABLE 2. List feature and explanations.

how effectively the model’s input parameters explain the
variability of the response variable. The model explains
greater variability with higher R2 values. It is given by [50].

R2 = 1 −

∑n
i=1(yi − ŷi)2∑n
i=1(yi − ȳ)2

(3)

where:

n = total number of samples

yi = actual value i

ŷi = predictive value i

ȳ = average of actual values

In addition to the measurements and analysis conducted
to evaluate the data trained using the machine learning algo-
rithm, an evaluation was also conducted on the performance
of the classification model machine learning algorithm.
There are 4 performance evaluations used to evaluate the
classification model machine learning algorithm, namely
Accuracy, Precission, Recall, and F1-Score.

Accuracy, Precision, Recall, and F1-Score are evaluation
metrics used to assess the performance of machine learning
classification models. It is essential to evaluate the classifi-
cations model’s performance before using it in production to
solve real-world situations. Machine learning classification
model performance measurements are used to analyze how
well machine learning classification models perform in a
given situation. This performance evaluation enables us to

understand the models’ strengths and limitations when gener-
ating predictions in new scenarios. As the severity of different
types of errors differs among use cases, these measures
are utilized to balance the classifier estimates as preferred.
Accuracy, Precision, Recall, and F1-Score are significant
evaluation factors in estimating coverage, especially in the
context of 5G technology. Coverage prediction is the ability
to forecast how well a 5G network will cover a certain
geographic area and how well it will provide dependable
services in that location.

The base metric used for model evaluation is often
Accuracy, describing the number of correct predictions over
all predictions. Accuracy can be used to measure the extent
to which the coverage prediction of the 5G model is correct
overall. In this context, accuracy will measure the extent to
which the model can correctly predict the areas that will have
5G coverage. It is calculated as the ratio of the number of
correct predictions to the total number of predictions.

Precision is the ratio of true positives to the total
number of predicted positives. It measures the proportion of
actual positive cases that were correctly identified. Precision
measures the extent to which the model’s positive predictions
are correct. Precision measures the extent to which the
model’s positive predictions are correct. It is useful when we
want to minimize false positives [51]. Precision in the context
of 5G coverage prediction measures the extent to which areas
predicted to have 5G coverage will actually have such cover-
age. In this case, precision will help minimize false positives,
i.e. areas that are incorrectly predicted to have 5G coverage.
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FIGURE 2. RMSE result value for each model algorithm.

Recall is the ratio of true positives to the total number of
actual positives. It measures the proportion of actual positive
cases that were correctly identified. Recall can measure the
extent to which the model is able to correctly identify areas
that should have 5G coverage. In this case, recall will help
minimize false negatives, which are areas that should have
5G coverage but are not predicted. [51]

The F1-score represents the model score as a function of
precision and recall. F-score is a machine learning model
performance metric that gives equal weight to Precision
and Recall when measuring accuracy, making it a viable
alternative to Accuracy metrics (it does not necessitate
knowing the whole number of observations). It is typically
used as a single value that provides high-level information
about the model’s output quality. This is a useful model
metric when attempting to optimize either accuracy or recall
score and the model performance suffers as a result. F1-Score
can be used to find a balance between precision and recall
in predicting 5G coverage. This will aid in optimizing the
trade-off between false positives and false negatives. [52]

The final procedure in the model training session is
hyperparameter tuning, in which a model is tuned in greater
detail to achieve the best performance results. The process
of determining the ideal settings of hyperparameters in a
machine learning model in order to improve its performance
is known as hyperparameter tuning [36]. Hyperparameters
are external configuration variables that are used to regulate
a machine learning model’s training. The purpose of
hyperparameter tuning is to discover the best combination
of hyperparameters for minimizing the loss function and
improving the model’s accuracy or F1 score. Hyperparameter
tuning is critical in machine learning because it ensures
that the model performs optimally and does not overfit
or underfit the data. The significance of hyperparameter
tuning stems from the fact that it has the potential to greatly
increase the performance of a machine learning model.
We can verify that the model is not biased towards specific
characteristics or parameters by determining the ideal values
of hyperparameters. Tuning the hyperparameters can also
help to lessen the danger of overfitting and improve the

FIGURE 3. R2 result value for each model algorithm.

FIGURE 4. Performance evaluation metrics of machine learning algorithm
on training data.

model’s robustness. In this study, hyperparameter tuning
optimization is only performed on the algorithm model
that has the best performance evaluation value among other
algorithm models.

C. DOMINANT PARAMETER IDENTIFICATION
The discovery of dominant feature characteristics driving
5G coverage prediction was one of our investigation.
To evaluate the impact of each parameter on prediction
accuracy, advanced approaches such as feature importance
scores, correlation analysis, and permutation importance
were used. The findings were thoroughly examined in order
to identify the factors that had the greatest impact on coverage
prediction.

The study found that selecting important features is more
important than designing the predictionmode [53]. In another
study that predicted mobile network coverage, the input
parameters used were the 3D distance between Tx and Rx,
Tx height, Rx height above sea level, and frequency [8]. There
are many ways to estimate feature importance, including
random forest measures, permutation feature importance,
and tree-based feature importance [54]. Wrapper methods
such as recursive feature elimination use feature importance
to more efficiently search the feature space for a model.
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FIGURE 5. Comparison of RF model performance with the previous works.

FIGURE 6. Comparison of CNN model performance with the previous
works.

Model inspection and communication can also benefit from
feature importance. Stakeholders may be curious about which
features are most significant for prediction, and feature
importance can assist in answering this issue. In this study,
we evaluate feature importance using the feature importance
algorithm in the classification model algorithm.

This highly organized methodology allowed for a thorough
comparison of machine learning algorithms, allowing for
the identification of dominating feature parameters and the
measurement of prediction accuracy. The study’s findings
may greatly improve 5G network design and optimization
tactics, paving the door for more efficient and resilient 5G
deployments.

These studies have highlighted the importance of feature
parameters in predicting 5G coverage. By identifying the
dominant feature parameters and evaluating the prediction
accuracy of different algorithms, we can gain insights into the
effectiveness of these algorithms in predicting 5G coverage.
It will be analyzed based on the trained data against several
features used in the machine learning classifier algorithm.
Each parameter feature will certainly bring out the dominant
and most frequent role in each data training process. Each
algorithm, of course, will also have which parameter features
are more dominant. This is done and analyzed, hoping to

TABLE 3. Performance evaluation metrics of machine learning and deep
learning algorithm on training data.

TABLE 4. Performance evaluation of examined models.

choose the dominant parameter feature to be able to produce
a more accurate prediction model.

V. RESULT AND DISCUSSIONS
A. FEATURE IMPORTANCE
The idea of ‘‘feature importance’’ emerges as a keystone
in comprehending the intricate interplay between numerous
input parameters and prediction accuracy in the field of 5G
coverage prediction, where the efficacy of machine learning
algorithms is analyzed. In essence, feature importance serves
as a vital link between predictive models and real-world
elements influencing 5G coverage. Its significance in our
study. The significance of feature importance extends beyond
network planning and optimization. It provides legislators
and decision-makers with the data-driven insights they need
to establish effective 5G infrastructure development strate-
gies. Policymakers can direct investments and regulations to
areas that demand attention by focusing on the most relevant
feature factors.

Different machine learning algorithms may have different
dominant feature parameters that affect the accuracy of
coverage prediction. In this study comparing the accuracy of
data classification models. From Figure 7, the figure shows
the distribution of the dominance of parameter features used
for each machine learning algorithmmodel used in this study.
Each algorithm has a dominant feature to be able to produce
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FIGURE 7. Heatmap of feature parameters in 5G coverage prediction.

accurate and better predictions. Of course, each algorithm
will produce different feature choices.

Based on the results of this study, the 2D Distance Tx to
Rx parameter is the dominant feature parameter in predicting
coverage prediction in all algorithm models used in the
research. However, other parameters still have their own
different influences on each algorithm model. The operating
frequency is also an important feature parameter in path loss
prediction models. Ray-tracing models investigate hundreds
of rays and their interactions with the environment, which is
a valid alternative for radio coverage assessments.

B. MACHINE LEARNING PREDICTION MODEL AND
COMPARATIVE RESULT
In this study, we evaluate the model predicted using Machine
Learning Classifier Algortihm, there are Logistic Regression
(LR), KNN, Naïve Bayes, Decision Tree, Random Forest
(RF), Support Vector Machine (SVM), XGBoost, AdaBoost,
Bayesian Network Classifier. And also using Deep Learning
Algorithm, there are Multi Layer Perception, Long Short
Term Memory, and Convolutional Neural Network (CNN).
Table 3 and Table 4 report the comparative result for all
algorithm. Table 3 is shown the performance evaluation
metrics of machine learning algortihm on training data,
such as RMSE, MAE, dan R2 value and Table 4 is shown
comparative result for performance evaluation for each
machine learning and deep learning algorithm. The Table 3
and Table 4 are also represented in the form of a graph
displayed in the figure in Figure 2, 3, and 4.
Figure 2 and 3 shown the visual comparative result RMSE

and R2 for all algorithm. These metrics help us to measure
the accuracy of the model’s predictions and to determine how
well the model fits the data. RMSE and MAE are used to
measure the accuracy of the model’s predictions, while R2

is used to measure how well the model fits the data. A good
model should have a low RMSE and MAE and a high R2

value. And also from Figure 4 shown the visual comparative
result for performance evaluation for each algorithm. This
performance evaluation allows us to identify the strengths

and limitations of these models when generating predictions
in new settings. Likewise, the performance evaluation results
of each classification model machine learning algorithm and
deep learning algorithm that used in coverage prediction in
this study.

It can be seen the best result from the nine of machine
learning algorithms classification models and three of deep
learning algorithms used in this 5G coverage prediction.
From machine learning algorithms classification models,
Random Forest algorithm model which shown the best result
with an RMSE of 1.14 dB, MAE of 0.12, and R2 value of
0.97. And from deep learning algorithm, CNN model shown
the best result with 0.289 for RMSE value, 0.289 for MAE
value, and 0.78 for R2 value. These two models show the best
metric evaluation performance compared to other models.
The evaluation results produced by CNN are the best results
of the three deep learning algorithms used in this study.
In addition, the RMSE value generated by CNN also shows
better results when compared to the RMSE results from
using the Random Forest algorithm. This can be seen in the
RMSE results in Figure 2. However, for other performance
evaluation results, Random Forest turns out to have better
evaluation results than the CNN model.

As shown in Table 4 and Figure 4, the Random Forest
models show an almost perfect performance evaluation,
where the accuracy value is 98.4%, precision is 98%, recall
and F1-score is also 98%. In addition, of the three deep
learning algorithm models used in 5G coverage prediction in
this study, the CNN algorithm shows much better evaluation
results when compared to other models, namely 0.75 or
75% for accuracy value, 0.856 or 85.6% for precision value,
0.878% for recall value, and 0.899 or 89.9% for F1-score.
These evaluation results are the best results of the three deep
learning algorithms used, but the performance evaluation
results are not as good as the evaluation results produced by
the random forest algorithm.

In this research, the use of parameter features is only
limited to 10 parameter features which are numeric feature
types. When processing and training training data for
prediction using the CNN algorithm, these ten parameter
features are arranged in such a way as to form a matrix shape
so that it resembles the shape of a grid matrix or spatial
data. Whereas in coverage prediction using the random forest
algorithm, the trained data is not arranged in a matrix form
resembling grid data or spatial data. In the processing and
data training process, it is much easier to use the Random
Forest algorithm than CNN if the dataset used is only in the
form of ordinary numerical features.

The use of CNN is actually highly recommended for
coverage prediction, especially if the dataset used not
only uses numerical features, but also uses image features.
CNNs are designed to automatically extract image features,
eliminating the need to manually design features, thus
increasing the generalizability of the method. CNNs are
specifically designed for grid-based data processing, such
as images or spatial data. This makes them more efficient
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and effective in handling tasks that involve understanding
spatial patterns, such as in signal level coverage prediction.
Whereas, Random Forest is less optimal for grid-based data
processing and tends to give better results on data structured
in different ways. Thus, the use of parameter features used
for coverage prediction will also greatly affect the evaluation
results and accuracy produced by the algorithms used. If the
parameter features used are only numerical feature data,
it is more advisable to use the Random Forest algorithm.
However, if the parameter features used use satellite image
features or other spatial image data, it is more advisable to
use the CNN algorithm to get much better prediction results.
CNN tends to perform better when using a large amount of
training data, while RF tends to perform better on small data.
However, there are also some challenges to consider in using
CNNs, such as limitations in classification tasks, especially
with limited training data. A combination of CNN for feature
extraction and RF for classification can be a good option in
some cases, especially when image data is involved.

In this study, analysis and comparisons are not only
made between machine learning and deep learning algorithm
models, comparisons are also made with previous research.
This comparison is only done on Random Forest and CNN
models, which have the best performance evaluation results
and evaluation metrics compared to other algorithms. The
comparison is shown in Figure 5 and Figure 6. Figure 5 shows
the comparison of evaluation results in the form of RMSE
between Random Forest used in this study and Random
Forest used in other previous studies. While Figure 6 shows
the comparison of evaluation results in the form of RMSE
between CNN used in this study and CNN used in other
previous studies. From these two results, it shows that the
RMSE of Random Forest in this study has much better results
when compared to other studies. As for the CNN evaluation
results, it shows that the RMSE value of the CNN model
used in this study has results that are close to the best results
from previous research [16]. Although it has not produced
better performance results, the use of CNN in this study
can already produce evaluation performance that is close
to the best results in previous studies. From both of this
figure shows the best results when compared to other previous
studies. The difference in these results can be caused by
several things, such as the use of datasets that are different
from previous studies, the use of variations in parameter
features used, as well as the number of data samples trained
for coverage prediction. In addition to producing the best
RMSE performance evaluation results, this research was also
conducted to predict coverage in 5G networks in Indonesia,
which is still quite limited in research.

Random forest used in this research, produces a better
performance evaluation value when compared to previous
research. As shown in Figure 5 which is a graph showing
the RMSE value of the results of the Random Forest model
performed in this study compared to other previous studies.
In other studies, the random forest model also shows the
best performance evaluation results for coverage prediction

when compared to other algorithms used. In this study,
the performance evaluation of the Random Forest model
used produced the lowest and best RMSE value, which was
1.14. This condition has met the criteria, where the RSME
value measured in the prediction results for urban or urban
areas is recommended to be below 7 value. The Random
Forest RMSE results obtained in this study are the best
evaluation results obtained from training using the Random
Forest algorithm that has been optimized. The optimization
performed is in the form of Hyperparameter Optimization
(HPO). This HPO is a process to find the best and optimal
configuration of the algorithm used in order to get more
accurate and better prediction results, and also to improve
the performance of the Random Forest model in the signal
coverage prediction task. From the HPO process, the optimal
hyperparameter configuration combination for the Random
Forest algorithm for coverage prediction in this study is
max depth = 20, max features = ’auto’, and n estimators =

300. This hyperparameter refers to the number of decision
trees to be built in the Random Forest ensemble. By setting
n estimators to a value of 300, the model is built from
300 independent decision trees. The addition of decision trees
can improve prediction accuracy and make the model more
stable. However, there is a limit where increasing the number
of trees will provide diminishing additional benefits. These
HPO results reflect an attempt to strike a balance between
the complexity of the model and its ability to generalize.

The usage of the CNN algorithm in this current study,
shows quite good evaluation results, which are shown
by the RMSE evaluation value of 0.289. The RMSE
results generated in this study show better results when
compared to previous studies related to the use of CNN
algorithms on coverage prediction in cellular communication
systems [17], [18], [19]. Although the RMSE results in
research [16], showed a value of 0.245 and slightly better
than the current research. This is due to differences in the
datasets used, both in the number of data samples trained
and the training data used. In addition, in research [16], the
use of the number of features used and the methodological
process of training the training data are also not clearly
conveyed. In addition, the prediction performed in [16],
does not specifically predict coverage, but also performs a
combined prediction between utilizing channel data, context
metrics, cell metrics, and throughput statistics. So that the
resulting RMSE evaluation results still need to be reviewed.

The use of the CNN algorithm in predicting 5G coverage
carried out in this study, produces a better RMSE value when
compared to the random forest algorithm. CNN produces an
RMSE value of 0.289, while random forest only produces an
RMSE value of 1.14. In an effort to improve the CNN algo-
rithm’s performance in coverage prediction, we conducted a
rigorous Hyperparameter Optimization (HPO) process. This
optimization process involves experimentation and iterative
adjustments to achieve optimal performance. From the HPO
process, we obtained the optimal combination to get the most
optimal RMSE value of 0.289.
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In the HPO process performed on the CNN model used in
this study, the CNN model is built using Sequential objects,
which are linear containers for the layers of the model. This
implies that our model will be built sequentially, one layer
after another. The first layer added is a convolution layer
(Conv1D) with 32 filters, a convolution window of size 2,
and a ReLU activation function. This convolution layer is
used to extract spatial features from the input data. After
that, a dimensionality reduction layer (MaxPooling1D) with
a window size of 2 is added. This is done to reduce the
dimensionality of the convolution result and retain the most
significant features. The same steps are repeated by adding
a second convolution layer with 64 filters and a convolution
window of size 2, followed by a dimensionality reduction
layer. Then, a Flatten layer is added to flatten the output of
the previous layers into a one-dimensional vector. This is
followed by two Dense layers (fully connected layers), with
128 neurons and ReLU activation function for the hidden
layer, and one neuron with linear activation for the regression
task in the output layer. After building the model architecture,
further configuration was performed. The model is compiled
using ‘adam’ optimization, which is a moment method-based
stochastic gradient optimization. The model was then trained
using training data for 200 epochs (training cycles). Each
batch of one sample is processed to reduce the gradient and
update the model parameters.

Actually, the use of the CNN algorithm is still rarely used in
the context of coverage prediction, especially in 5G network
systems. This is due to several things, including the fact that
there are still limited spatial data that can be used to process
using the CNN algorithm, because the CNN algorithm
requires a large volume of data for effective training, and
in the context of the telecommunications world, obtaining
sufficient data can be a challenge. In addition, CNNmodeling
requires considerable computational resources, especially if
the model architecture is quite complex. Another thing is that
CNNs, especially in very deep models, are often perceived
as ‘‘black boxes’’ due to their complexity. This limitation
of interpretability can be problematic in environments where
better interpretation of results or intuitive understanding of
predictions is important. With the limitations of the CNN
algorithm, this algorithm is still recommended especially in
coverage prediction, especially if the data used is image data
or spatial data that is sufficient to produce more accurate
coverage predictions.

From this study, it can be recommended the use of CNN
and Random Forest algorithms to be used in 5G coverage
prediction. Because both of them produce better evaluation
performance when compared to other algorithms used in
this study. In addition, the use of additional new parameter
features in the form of Horizontal and Veritcal Distance of
Rx From Boresight of Tx Antenna in this study, also helps
to improve the prediction results produced in this study,
so that it can produce better performance evaluation results
from training data when compared to other previous studies.

This research also proves that the use of machine learning
and deep learning algorithms can be a recommendation and
consideration in predicting coverage and RSRP signal levels
in the process of planning and optimizing cellular networks in
5G networks. The use of this algorithm can still produce fairly
accurate signal level prediction results and is more efficient
and flexible when compared to using previous conventional
methods.

VI. CONCLUSION
In this study, we have conducted a comprehensive com-
parative analysis of various machine learning algorithms to
predict 5G coverage. From usage of machine learning and
deep learning algorithm in this study, the results show that
the Random Forest and CNN algorithm models have the best
results and performance when compared to other models used
in this study. Random Forest algorithm model which shown
the best result with an RMSE of 1.14 dB, MAE of 0.12, and
R2 value of 0.97. And from deep learning algorithm, CNN
model shown the best result with 0.289 for RMSE value,
0.289 for MAE value, and 0.78 for R2 value. This indicates
their ability to predict 5G coverage with very high accuracy.

The Random Forest models perform almost perfectly, with
accuracy of 98.4%, precision of 98%, recall of 98%, and
F1-score of 98%. Furthermore, of the three deep learning
algorithmmodels used in this study’s 5G coverage prediction,
the CNN algorithm outperforms the others, scoring 0.75 or
75% for accuracy, 0.856 or 85.6% for precision, 0.878% for
recall, and 0.899 or 89.9% for F1-score. These assessment
results are the best of the three deep learning algorithms
employed, however the performance evaluation results are
not as good as the random forest algorithm’s evaluation
results.

It was found that the performance of the final trained Forest
(RF) and CNNmodel in this study is better than other model,
and also the Random Forest (RF) and CNN model in this
study have better performance than developed in previous
study. The differences in these results can be explained as a
variety of factors, including the use of datasets that differ from
earlier studies, variations in parameter features used, and
the quantity of data samples trained for coverage prediction.
This research was designed not only to produce the greatest
RMSE performance evaluation results, but also to prepare for
coverage in 5G networks in Indonesia, which is still fairly
limited in research.

The results also reveal that the most dominant feature
parameter in all algorithms is 2DDistance TxRx. This feature
was found to have a significant influence in affecting the
prediction of 5G coverage. Horizontal and vertical distances
of Rx from boresight of Tx Antenna in this study contribute
as well to improve prediction results, so that it may produce
much better performance evaluation results from training data
when compared to other previous studies. This study also
shows that the use of machine learning and deep learning
algorithms can be a recommendation and factor in predicting
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coverage and RSRP signal levels during the development
and optimization of cellular networks in 5G networks. When
compared to earlier conventional methods, our algorithm can
still give reasonably accurate signal level prediction results
while being more efficient and adjustable.

In conclusion, the use of RandomForest algorithmsmay be
the best option for 5G coverage prediction with optimal accu-
racy. However, the utilization of deep learning algorithms also
needs to be considered. Because deep learning algorithms,
especially CNN, can also be used for coverage prediction,
especially on 5G networks. Looking at the evaluation results
and performance of the algorithms shown from this study
also shows that CNN has a fairly good performance when
compared to other algorithms. In addition, the use of the CNN
algorithm is highly recommended for coverage and signal
level prediction if the parameter features used are spatial
data derived from satellite images. These accurate predictions
have a great impact in 5G network planning, allowing
network providers to allocate resources more efficiently and
provide high-quality services to customers. In the era of ever-
evolving 5G technology, a deep understanding of coverage
prediction is key to successful network planning and reliable
service provision to end users.
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