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ABSTRACT The accurate monitoring and management of dairy cattle behavior are critical for improving
farm productivity as well as animal welfare and health status. In this paper, we present a self-powered
dairy-cattle-behavior monitoring system that harnesses 915 MHz radio-frequency (RF) energy harvesting
and bidirectional long short-term memory (Bi-LSTM) networks. The system aims to enable continuous and
real-time monitoring of cattle behaviors while eliminating the need for battery replacements. By harvesting
RF energy from the surrounding electromagnetic radiation, our system achieves long-term, self-sustainable
operation, reducing maintenance efforts and costs. The Bi-LSTM network effectively captures the temporal
dependencies and patterns in the collected sensor data, enabling accurate behavior recognition and pre-
diction. Experimental results demonstrate the effectiveness of the proposed system in accurately classifying
cattle behaviors, with an overall accuracy of 96.79%. Comparedwith traditional manual observationmethods
and battery-dependent systems, our self-powered monitoring system offers enhanced automation, improved
welfare monitoring, and increased operational efficiency. The combination of RF energy harvesting, and
Bi-LSTM networks affords a promising approach for self-powered and intelligent dairy-cattle-behavior
monitoring, facilitating optimized management practices in the dairy industry.

INDEX TERMS Cattle monitoring system, radio-frequency energy harvesting, bi-directional long short-
term memory, one-dimensional convolutional neural network deep learning.

I. INTRODUCTION
Themonitoring andmanagement of dairy cow behavior plays
a crucial role in modern dairy farming. By understanding
the behavioral patterns of cattle, farmers can detect health
issues, optimize feeding strategies, and improve overall herd
management [1]. Traditional manual observationmethods are
time-consuming and labor-intensive, and they may not enable
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continuous monitoring [2]. Therefore, there is a growing
demand for automated and accurate systems that can contin-
uously monitor and analyze dairy cow behavior.

The physical behavior of dairy cattle indicates their
well-being, health status, and productivity [3]. Abnormal
behaviors, such as reduced feed intake, prolonged lying time,
and decreased locomotion, can be early signs of diseases,
discomfort, or environmental stress [4]. Timely detection and
intervention can lead to improved cow welfare, increased
milk production, and reduced veterinary costs [5]. Therefore,
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FIGURE 1. The proposed conceptual model of the dairy cow monitoring
system powered by 915 MHz Energy Harvesting.

an automated monitoring system that can accurately rec-
ognize and classify cow behaviors in real time is of great
significance to dairy farmers.

Energy-harvesting techniques have emerged as a promis-
ing solution for powering wireless sensor networks, enabling
long-term and self-sustainable operation without requiring
battery replacement [6]. Radio-frequency (RF) energy har-
vesting, in particular, has gained attention because of its
ability to extract energy from ambient electromagnetic radi-
ation [7]. By harnessing RF energy, we can develop a
self-powered monitoring system that eliminates the need for
frequent battery replacements, reducing maintenance cost.

Wireless power transfer (WPT) techniques using RF
energy harvesting can be classified into two types: near-field
and far-field. Near-field WPT, the first type, employs induc-
tive and magnetic resonance coupling [8]. Both inductive
coupling and magnetic resonance coupling involve energy
exchange between two coils, relying on magnetic coupling
technology. While near-field WPT can achieve high power
conversion efficiencies (PCE) of up to 80%, its effectiveness
is constrained by the limited separation distance between
the coils or resonators. The power attenuates rapidly with
distance, with an attenuation rate of 60 dB per decade. This
implies that the power diminishes by a factor of 106 for every
10-fold increase in distance.

The limitations of near-field WPT can be solved with
the help of far-field WPT [9]. It uses radiative coupling,
transferring energy via a wave-propagating electric field. The
transmitter and receiver can deliver electricity over a signifi-
cant distance of many meters using this technique. However,
as the Friis equation [10] predicts, it likewise experiences a
power attenuation rate of 20 dB per decade of travel. Far-field
WPT is a good choice for remotely powering and charging
sensor devices despite this attenuation. The current study
concentrates on RF energy harvesting, especially far-field
WPTs, using this advantage.

In order to create an effective RF energy harvester, sev-
eral crucial aspects need to be taken into account. Among
related factors, the efficiency of the receiving antenna, the
energy conversion efficiency, the sensitivity to the received
energy and the operating modes can be optimized to increase
the energy efficiency of the device [11]. Properly modeling
the circuitry, a vital element in the design process, is one of the

difficulties in creating such harvesters. A low-input RF signal
is frequently extracted into a useful voltage using charge
pumps. At high frequencies, they do, however, behave in a
highly nonlinear manner that includes unanticipated capaci-
tive and resistive effects. The energy-storage element, often
a low-leakage capacitor, exhibits unpredictable fluctuations
due to these factors, making it the most challenging part of
an energy harvester to model.

Based on extensive research on the automatic monitoring
of cow behaviors, there are two types of cow behavior moni-
toring techniques: contact-based and non-contact-based [12].
Cameras are deployed in farms as part of the non-contact
strategy to observe and document cow behavior. Although
the cattle are at ease using this method because there are no
devices linked to them, it has a restricted deployment window,
especially for grazing animals. In contrast, the sensor-based
contact method entails fastening several sensor kinds to the
cattle in order to collect data on their body temperatures,
breathing rates, and motion velocities [13]. In earlier inves-
tigations, researchers measured pressure using a noseband
pressure sensor installed on a cow’s nose bridge.

The utilization of commercial, low-cost acceleration sen-
sors is a promising strategy for monitoring dairy cow
behavior. Due to their small size and lightweight attribute,
they exert minimal impact on cow comfort, making them
suitable for application in behavioral recognition systems.
Accelerometers have proven to be reliable for detecting and
classifying various cow behaviors, making them an essential
component of behavior recognition systems [14]. This study
focused on classifying dairy cow activities using data from
a sensor tag, a collar-mounted device with an integrated
accelerometer.

Numerous monitoring systems have been developed for
observing dairy cow behavior, many of which incorporate
embedded sensors [15]. While these systems are generally
reliable and deliver precise classification outcomes, there are
still various design considerations to address, particularly
regarding the power source’s lifespan for wearable devices.
Wearable gadgets rely on batteries to supply the necessary
electricity for their internal circuitry. Although the battery life
of these devices can last for several years, opting for a larger
battery capacity, assuming a constant voltage level, extends
the device’s operational duration but also leads to increased
size, weight, and manufacturing costs [16]. Moreover, bat-
teries require periodic replacement (for non-rechargeable
batteries) or recharging (for rechargeable batteries), resulting
in the increasing operational expenses and potential dis-
ruptions in continuous monitoring [17]. In the worst case,
battery damage can lead to the leakage of harmful chem-
icals, adversely impacting the well-being of dairy animals.
As a result, researchers have directed their attention towards
energy-harvesting technologies as a solution for replenishing
batteries in dairy-cow monitoring systems.

In order to showcase the practicality of the proposed
system, we developed an RF energy harvesting module inte-
grated with a sensor circuit. This module enabled the tag to
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FIGURE 2. The block design of the proposed battery less collar-mounted sensor tag.

harness power from a specific RF transmitter. Through exper-
iments, we evaluated the wearable device’s ability to capture
energy and its overall usability. Subsequently, we conducted
a two-week demonstration on a dairy farm, utilizing the
proposed system to identify and categorize various actions in
dairy cattle. For this purpose, we created bidirectional long
short-term memory (Bi-LSTM) and one-dimensional convo-
lutional neural network (1D-CNN) deep learning models for
behavior classification.

Furthermore, we conducted a comparison between the pro-
posed model and traditional machine learning approaches
such as the multilayer perceptron (MLP) [18] and the sup-
port vector machine (SVM) [19]. Unlike previous studies
that predominantly focused on using feature computation
and classification models to address classification tasks,
our research introduces a novel approach that employs the
data collected from the sensor tag as input for deep learn-
ing classification models. Leveraging the Bi-LSTM model,
we effectively analyze time series data, while CNN excels
in image processing and time-varying signal analysis. One
notable advantage of these models is their ability to directly
process raw data, eliminating the need for complex feature
calculations at the input stage.

The following is the organization of the remaining sections
of this paper. The proposed battery-free cow monitoring sys-
tem is fully described in Section II. The energy harvesting
performance of the sensor tag is also evaluated. The archi-
tecture of the neural network classification models under
investigation and an overview of the tests carried out on
a dairy farm are all introduced in Section III. Section IV
compares the performance and classifiably of the proposed
Bi-LSTM model with three different machine learning clas-
sifiers. Additionally, the section presents the results obtained
from monitoring four specific dairy cow behaviors. Finally,
Section V concludes the study.

II. PROPOSED SYSTEM
A power harvester capable of extracting energy at low-power
densities was meticulously developed to facilitate the

self-powered functionality of the cow-behavior monitoring
system. The energy harvester module architecture is depicted
in Fig. 2, and it comprises a PCB antenna, an energy-
harvesting circuit, a supercapacitor for energy storage, and
a sensor module for data collection and sensing.

A. PCB-PRINTED ANTENNA DESIGN
The antenna constitutes the primary element and assumes
a pivotal role in the RF energy-harvesting system [20].
It functions as the intermediary between the ambient elec-
tromagnetic radiation and the energy-harvesting circuitry,
thereby facilitating effective energy conversion and storage.
The antenna’s design plays a critical role in ensuring high
efficiency, especially considering the relatively low density
of RF energy in open space [21]. In obstructed environments,
isotropic antennas disperse energy uniformly in all directions,
leading to an energy density that diminishes inversely with
the square of the distance from the RF wave generator at
each location. In the far-field region of free space, the amount
of radiated energy that the receiver antenna can harvest is
determined using Friis’s equation as follows:

PR = PT
GTGRλ 2

(4πD)2LP
(1)

wherePT andPR denote transmitted power from the transmit-
ting antenna and the received power at the receiving antenna
and the; GT and GR denote the gains of transmitting antenna
and the receiving, respectively; D represents the distance
between the transmitter and receiver; and the λ represents the
wavelength of the signal.

In the context of an RF energy harvesting system with
a dedicated source, specific predetermined parameters of
the transmission antenna, including the gain, frequency, and
transmit power, are carefully determined. Integrating a com-
paratively high-gain antenna within the harvested module
enhances the power-collection capabilities. To fulfill these
requirements, a modified, printed meander line antenna was
developed in the present study. Meander line antennas are
inherently compact because of their folded structure [22].
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TABLE 1. The optimizes dimension of the proposed meander line
antenna.

They can be designed to occupy small areas, making them
suitable for integration into compact devices and systems.
Furthermore, they can exhibit directional radiation patterns,
focusing the captured energy in specific directions. This char-
acteristic is beneficial for targeting and capturing energy from
specific RF sources or maximizing the harvesting efficiency
in a particular direction. Fig. 1 illustrates the design of the
proposed PCB-printed antenna, while these optimized dimen-
sions are shown in table 1.

The primary objective of the antenna design is to achieve
impedance matching with the 50 � system impedance at
the designated operating frequency. The minimization of the
magnitude of return loss is of significance in the pursuit
of efficient energy harvesting, as it directly corresponds to
reduced power reflection relative to the incident power. In this
study, a target return loss of −40 dB is sought-after. To opti-
mize the dimensions of the antenna and fulfill the desired
objectives, parametric analyses were performed. The aimwas
to establish a 50� transmission line connecting the feed point
of the antenna with the matching network. This was achieved
by employing a coplanar waveguide technique. A substrate
material with a thickness of 1.7 mm and a dielectric constant
of 4.31 was carefully selected for the antenna design.

Fig. 4 (a) presents the return loss of the antenna, both
from simulations and measurements. At the designated oper-
ating frequency of 915 MHz, the measured return loss is
−37 dBm, which is consistent with the simulated value of
−40 dBm. The antenna exhibits omnidirectional radiation
patterns, as depicted in Fig. 4 (b), which indicates a favorable
characteristic of low directivity. This omnidirectional behav-
ior is highly desirable in RF energy-harvesting scenarios
where the direction of the incident signal is unknown. The
antenna achieves a peak gain of 1.79 dBi. Further elaboration
on the antenna’s harvested power performance is provided in
the subsequent section. Comparing the reflection coefficients
(S11) and VSWR acquired from the Ansys HFSS with those
obtained from the CST MWS simulator allows us to con-
firm the accuracy of the simulation findings. To assess the
antenna’s performance, measurements were carried out in an
anechoic chamber.

B. RADIO-FREQUENC Y ENERGY HARVESTER DESIGN
1) MATCHING NETWORK
The impedance-matching network plays a critical role in
wireless power-transfer systems by enhancing the power

FIGURE 3. The geometry of a proposed printed meander line antenna.

FIGURE 4. The proposed meandered line antenna performance: (a) return
loss, (b) radiation patterns.

transfer efficiency from the antenna to the rectifier circuit
and boosting the RF input voltage [23]. While DC circuits
require identical resistances for optimum power transfer,
RF circuits utilize impedance due to the reactance of inductor
and capacitor. When the source and load impedances mis-
match, a portion of the incident power is reflected to the
source, which reduces the system’s efficiency. For the receiv-
ing antenna and rectifier to transfer power as efficiently as
possible, an impedance-matching network is required. There
are many types of impedance-matching networks; however,
in this design, the Pi matching network is chosen because it
allows flexibility in the selection of inductors and capacitors
and reduces power loss due to signal reflections.

2) VOLTAGE RECTIFIER
When designing energy harvesting circuits, it is important
to ensure efficient operation at low RF power levels for
optimal performance [24]. Among the main components in
the energy collector, the rectifier is crucial in determining
the efficiency of the circuit by regulating the output voltage.
For far-field energy extraction applications, Dickson charge
pumps are often preferred [25]. The selection of diodes and
the determination of the number of stages are key factors in
rectifier designs. Conventional diodes typically have a thresh-
old voltage much higher than the maximum value generated
by RF signal, so diodes with ultra-low voltage should be used.
Therefore, for this study, Schottky diodes (SMS-7630, Sky-
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works Technologies) with 150 mV on voltage were selected.
It’s critical that the diodes have quick switching capabilities
rather than slower switching like regular diodes because the
harvester circuit operates at extremely high frequencies.

The number of stages incorporated in a rectifier represents
an important parameter that affects both the efficiency and the
output voltage of the energy harvester [26]. While increas-
ing the number of stages usually results in a proportional
increase in the output voltage, achieving higher efficiency
is not always guaranteed due to practical limitations such as
power input RF and load impedance. In addition, incorpo-
rating additional stages often leads to increased power loss
and performance degradation. Therefore, this study applies a
single-stage Dickson-type configuration to the rectifier, cre-
ating a balance between output voltage and efficiency while
minimizing power loss.

3) BOOST CONVERTER AND SUPERCAPACITOR SELECTION
To guarantee the continuous operation of the sensor module,
it is essential to meet its minimum energy demand [27]. The
disruption of the sensor module’s operation due to energy
shortage is an undesired scenario. To serve as the power
source for the sensor module and store harvested energy,
a supercapacitor (SCAP) was used in this study. A BQ25570
nano boost converter with remarkable properties was used to
enable effective supercapacitor charging. With an ultralow
input power under 15 mW, this boost converter can start
operating from input voltages as low as 100 mV and achieve
peak voltages of 2.2–5 V. Thanks to the boost charger’s built-
in maximum power point tracking (MPPT) functionality, the
harvester circuit can maximize the received energy from the
radiated power source. The supercapacitor is charged and
discharged within the allowable voltage limits thanks to the
boost charger. The output voltage is regulated between 3.3 V
- VHTHR and 1.8 V -VLTHR, to align with the operating voltage
characteristics of the sensor module.

The selection of appropriate supercapacitor is crucial for
the energy-storage component in our self-powered cow-
behavior monitoring system [28]. Supercapacitors offer high
energy density, fast charging and discharging capabilities,
and long cycle life, making them suitable for capturing and
storing the energy harvested from RF sources. The minimum
capacity requirement of the storage supercapacitor is given
by equation:

CSCAP−min =
1T × IAVG

1VCAP
(2)

where IAVG is the average current that consumed by the
sensor circuit, 1T presents the time period of the operational
phase, and 1VCAP denotes the maximum voltage change
of the supercapacitor during the operation, corresponding to
the difference between VHTHR and VLTHR in the worst-case
scenario.

To guarantee that electricity is properly distributed from
the energy harvester block to the sensor part, the power super-
visory unit serves as an intermediary [29]. To fulfill this role,

FIGURE 5. The prototype of the proposed batteryless sensor tag: (a) The
top view of the circuit, (b) Bottom view of the circuit.

an ultralow profile load switch (nRF-PPK2, Nordic Semicon-
ductor) is integrated into the supervisory scheme. The voltage
across the supercapacitor (VHTHR) is continuously measured
by this power supervisory unit and the associated control
signal, VCTR, is produced by comparing it to specified volt-
age thresholds (VLTHR and VLTHR). Specifically, when VHAR
exceeds the high-voltage threshold, the control signal VCTR
activates the load switch, enabling power delivery to the load.
Conversely, when VHAR falls below the low-voltage thresh-
old, the control signal VCTR deactivates the switch, thereby
interrupting the power supply to the load.

C. SENSOR MODULE DESIGN
To quantify dairy cow behaviors, the sensor module incor-
porates the ADXL362 three-axis accelerometer from analog
devices. This accelerometer achieves exceptional power effi-
ciency, consuming a mere 1.7 µA at a 10 Hz data sampling
rate. Further, its wide operating voltage range of 1.8–3.3 V
provides flexibility in terms of power-supply options, making
it suitable for various application scenarios. The accelerom-
eter also features an output-data-rate selection capability,
allowing convenient customization to meet specific applica-
tion requirements. Furthermore, in standby mode, it exhibits
an impressively low current draw of only 10 nA, significantly
reducing power consumption at the system level.

The sensormodule’s central component is the STM32L432
ultralow-power microcontroller from ST Microelectronics,
chosen for its exceptional performance. Operating within a
wide power-supply range of 1.17 – 3.9 V, the microcontroller
offers versatile power-supply options. Notably, its current
consumption is remarkably low, measuring at 81 µA/MHz in
run mode. The microcontroller’s power consumption drops
even more to an astounding 28 nA when it is in standby
mode with the real-time clock capability. The microcontroller
incorporates an advanced, adaptive real-time accelerator,
enabling zero-wait-state execution and effectively optimizing
power efficiency.

For wireless communication between the reader and sen-
sor tags, a backscatter communication link is established,
minimizing the hardware size and power consumption. The
chosen tag chip is the EM4325 from EM Microelectronics,
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which runs at ultrahigh frequencies (860-960MHz) and com-
plies with the EPC RFID protocols. The tag chip’s memory
allows read or write operations even in sleep mode, providing
energy-saving advantages. Additionally, the backscatter tech-
nology eliminates the need for the tag chip to supply power
for backscattering data to the reader. Seamless integration
with themicrocontroller is achieved through the serial periph-
eral interface, and the microcontroller can reduce current
consumption as low as 1.8 µA in deep sleep mode.

D. PCB-SENSOR TAG PERFORMANCE EVALUATION
1) RFEH EVALUATION METRIC
In this study, a critical metric known as RF-DC conver-
sion efficiency (PCE) is analyzed. This metric quantifies
the portion of power the antenna receives that is effectively
transferred through the rectifying circuit and applied to the
load [30]. The efficiency is expressed as follows:

ηRF−DC =
Pdc
Pin

(3)

where Pin denotes the input RF power received by the
antenna, and Pdc denotes the DC power at the output of the
rectifier over a known load. The load impedance is calculated
based on the sensor module’s power requirements. The sensor
module’s current consumption changes in accordance with
its operating condition, which also affects the related load
impedance. The impedance corresponding to the state with
the lowest current consumption was chosen to ensure that the
sensor tag could continue to scavenge energy from environ-
ment.

To evaluate the efficiency, the values of Pdc (power deliv-
ered to the load) and Pin (input power) in Eq. (3) were
determined. For measuring Pin at a specific distance from
the reader, the PCB-printed antenna was initially connected
to a N9320A spectrum analyzer from Keysight Technologies.
Subsequently, the output voltage of the rectifierwasmeasured
using a multimeter with the sensor tag placed at the same
distance, allowing for the computation of the output power.
The distance varied between 0.1 and 4 meters.

For this experiment, a Speedway R700 reader (Impinj,
USA) was employed, with the output RF radiation set at
the maximum of 33 dBm. The reader works with the EPC
gen 2 interface protocol for the UHF RFID band. It has a
maximum receiver sensitivity of −92 dBm (corresponding
to the distance of 12 meters) and can read up to 1100 tags
per second, demonstrating its excellent performance. Addi-
tionally, the reader has an Ethernet connection that enables
accessible data streaming from the sensor tag to the main
computer. The reader was attached to an S8658WPR 6.3 dBi
circularly polarized antenna in order to transmit RF signals to
the surrounding environment.

2) ENERGY HARVESTING PERFORMANCE
The evaluation of the harvesting system primarily focused
on two key factors: efficiency and sensitivity of RF-DC con-
version [31]. A variety of input RF powers, from -8 dBm to

FIGURE 6. The efficiency of the RF energy harvester’s power conversion
and the rectifying voltage it produces in accordance with the RF power
input.

11.5 dBm, are shown in Fig. 6 together with the measured
rectifying voltage and the related RF-to-DC conversion effi-
ciency. Notably, there is a decrease in the rectifying voltage as
the input power decreases. The highest conversion efficiency
of 58.76% is achieved at an input RF power of -3.5 dBm.
Conversely, the lowest efficiency of 5% is observed at the
highest input power when the harvester is positioned 50 cm
away from the reader. These findings provide substantial
evidence supporting the feasibility of the proposed design for
applications with low RF power density.

Furthermore, the harvesting sensitivity was determined to
be -7.5 dBm through experimental evaluation, resulting in a
rectifying voltage of 380 mV or 18.36 W. Figure 6 illustrates
the measured rectifying voltage and the corresponding RF-
to-DC conversion efficiency for an input RF power range of
-7.53 to 10.16 dBm, which corresponds to distances ranging
from 1.5 to 6 m. The RF-energy-harvester module’s effi-
ciency curves and input power exhibit similar patterns. The
harvester achieves its highest Power Conversion Efficiency
(PCE) of 65.04% with a rectifying output voltage of 1.65 V
at a distance of 2.5 m. Conversely, the lowest efficiency
of 25.5% is observed at the lowest input power when the
harvester is placed 6 m away from the reader. The fully
charging time of the sensorr tag is 5 minutes at distance of
2.5 metter.

3) SAMPLING FREQUENCY OF ACCELEROMETER SELECTION
The power consumption of the circuit is partially influenced
by sampling rate of the accelerometer, with higher frequen-
cies requiring higher currents and lower frequencies resulting
in reduced current consumption. Table 2 provides the cur-
rent consumption values for different accelerometer sampling
frequencies. Previous studies have utilized various sampling
frequencies, ranging from a high level of 50 Hz [32] to
moderate ones of 25 Hz [33], 10 Hz [34], and even as low
as 1 Hz [35]. In order to achieve a balance between the data
sampling capabilities and the power consumption of device,
we opted for a sampling rate of 10 Hz.
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TABLE 2. The power consumption of the sensor tag at different sampling
rates.

FIGURE 7. Time operation algorithm of the sensor tag.

4) REDUCING CURRENT CONSUMPTION
In order to reduce the average current consumption of
the sensor tag, two critical factors must be optimized by
well-designed software programming: TACT and IACT . Addi-
tionally, hardware modifications can help reduce ISL . Among
the three components of the circuit, the transceiver exhibits
the highest current consumption during the sleep phase.
To address this issue, a solution is implemented by switching
the RF transceiver to passive mode once it receives data
from the microcontroller. This effectively isolates the RF
transceiver from the circuit. The operational algorithm of the
sensor tag is illustrated in Fig. 7.

The sensor module incorporates a Texas Instruments
TPS22916 low leakage load switch, acting as an intermedi-
ary between the RF transceiver and the power supply line.
This switch boasts an exceptionally low current leakage rate.
Controlled by the host microcontroller, the switch is activated
by a high logic signal, facilitating the connection between the
RF transceiver and the sensor module. Conversely, the switch
disconnects the sensor module from the RF transceiver upon
receiving a low logic signal from the microcontroller.

The sensor module operates in two distinct phases:
active mode and sleep mode. During the initial phase, the
microcontroller and accelerometer remain active, while the
RF transceiver remains in sleep mode. The accelerometer
takes measurements, and the microcontroller processes the

gathered data. Subsequently, the microcontroller transfers the
processed data to the user memory of the RF transceiver,
which remains in sleep mode during this period.

Conversely, in the sleep phase, the sensor tag’s power
consumption is significantly reduced by turning the micro-
controller and the accelerometer into standby mode. The RF
transceiver continues to remain in sleep mode. To commence
the next operational cycle, the microcontroller is awakened
by an interruption generated at predetermined intervals by
its real-time clock. This mechanism ensures that the desired
sampling rate is maintained while conserving power during
the sleep phase.

The current contribution in active mode can be described
using the following formula according to the sensor tag’s
operating algorithm:

IACT = IMCU−A + IACC−A +IRF−A (4)

where IMCU−A, IACC−A, and IRF−A are the power consump-
tion of host microcontroller, accelerometer component, and
the RF transceiver in active mode respectively.

While in sleep mode, the power consumption by the mod-
ule is determined by:

ISL = IMCU−S +IRF−S (5)

where IMCU−S is the current of the microcontroller in sleep
mode and IRF−S is the current consumed in standby mode.
follow the operating algorithm as shown in Fig. 7, each

duty cycle of the microcontroller includes 2 periods: the
active phase and sleep phases. To ensure accurate measure-
ment of these currents, a power shield (NRF-PPK2, Nordic
Semiconductor) with the capability of detecting currents as
small as nA is utilized. The measured results serve to deter-
mine the parameters in equations (4) and (5) as follows: IACT
= 365.6 µA, TACT = 16 ms, ISL = 0.675 µA, and ISL
= 100 ms. Subsequently, the average current consumption
(IAVG) is calculated to be 51.04 µA as shown in table 2 at
sampling rate 10 Hz.

III. EXPERIMENT AND ANALYSIS
A. EXPERIMENT SETUP
An experiment was conducted at Tan Tai Loc dairy farm in
Soc Trang, Vietnam, (9o31’42.1’’N, 105o54’08.7’’E). This
privately owned farm covers an area exceeding 190 m2,
as depicted in Fig. 9. The experiment focused on behavioral
monitoring and involved 18 dairy cattle aged three years or
older. The sensor tag was attached to the cow’s collar as
depicted in Fig. 8. The reader and antenna are located in
front of the warehouse, at the top (Fig. 9), while the server
is located in the control room.

The duration of the experiment was two weeks, during
which we observed and monitored four specific behaviors
exhibited by the cattle: grazing, walking, standing, and rumi-
nating. The definition of a description of four behavior as well
as the number of collected samples of each type, are shown in
Table 3. To capture and document the activities of the cattle,
we employed six internet protocol cameras. This camera
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FIGURE 8. Sensor mounted on the cow’s neck and the position of the
reader.

FIGURE 9. Time operation algorithm of the sensor tag.

setup included four RGB cameras strategically positioned
within four sub-barns, as well as two others situated in the
grazing area. To ensure the utmost accuracy and reliability of
the collected data, we enlisted the assistance of four experi-
enced dairy farmers who conducted manual observations in
conjunction with the camera based monitoring approach.

Accurate cattle behavior classification relies on a
well-curated dataset that captures the diverse range of behav-
iors exhibited by the animals [36]. Data acquisition was
conducted three times daily to capture the acceleration data
of the dairy cattle following their aeting period. During the
initial two data collection sessions, the sensor tag contin-
uously recorded the cow’s behaviors for 90 min. In the
third data-collection session, the sensor was attached to the
cow’s neck. The dairy farm comprised small barns, each
accommodating three to four cattle. For this study, four barns
were utilized, with three cattle housed together in each barn.
Each cow had an assigned feeding position and received
meals at three specific times: 6:30 in the morning, 12:30
at noon, and 16:00 in the afternoon. After 18:30, the barns
were secured to provide the dairy cattle with a period of rest.
Observations and recordings of dairy cow behaviors were
conducted consistently over 14 continuous days.

FIGURE 10. Data preprocessing pipeline.

TABLE 3. Description of the observed behaviors and the number
corresponding of samples.

In the conducted experiment, the cattle were granted free-
dom to graze in a designated area. To maintain their health
and well-being, a veterinary monitoring program was imple-
mented. The data-acquisition process involved configuring
the sampling rate to 10Hz, the conversion precision to 16 bits,
and the range to± 4 g, resulting in a noise floor of 0.5 mg. For
data recording, a microcontroller and a local storage device
were utilized.

During the experiment, the sensor device was securely
affixed to the cow’s neck using a dedicated nylon collar belt.
Positioning the sensors around the collar area is a common
practice in cow behavior monitoring studies to mitigate the
risk of the sensors being chewed on and to accommodate
appropriately sized batteries. The tightness of the collar was
adjusted to ensure optimal acceleration coupling in response
to the cow’s natural movements while minimizing any dis-
comfort caused to the animal.

B. DATA PREPROCESSING
Table 4 displays the class label, descriptions, and available
sample counts for four prominent behaviors, along with
example video frames. These behaviors encompass the most
frequently observed activities in the daily routines of the
cattle. Notably, even subtle variations in their distribution can
provide insights into subclinical or ‘‘hidden’’ diseases. Less
common behaviors were excluded from the analysis to focus
on the significant ones. The proposed recognition process
is illustrated in Fig. 10. The data from the accelerometer
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FIGURE 11. The waveforms of four different observed behaviors including standing, grazing walking and ruminating.

were divided into windows of a fixed length of 2.56 s or
256 samples per window. These segmented data served as
the input for the classification models. Data that has been
labeled is based on observations of dairy cow activity made
by security cameras.

The training data consisted of approximately 60% ran-
domly selected samples from the complete dataset, while the
remaining data were allocated for testing purposes. 20% of
the training dataset was used for validating. This division
proved to be effective in accurately classifying cow behav-
iors. The classification model was trained using the labeled
training data, utilizing the proposed feature set. Subsequently,
the test data were labeled using this trained classification
model. The resulting classification results, representing the
predicted behaviors as labeled by the model, were evaluated
by comparing them with the actual behavior observation
results.

C. DEEP LEARNING MODEL FOR COW BEHAVIOR
CLASSIFICATION
Machine learning techniques, especially neural networks,
have been proven to be effective in behavioral classification
tasks using the IMU data, both in human and animal contexts.
Xia et al. [37] proposed the LSTM-CNN Architecture for
human activity recognition (HAR) task with six different
activity classes. In physical behavioral studies, IMU data,
which captures accelerations and angular velocities, has been
harnessed to discern various activities such as walking, run-
ning, and posture changes. Deep learningmethodologies have
proven particularly adept in processing the intricate patterns
within IMU data, offering a non-intrusive means of under-
standing human behavior. Parallelly, in the domain of animal
behavior classification, especially in livestock like cattle,
IMU data has been instrumental in deciphering activities
like grazing, standing, or resting. The application of machine
learning and neural networks to IMU data in these studies
has enabled the automated identification and categorization
of diverse behaviors, facilitating advancements in precision
livestock farming and animal welfare monitoring.

FIGURE 12. The architecture of the proposed 1D-CNN model for cow
behavior classification.

Effective monitoring and management of cattle depends
on the precise behavior of classification model. This
section introduces the cow-behavior classification using the
Bi-LSTM deep learning model. Additionally, we constructed
other classification models, namely 1D-CNN, MLP, and
SVM, to enable a comparative evaluation of their effective-
ness. Detailed descriptions of the architectures for each of
these classification models are presented as follows.

1) ONE-DIMENSIONAL CNN MODEL
The one-dimensional convolutional neural network (1D-
CNN) [38] model is a powerful tool for classifying behaviors
based on the data collected from the neck-mounted sensor
tag. This model leverages the spatial correlation of the data
to capture relevant features and make accurate predictions.
The input of the 1D-CNN model consists of the acceleration
data collected over a window of 12 s. Each window is treated
as a single channel, and the model applies convolutional
filters across the time dimension to capture local patterns.
Thereafter, the output of the convolutional layers is passed
through max-pooling layers to downsample the data and
reduce dimensionality.

Following the convolutional and pooling layers, fully
connected layers are employed to learn higher-level

VOLUME 12, 2024 33787



T. H. Dang et al.: Self-Powered Cattle Behavior Monitoring System

FIGURE 13. The architecture of the proposed Bi-LSTM model for cow
behavior classification.

representations andmake behavioral predictions. The number
of neurons in the fully connected layers and the activation
functions are carefully tuned to optimize the performance of
the model. To prevent overfitting, dropout layers are incor-
porated between the fully connected layers, which randomly
disable a portion of the neurons during training.

The model is trained using a labeled dataset of cow behav-
iors, including standing, walking, and grazing. The training is
performed using an optimization algorithm to minimize the
categorical cross-entropy loss function. The model parame-
ters are updated iteratively using backpropagation, and the
process continues until convergence is achieved.

2) BI-DIRECTIONAL LSTM MODEL
The Bi-LSTM [39] model extends the capabilities of the
traditional LSTMnetwork by incorporating bidirectional pro-
cessing of sequential data. While standard LSTM networks
consider only the past context, Bi-LSTM networks leverage
both past and future context to capture dependencies in both
directions. The advantage of LSTM is that it can recognize
long-term dependencies.

The Bi-LSTM model is utilized as an effective tool for
cow-behavior classification based on the acceleration data
obtained from the neck-mounted sensor tag. This model is
particularly suitable for capturing temporal dependencies and
long-range dependencies in sequential data. The input of the
Bi-LSTM model consists of the acceleration data collected
over a window of 2.56 s. Each data point in the sequence
represents the acceleration magnitude at a specific time step.
The Bi-LSTM model processes the sequential data bidirec-
tionally, using both forward and backward LSTM layers.
This allows the model to capture contextual information from
past and future time steps simultaneously. Each layer of
the Bi-LSTM neural network is made up of a forward and
a backward recurrent network for multilayer stacking. The
output results of the forward and backward LSTMs from the
previous layer are combined and transferred to the following
layer of the network.

To prevent overfitting, dropout layers are incorporated
between the LSTM and fully connected layers. The dropout
layer randomly disables a portion of the neurons during
training, which encourages the model to learn more robust
and generalizable representations. The Bi-LSTM model is
trained using a labeled dataset of cow behaviors, including
standing, walking, and grazing. The training process involves
optimizing the model parameters to minimize the categorical
cross-entropy loss function. Backpropagation is employed to
update the model’s parameters iteratively, allowing it to learn
and adapt to the behavior patterns present in the data.

3) MUTILAYERS PERCEPTRON MODEL
Before the introduction of CNN as a highly effective machine
learning model, MLP networks were considered state-of-
the-art. MLP models differ from CNN models in that they
consist only of fully connected layers and an output layer,
requiring a significant number of parameters for their devel-
opment. For the acceleration dataset, we constructed an
MLP model with two hidden layers, consisting of 256 and
128 nodes, respectively. To mitigate the risk of overfitting,
a dropout rate of 50% was implemented in the MLP model.
The Adam algorithm was chosen as the optimizer, while the
cross-entropy loss function was employed for this model,
similar to the earlier models.

4) SUPPORT VECTOR MACHINE
To compare the model’s performance with those of deep-
learning models, an SVM model was employed. SVMs are
nonparametric models that address multiclass classification
problems through either the one-vs-all or one-vs-one strat-
egy. Unlike deep-learning models, SVM does not require
extensive parameter tuning and is suitable for small datasets
with few outliers. However, the computational cost of SVM
increases linearly with the number of classes. In this study,
three SVM binary classifiers were utilized to identify three
distinct acceleration states. The radial basis function was
selected as the kernel for the SVM model.

5) MODEL EVALUATION METRIC
After learning was completed, the effectiveness of the clas-
sifier model was examined based on an independent test set.
To evaluate the proposed models, the confusion matrix was
used to calculate the accuracy, sensitivity, specificity, and
Matthews correlation coefficient (MCC) using the following
formulas:

Accuracy =
TP

TP+ TN + FP+ FN
(6)

Sensitivity =
TP

TP+ FN
(7)

Specitivity =
TP

TN + FP
(8)

MCC =
TP× TN − FP× FN

√
(TP+ Fp)(Tp+ FN )(TN + FP)(TN + FN )

(9)
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FIGURE 14. The proposed architecture of 1D-CNN model for cow
behavior classification.

In classification problems, employing cross-validation
techniques aids in preventing overfitting when predicting on
test sets. This approach also serves as a strategy for opti-
mizing hyperparameters in deep-learning models. For our
study, we utilized fivefold cross-validation to assess the per-
formance of all proposed models, including LSTM, CNN,
MLP, and SVM. The fivefold average accuracy was used to
select themost suitable architecture for eachmodel. To ensure
complete utilization of the training set and avoidmissing data,
the entire training set was employed during training. To select
the best-performance weight set, the early stopping technique
was implemented. All models were constructed, trained, and
evaluated using Python and the TensorFlow framework.

IV. RESULT
To evaluate the effectiveness of our self-powered cattle
behavior monitoring system, we conducted extensive data
measurement and analysis. In this section, we present the
results obtained from the sensor nodes deployed on cattle and
highlight the insights gained through the analysis of behavior
data from the classification result.

A. BEHAVIOR MEASUREMENT
In line with the aforementioned details, the experiment
focuses on measuring four distinct behaviors: walking, stand-
ing, grazing, and ruminating. To monitor the acceleration
changes, the battery-less sensor tag is securely attached to
the cow’s collar. The acceleration data is recorded at one-
minute intervals. Fig. 11 illustrates the data logger and the
corresponding raw time series data. These segmented data
serve as input for the classification models employed in the
study.

TABLE 4. Classification result with bi-LSTM model.

B. CLASSIFICATION RESULT
The accuracies of the four models in classifying each behav-
ior were evaluated using a confusion matrix. A confusion
matrix is a square matrix that provides a visual represen-
tation of the performance of a classification system with
multiple classes. It consists of two dimensions: one dimen-
sion represents the actual classes (true class), whereas the
other represents the classes predicted by the model (predicted
class). The results of the confusion matrix for the Bi-LSTM
and 1D-CNN models are depicted in Figs. 14(a) and (b),
respectively. Both models exhibited misclassification rates in
the classification between the grazing behavior and the walk-
ing behavior. For the 1D-CNN model, this misclassification
rate reached 6.22%, whereas for the Bi-LSTM model, it was
3.31%.

Table 4 shows the overall accuracy comparison among the
four kinds of behaviors with the LSTM models. The overall
accuracy achieved for all four behaviors was more than 95%
and the best performance reached 98.78% in grazing class.
Overall, the two proposed deep-learning models are superior
to the traditional machine learning algorithms, including the
SVM and MLP models.

In the realm of time-series classification tasks, particu-
larly in the nuanced domain of cow behavior data analysis,
the superiority of the Bi-Long Short-Term Memory (Bi-
LSTM) model becomes evident. Unlike conventional neural
network models, Bi-LSTM excels in capturing intricate tem-
poral dependencies inherent in time-series datasets, a critical
aspect when deciphering the nuanced behaviors of cattle over
time. The sequential nature of cow behavior data necessitates
a model capable of retaining and leveraging information
from past observations, and the inherent architecture of Bi-
LSTM, featuring memory cells and input, forget, and output
gates, positions it as exceptionally adept in modeling such
complex temporal dynamics. Through our rigorous exper-
imentation and comparative analysis, the Bi-LSTM model
consistently outperformed other neural network counterparts
in accurately classifying and predicting various cattle behav-
iors. This enhanced capability not only bolsters the reliability
of our monitoring system but also reaffirms the Bi-LSTM
model’s superiority in discerning intricate patterns within
time-series datasets, thereby solidifying its position as a
formidable choice for the classification of cow behavior data
in our proposed self-powered system.
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V. CONCLUSION
This study represents a proof-of-concept for a self-powered
cow monitoring system leveraging RF energy-harvesting
technology for the classification of cow behavior in a smart
dairy farm setting. Central to this system is a neck-mounted
sensor tag device powered by RF energy and equipped with
an accelerometer. The sensor tag exhibited a noteworthy PCE
exceeding 58.76% when supplied with an input RF power of
7 dBm, and the total charging time with a 10-mF superca-
pacitor is 5 minutes. Remarkably, it sustained uninterrupted
operation for over 90minuteswithout the need for recharging.
Furthermore, the sensor tag’s current profiles showcased its
adaptability to applications characterized by ultralow power
consumption.

To evaluate the feasibility of this self-powered dairy-cow-
monitoring system in real-world scenarios, a two-week-long
demonstration was conducted. The system successfully clas-
sified three recognized states of the cow’s behavior. Two
deep-learning models were developed to classify these states
using the data collected during the experiment. The results
indicated that both models effectively classified the three
dairy cow behaviors, with the highest accuracy achieved
for the walking behavior. Among the models, the Bi-LSTM
model outperformed the 1D-CNNmodel and other traditional
methods, achieving an overall accuracy of 96.76%.

While the behavior data measurement results are promis-
ing, there are certain limitations to consider. The accuracy
of behavior classification can be further improved by col-
lecting more diverse and extensive datasets, accounting
for variations among different cattle breeds and individual
characteristics. Additionally, incorporating additional sen-
sor modalities and advanced data fusion techniques may
enhance the system’s ability to capture a broader range of
behaviors.

In conclusion, the behavior data measurement results
obtained from our self-powered cattle behavior monitor-
ing system demonstrate its effectiveness in capturing and
analyzing cattle behaviors. The combination of accurate
behavior classification using the Bi-LSTM neural network
and energy-efficient data collection through radio frequency
energy harvesting establishes the system as a valuable tool
for real-time monitoring and managing cattle behavior in
agricultural settings. By harnessing RF energy harvesting, our
system has the potential to operate permanently, eliminating
the need for frequent battery replacements and thereby miti-
gating associated expenses. This not only offers a substantial
economic advantage but also enhances the sustainability of
themonitoring solution. Futureworkwill focus on optimizing
the rectifier will be to enhance the PCE, reducing the charging
time and increasing its capacity to extend the usage time of
the sensor tag.
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