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ABSTRACT This paper investigates the physical layer security (PLS) of non-orthogonal multiple access
(NOMA)-enabled overlay cognitive radio networks (NOMA-OCRNs), considering multiple non-colluding
eavesdroppers. Here PLS is evaluated in terms of: (i) secrecy outage probability (SOP) of primary user
(PU) and secondary user (SU) and (ii) system SOP (SSOP), system secrecy throughput (SST) and secrecy
energy efficiency (SEE) of the network. Residual hardware impairments arising from non-ideal hardware and
imperfect successive interference cancellation conditions are considered. Firstly, we derive new analytical
expressions for the SOPs of PU and SU. Numerical evaluation results show that both PU as well as SU suffer
very high SOPs that tend to unity in the high transmit power region. Further, RHI and i-SIC have a significant
impact on the secrecy performance. To improve the PLS performance, we propose a jamming-assisted
framework and develop novel analytical models for determining the SOPs of PU and SU. We derive the
asymptotic SOP expressions as well. Detailed analytical and simulation results are presented to demonstrate
that the proposed jamming-assisted framework leads to a significant reduction of the SOPs of both PU and
SU while exhibiting considerable enhancement of SST and SEE of the network compared to the no-jammer
scenario. In the final part of this paper, we utilize a deep learning framework for the precise and fast prediction
of the SOPs of PU and SU, that can replace complex mathematical modeling.

INDEX TERMS Overlay cognitive radio networks, non-orthogonal multiple access, physical layer security,
multiple eavesdroppers, residual hardware impairments, performance analysis.

I. INTRODUCTION
Currently, fifth-generation (5G) wireless communication
systems are being rolled out worldwide to provide high-
speed, ultra-reliable, low-latency communications. However,
incessant growth in the number of smart devices and the
emergence of Internet-of-Everything (IoE) applications will
result in a substantial burden on 5G wireless networks [1].
In this context, sixth generation (6G) wireless networks
are being explored by academia and industries to provide
(a) a maximum data rate of 100Gbps, (b) reliability of
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the order of 99.99999 percent, (c) air interface latency
of the order of 0.1ms, (d) increased connectivity and
coverage compared to 5G and (e) highly energy efficient,
secure communications [2], [3]. Recently, non-orthogonal
multiple access (NOMA) has emerged as a popular multiple
access technology for 5G and beyond 5G (B5G) wireless
networks, since it improves spectral efficiency by allowing
multiple users to share the same transmission resources
simultaneously [4], [5], [6]. In power domain NOMA, super-
position coding is applied at the transmitter while successive
interference cancellation (SIC) is used as the multi-user
detection technique at the receiver [4]. In a downlink
cooperative NOMA system, strong (i.e., cell-center) users or
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dedicated relay nodes are employed to improve the reliability
of weak (i.e., cell-edge) users. Utilizing cooperative relaying
in NOMA system results in very high reliability for weak
users, while achieving higher diversity gain and improved
system throughput [7], [8].

On the other hand, cognitive radio (CR) technology has
been proposed to resolve spectrum scarcity in wireless
communication systems [9]. The use of CR technology in
5G and B5Gwireless networks can alleviate spectrum crunch
as well as spectrum under-utilization, since it allows the
unlicensed secondary users (SUs) to access the licensed
spectrum occupied by the primary users (PUs) based on
either interweave, underlay or overlay principle. In the
interweave mode, the SUs can transmit only if the primary
spectrum is unoccupied, while the underlay mode enables
the SUs to transmit concurrently with the PUs in the same
frequency spectrum as long as the interference induced
on the PU receiver remains below a tolerable threshold.
Likewise, the overlay mode allows SUs and PUs to transmit
concurrently utilizing the same frequency spectrum, where
the SUs act as relays to enhance the performance of the
PUs [9]. From the perspective of a practical application
scenario, the integration of CR with the Internet- of-
Things (IoT) system has the potential to bring significant
benefits to both wireless communication systems and IoT
applications [10]. In cognitive IoT systems, the IoT devices
can act as the SUs and can opportunistically use the available
spectrum to communicate with other devices or with the
Internet. Thus, cognitive IoT systems can enhance spectrum
utilization efficiency and improve the quality of service (QoS)
for IoT applications. Additionally, cognitive IoT systems
can enable seamless integration of wireless communication
and IoT technologies, enabling the development of new
and innovative applications such as smart cities, industrial
internet, and smart healthcare [10].

Since both CR as well as NOMA techniques aim to
enhance the spectrum utilization efficiency, the NOMA-
enabled CR networks (NOMA-CRNs) are capable of further
improving the spectral efficiency and connectivity [11].
Here NOMA can be applied in the secondary network to
enhance the spectrum utilization efficiency and to achieve
massive connectivity, As a consequence, several authors have
investigated the performance of NOMA-enabled underlay
CRNs (i.e., NOMA-UCRNs) and NOMA-enabled overlay
CRNs (NOMA-OCRNs), see [12], [13], [14], [15] and
references therein. In NOMA-UCRN, the QoS of SU cannot
be guaranteed since the transmit powers of secondary
transmitters (STs) are limited by the interference constraint of
the PU receiver. On the other hand, theQoS of both SU aswell
as PU can be ensured, when the overlay paradigm is employed
since SU assists the PU through cooperative NOMA, while
simultaneously getting access to the PU’s licensed spectrum.
Accordingly, the present work focuses on NOMA-OCRNs.

Secure transmission is a key challenge for the next
generation wireless networks owing to the broadcast nature
of the wireless channel, since external eavesdroppers may

exist to intercept the messages intended for the legitimate
users (LUs) [16], [17], [18]. Security and privacy protection
are fundamental requirements for cognitive IoT systems
as well. The communication links in IoT systems, i.e.,
uplink communications from sensors to controllers, downlink
communications from controllers to actuators, etc., are highly
susceptible to eavesdropping. Recently, the notion of physical
layer security (PLS) has received remarkable attention since
it exploits the randomness of wireless fading channels rather
than cryptography techniques to secure the communication
link. The fundamental idea of PLS is that a wireless
communication system can be theoretically secured without
using any traditional cryptographic methods if the capacity of
the legitimate channel is higher than that of eavesdroppers.
Of late, PLS has been envisaged as an additional level of
security protection on top of the existing cryptography-based
security schemes [16], [17], [18]. The major objective of this
paper is to propose efficient techniques for enhancing the PLS
performance of both PU as well as SU in NOMA-OCRNs.

A. LITERATURE SURVEY AND PROBLEM FORMULATION
Several research papers have appeared to analyse the PLS
performance of NOMA-UCRNs, see [19], [20], [21], [22],
[23], [24], [25], [26], [27], [28], [29], [30] and references
therein. The authors of [19] have considered user scheduling
and power allocation to improve the PLS performance
of NOMA-UCRNs. The authors of [20] have analyzed
connection outage probability (COP) and SOP performance
of PUs in NOMA-UCRN, while the authors of [21] have
investigated COP, intercept probability and effective secrecy
throughput (EST) of NOMA-UCRN considering outdated
channel state information (CSI). The authors of [22] have
introduced hybrid automatic repeat request technique to
improve the secrecy performance of NOMA-UCRNs, while
the authors of [23] and [24] have independently analyzed the
PLS performance of NOMA-UCRNs. In [25], the authors
have investigated optimal power allocation to maximize the
secrecy sum rate (SSR) of the SUs in NOMA-UCRN while
the work in [26] investigated the secrecy rate maximization
in NOMA-UCRN. In [27], the authors have investigated
techniques for the selection of SUs to enhance the PLS per-
formance of PU in NOMA-UCRN. In [28], the authors have
analyzed COP, SOP and EST of NOMA-UCRN, assuming
imperfect CSI. In [29], the intercept probability performance
was examined for NOMA-enabled underlay cognitive hybrid
satellite-terrestrial networks (NOMA-UCHSTNs) in the pres-
ence of an eavesdropper. In [30], the authors have examined
the sum secrecy rate maximization problem in NOMA-
UCHSTN, where an external eavesdropper is present. Notice
that the research works reported in [19], [20], [21], [22],
[23], [24], [25], [26], [27], [28], [29], and [30] examined the
PLS performance of NOMA-UCRN in the presence of an
external eavesdropper, while the focus of the current work
is to investigate the PLS performance of NOMA-OCRNs,
where multiple eavesdroppers are present in the network.
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Recently, a few authors have analysed the PLS perfor-
mance of NOMA-OCRNs as well [31], [32], [33], [34], [35].
In [31], the authors have investigated the COP, SOP and EST
of primary network in NOMA-OCRN, where the SUs are
considered as internal eavesdroppers. The authors of [32]
have employed a multi-antenna secondary full-duplex (FD)
relay to enhance the PLS of the PU inNOMA-OCRN. In [33],
the authors have investigated optimal beamforming design
to maximize the secrecy rate of the SU in NOMA-OCRN.
Notice that the PLS performance of SU was overlooked
in [31] and [32], while that of PU was ignored in [33]. The
authors of [34] have analyzed the intercept probability of
PU and SU in NOMA-OCRN, where the ST selects one
SU from among a set of M SUs to operate as a relay for
assisting the communication to the PU. In [35], the authors
have studied the secrecy performance of the NOMA-enabled
overlay cognitive ambient backscatter communication system
in the presence of an eavesdropper. Notice that the authors
of [31], [32], [33], [34], and [35] have considered that only
one eavesdropper is present in the network. Further, none
of the above papers have considered a jamming-assisted
framework for improving the PLS performance of PU and
SU in NOMA-OCRNs.

In recent studies, a few authors have conducted investi-
gations on the influence of multiple eavesdroppers on the
secrecy performance of NOMA-enabled systems [36], [37],
[38], [39], [40], [41], [42], [43], [44], [45]. Considering wire-
tapping by many numbers of non-colluding eavesdroppers,
the authors of [36] have evaluated the secrecy performance
of a NOMA system in terms of SOP, where the BS directly
communicates to the downlink users with the near user
assumed as untrusted. In [37], the authors have examined
the SOPs of downlink users in a cooperative NOMA system
with multiple decode and forward (DF) relays considering
both colluding and non-colluding wiretap scenarios. In [38],
the authors have considered the impact of non-colluding
eavesdroppers on the SOPs of downlink users in user-assisted
cooperative NOMA systems. The authors of [39] have
evaluated the SOP and the EST performance of a cooperative
NOMA -based FD relay sharing system, with multiple
eavesdroppers. The research work in [40] focused on the
evaluation of ergodic secrecy rate (ESR), where a two-way
FD relay network was considered that relies on cooperative
NOMA technique. In [41], the authors have independently
investigated the SOPs of downlink users in FD-cooperative
NOMA systems in the presence of multiple eavesdroppers.
In [42], the authors have examined the SOPs experienced
by the downlink users in NOMA-enabled hybrid satellite-
terrestrial network with colluding/non-colluding eavesdrop-
pers, considering hardware impairments. In [43], the authors
have researched the joint effects of channel estimation errors
and hardware impairments on the secrecy performance of
NOMA-UCHSTN in the presence of multiple non-colluding
eavesdroppers. The authors of [44] have investigated the
SOP performance of downlink users in a directly connected

NOMA network, where multiple eavesdroppers are present.
In [45], the authors have examined the SOP performance of
downlink users for both code-domain NOMA and power-
domain NOMA scenarios, where both external and internal
eavesdropping cases are considered.

It is worth noticing that comprehensive analytical models
for evaluating the PLS performance of NOMA-OCRN in
the presence of multiple eavesdroppers has not appeared in
the literature so far. Even though multiple eavesdroppers
were considered in the context of cooperative NOMA
systems [36], [37], [38], [39], [40], [41], [42], these studies
are not directly applicable to a spectrum-sharing scenario
such as NOMA-OCRN. Although the authors of [43] have
analyzed the PLS performance of NOMA-UCHSTNs, the
results are not directly applicable to a terrestrial wireless
networking scenario such as NOMA-OCRN considered in
this paper. Further, none of the above papers [31], [32],
[33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43]
have proposed suitable methods for enhancing the secrecy
performance. Furthermore, these studies [31], [32], [33],
[34], [35], [36], [37], [38], [39], [40], [41], [42], [43]
mentioned above have ignored the problem of determining
optimal transmit powers to be apportioned for the downlink
users for enhancing the secrecy performance. Secondly,
most of the above research works have considered ideal
radio frequency (RF) transceivers. However, RF transceivers
employed in communication systems suffer from hardware
impairments (HIs), which leads to distortion noise in the
system [46]. Even though several techniques were proposed
for the mitigation of HIs, RF transceivers still experience
residual HI (i.e., RHI), which has a detrimental impact on
the performance of wireless communication systems [47],
[48], [49], [50]. Accordingly, we need to consider RHI as
well, for the evaluation of PLS of NOMA-OCRN. Thirdly,
in a downlink NOMA system, the strong user has to firstly
decode the message corresponding to the weak user from the
received superposition coded NOMA signal and thereafter
use the SIC procedure to decode its own message [4], [5].
Considering a more practical scenario, we need to study
the impact of residual interference generated at the strong
user due to imperfect SIC (i-SIC) [51], [52] on the PLS
performance of NOMA-OCRN, which has been ignored in
the above papers [31], [32], [33], [34], [35]. Recently, many
researchers have utilized deep neural network (DNN) for
evaluating the performance of wireless networks, instead of
relying on complex mathematical modeling and the time-
consuming Monte-Carlo simulation approaches, see [53],
[54], [55], [56] and references therein. The authors of [53]
have proposed a DNN model for determining the SOP of
ground-to-air communications, while the authors of [54]
and [55] have independently investigated the use of DNN
for selecting the best relay for enhancing the performance of
CR networks. In [56], the authors have exploited DNN for
enhancing the performance of cell-edge user inNOMA-CRN.
The above-mentioned investigations have demonstrated the
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powerful capability of DNN to predict various performance
metrics of wireless networks with high level of accuracy and
reduced prediction time, compared to analytical modeling
and Monte-Carlo simulations-based approaches. Motivated
by these observations, the objectives of the current works are
the following: (i) to formulate analytical models for investi-
gating the PLS performance of NOMA-OCRN considering
multiple non-colluding eavesdroppers, RHI and i-SIC (ii)
to propose a jamming-assisted frame work and evaluate its
effectiveness in enhancing the security performance; (iii) to
determine the transmit power allocation for PU as well as
SU at the ST that further enhances the security performance
of NOMA-OCRN and (iv) to formulate a DNN framework
for the prediction of SOPs of PU and SU with high level of
accuracy and lowest execution time.

B. CONTRIBUTIONS
The key contributions of this paper are as outlined below:

• First, we consider NOMA-OCRN where the primary
network consists of a primary transmitter (PT)-primary
destination (PD) pair. In the secondary network, the ST
acts as a relay to assist primary transmissions while
getting access to the PU’s spectrum for transmitting
its own message to the secondary receiver (SR) by
utilizing the power domain NOMA technique.We derive
new analytical expressions for the SOPs of both PU as
well as SU in the presence of multiple non-colluding
eavesdroppers, considering both RHI as well as i-SIC.
With the help of numerical results, it is shown that both
PU as well as SU suffer very high SOPs that tend to
unity in the high transmit power region. Moreover, it is
established that RHI and i-SIC have significant impact
on the secrecy performance of the considered NOMA-
OCRN.

• A jammer-assisted framework is considered in order
to improve the PLS performance, where an external
jamming node transmits jamming signals to confuse
the eavesdroppers. Analytical expressions are obtained
for the SOPs of both PU as well as SU for the
jammer-assisted scenario as well. It is shown that
the considered jammer-assisted framework provides
significant reduction of the SOPs of both PU as well as
SU compared to the no-jammer case.

• Results are provided for comparing the SOPs expe-
rienced by both PU as well as SU in the proposed
NOMA-OCRN against orthogonal multiple access
(OMA)-based OCRN, i.e., OMA-OCRN. It is demon-
strated that the SOPs are lower in the proposed
NOMA-OCRN compared to its OMA counterpart.

• We then formulate the SSOP minimization problem and
determine the optimal transmit power allocation for both
PU as well as SU at the ST that minimizes the System
SOP (SSOP) of the jammer-assisted NOMA-OCRN.
We find the optimal power allocation coefficients
(OPACs) and demonstrate that both the SSOP as

FIGURE 1. NOMA-OCRN with Non-colluding eavesdroppers and jammer.

well as the SOPs are considerably reduced under the
proposed OPAC, compared to random/equal setting of
the PACs. Moreover, it is also demonstrated that the
OPAC provides significant enhancement of the SEE and
SST of the jammer-assisted NOMA-OCRN compared to
the no-jammer case.

• Finally, we describe a DNN model for the precise
prediction of the SOPs with reduced execution time and
demonstrate the effectiveness of the proposed approach.

The rest of this paper is organized as follows. Section II
describes the system model and provides signal-to-
interference and distortion plus noise ratio (SIDNR)
calculations. Section III describes the SOP analysis, followed
by the description of the asymptotic SOP expressions. The
SSOP minimization problem is introduced in Section IV
and DNN framework for predicting SOPs is described in
Section V. Finally, Section VI describes the results, while
the paper is concluded in Section VII.

II. SYSTEM MODEL
We consider the NOMA-OCRN shown in FIGURE 1, where
the primary network comprises of a PT-PD pair, while the
secondary network comprises of a ST-SR pair. The direct
link from PT to PD suffers heavy shadowing, which makes
it impossible to communicate directly from PT to PD.
Accordingly, based on the notion of the overlay mode of
operation, PT uses ST as a DF relay to forward its messages
to PD. To facilitate this, PT initially transmits the symbol
intended for PD. From the received signal, ST attempts to
regenerate a clean copy of PD’s symbol so that it can be
forwarded to PD in the next time slot. In return, ST can
simultaneously send its own messages to SR by utilizing
the primary spectrum based on the power domain NOMA
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principle i.e., ST applies superposition coding technique
based on the power domain NOMA principle to combine the
message symbol intended for PD and its own symbol intended
for SR, and transmits the combined signal in the second
time slot. Thus, the considered NOMA-OCRN facilitates
simultaneous access of both PT as well as ST in the spectrum
occupied by the primary network. The NOMA-OCRNmodel
investigated is equivalent to the cognitive IoT scenario
considered in [57] and [58], where the primary network could
be the one, which has been allocated the licensed frequency
band (such as a cellular network). The secondary network
resembles a downlink IoT network [57], [58], where a
controller (i.e., ST) intends to transmit confidential messages
to an actuator (i.e., SR) in the presence of L potential passive
eavesdroppers. Since the secondary network does not have
a dedicated spectrum, it relies on the primary spectrum
for the ST-to-SR, i.e., controller-to-actuator communications.
Based on the overlay principle, the controller acts as a DF
relay to forward messages from PT to PD. As a reward, the
controller can simultaneously send its own message to the
actuator by employing power domain NOMA. To enhance
the spectrum utilization efficiency and to achieve massive
connectivity, NOMA is employed in the secondary network.
Accordingly, the controller applies superposition coding
based on power domain NOMA principle to combine its
message to the actuator along with the message for the
PD. The nodes ST and SR in the secondary network
could also represent femtocell users who do not have
dedicated spectrum for their communications and hence rely
on primary spectrum [59]. Let us assume that L external
passive non-colluding eavesdroppers El; lϵ (1 , 2 , . . . , L)
are present that attempt to wire-tap the messages transmitted
by ST. We consider a jamming-assisted scenario, in which a
jammer node (J) is assumed to be present in the network that
discombobulates the eavesdroppers so as to improve the PLS
of the considered NOMA-OCRN.

Let hps, hsd , hsr , hsel , hJel , hJd and hJr be the fading
channel coefficients corresponding to the links: PT-ST,
ST-PD, ST-SR, ST-El , J-El , J-PD, and J-SR respec-
tively; lϵ (1 , 2, . . . , L). All the nodes in the network
are assumed to have single-antenna and operate in half-
duplex (HD) mode. We assume frequency non-selective
block Rayleigh fading so that the channel coefficients
remain time-invariant over each block period T; but
varies over sucessive block periods. The power gains{∣∣hij∣∣2 ; i ϵ (p, s, J) ; j ϵ (s, d, r, el) ; l ϵ (1, 2, . . . ,L); i ̸= j

}
adher to exponential probability density function (PDF) with
mean value λij. Finally, the additive white Gaussian noise
(AWGN) at all the receiving terminals in the network are
assumed to be of equal variance σ 2.

A. SIGNAL MODEL AND SIDNR CALCULATIONS IN THE
PRESENCE OF RHI
In the considered NOMA-OCRN, the transmissions are
carried out in two half cycles of duration T

2 each, with NOMA

technique employed by ST in the second half cycle. During
the first half cycle, PT transmits the signal xp(t) to ST with
power Pp. The received signal at ST in the presence of RHI
is given by:

ys (t) = hps
(√

Pp xp (t)+ ηps
)
+ ns (t) , (1)

where ns(t) is the AWGN present at ST; ηps ∼ CN (0, θ2psPp)

denotes the RHI at both PT and ST and θps =

√
θ2ptx + θ2srx

represents the aggregate RHI of the PT-ST link with θ2ptx
and θ2srx respectively representing the HIs at PT and ST [47],
[48], [49], [50]. The SIDNR and the achievable data rate
corresponding to the decoding of xp at ST (i.e., 0s,xp and Rs,xp
respectively) are given by:

0s,xp =
ρp
∣∣hps∣∣2

ρp
∣∣hps∣∣2 θ2ps + 1

, (2a)

and

Rs,xp =
1
2
log(1 + 0s,xp ), (2b)

where ρp =
Pp
σ 2
. Assuming RPth to be the target data rate for

successfully decoding xp at ST, which is possible if and only
if Rs,xp ≥ RPth or 0s,xp ≥ γ Pth , where γ

P
th = 22R

P
th − 1 is the

corresponding target SIDNR.
During the second half cycle, assuming that ST succeeds

in decoding xp in the previous time slot, it regenerates xp
and applies power domain NOMA technique, to combine xp
with its own message xs intended for SR. If ST is unable to
successfully decode xp, it will send xs alone in the second
half cycle. Accordingly, the signal transmitted by ST during
the second time slot is given by:

x(t) =

{√
αpPs xp(t) +

√
αsPs xs(t); 0s,xp ≥ γ Pth√

δPs xs(t); 0s,xp < γ Pth,

(3)

where Ps is the total power of ST, αp and αs respectively are
the power allocation coefficients for xp and xs at ST such that
αs < αp, αp + αs = 1. Thus, higher power is allocated for
the weak user (i.e., PD) at ST, following the conventional
NOMA principle. Further, δ (0 < δ ≤ 1) is the power
allocation coefficient for xs at ST, if xp is not successfully
decoded previously. Meanwhile, the jammer transmits the
jamming signal xJ (t) with power PJ during the second half
cycle to confound the eavesdroppers. The received signal at
PD and SR during the second half cycle (i.e., yd (t) and yr (t)
respectively) in the presence of RHI are given by:

yi(t) = hsi(x(t) + ηsi) + whJi(
√
PJxJ (t) + ηJi)

+ ni(t); iϵ(d, r), (4)

where w = 0 means the no-jammer (NJ) case while
w = 1 means the jamming assisted (JA) case; nd (t)
and nr (t) represent AWGN at PD and SR respectively;
ηsd ∼ CN (0, θ2sdPs) is the RHI at both ST and PD;
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ηsr ∼ CN (0, θ2srPs) is the RHI at both ST and SR;ηJd ∼

CN (0, θ2JdPJ ) is the RHI at both J and PD; ηJr ∼

CN (0, θ2JrPJ ) is the RHI at both J and SR; θsd =

√
θ2stx + θ2drx

represents the aggregate RHI of the ST-PD link with θ2stx
and θ2drx representing the HIs at ST and PD respectively.

Further θsr =

√
θ2stx + θ2rrx is the aggregate RHI of the

ST-SR link with θ2rrx representing the HI at SR. Also θJd =√
θ2Jtx + θ2drx is the aggregate RHI of the J-PD link with

θ2Jtx and θ2drx representing the HIs at J and PD respectively.

Also θJr =

√
θ2Jtx + θ2rrx represents the aggregate RHI of

the J-SR link with θ2Jtx and θ2rrx representing the HIs at J
and SR respectively [47], [48], [49], [50]. We assume that
the jamming signal is pre-shared and perfectly known at
PD and SR.1 Accordingly, the SIDNR corresponding to the
decoding of xp at PD can be determined as (5), shown at the
bottom of the page. At SR, SIC is implemented to decode
the symbol xs. Towards this, SR firstly decodes xp and then
uses SIC to decode xs, after removing the decoded symbol
xp from the received signal. Assuming i-SIC conditions, the
SIDNRs corresponding to the decoding of xp and xs at SR
(i.e., 0r,xp and 0r,xs respectively) are given by (6) and (7),
as shown at the bottom of the page. Notice that (5)-(7) are
formulated assuming that both PD and SR are capable of
perfectly cancelling the jamming signal while decoding the
messages. Further, notice that both (6) and (7) consider the
event that ST is not able to decode the symbol xp in the
first half cycle. Furthermore, the term βαpρs |hsr |2 in (7)
represents the residual interference generated at SR due to i-
SIC, where β (0 < β < 1) is the i-SIC coefficient [51], [52].
At the eavesdroppers, we assume a worst-case scenario in

which they are assumed to possess very efficient multi-user
detection capabilities. The foregoing assumption has been
extensively applied in literature, see [44], [60] and references
therein. Apart from this, a non-colluding scenario is consid-

1This assumption has been made for analytical tractability. Imperfect
knowledge of jamming signal will be part of future work. Nevertheless, our
present results serve as a benchmark for future investigations in this domain.

ered, where each eavesdropper can decode the symbols xp
and xs independently of others [40], [41], [42], [43]. The
most detrimental eavesdropper that can wiretap the message
symbols intended for the LUs with the highest SIDNR is
considered in this paper. The received signal at an arbitrary
eavesdropper El in the presence of RHI is given by:

yel (t)

=



hsel

(√
αpPs xp(t) +

√
αsPs xs(t) + ηsel (t)

)
+whJel

(√
PJxJ (t) + ηJel (t)

)
+ nel (t); 0s,xp ≥ γ Pth

hsel

(√
δPs xs(t) + ηsel (t)

)
+ whJel

(√
PJxJ (t)

+ηJel (t)
)

+ nel (t) ; 0s,xp < γ Pth,

(8)

where the second case in (8) corresponds to ST not able to
successfully decode xp in the first half cycle due to which
it transmits xs alone in the second half cycle. Here w =

1 corresponds to JA and w = 0 means NJ scenario; nel (t)
is the AWGN at El ; ηsel ∼ CN (0, θ2selPs) is the RHI at

ST and El where θsel=
√
θ2stx + θ2elrx represents the aggregate

RHI of ST-El link with θstx and θelrx representing the HIs at
ST and El respectively. ηJel ∼ CN (0, θ2JelPJ ) is the RHI

at J and El where θJel=
√
θ2Jtx + θ2elrx represents the aggregate

RHI of J-El link with θJtx and θelrx representing the HIs
at J and El respectively [47], [48], [49], [50]. The SIDNR
corresponding to the decoding of xp and xs at the most
detrimental eavesdropper (i.e., 0e,xp and 0e,xs respectively)
are given by (9) and (10), as shown at the bottom of the next
page, where ρJ =

PJ
σ 2
. In (9) and (10), w = 1 corresponds to

the JA case for which 0e,i = 0JAe,i; and w = 0 corresponds to
the NJ case for which 0e,i = 0NJe,i ; i ϵ (xp, xs).

B. SECRECY RATE CALCULATIONS
The achievable data rate corresponding to the decoding of xp
at PD and xs at SR are determined as Rd,xp =

1
2 log2(1 +

0d,xp =


αpρs |hsd |2

αsρs |hsd |2 + θ2sdρs |hsd |
2
+ w2θ2JdρJ |hJd |2 + 1

; 0s,xp ≥ γ Pth

0; 0s,xp < γ Pth

(5)

0r,xp =


αpρs |hsr |2

αsρs |hsr |2 + θ2srρs |hsr |
2
+ w2θ2JrρJ |hJr |2 + 1

; 0s,xp ≥ γ Pth

0; 0s,xp < γ Pth,

(6)

0r,xs =


αsρs |hsr |2

βαpρs |hsr |2 + θ2srρs |hsr |
2
+ w2θ2JrρJ |hJr |2 + 1

; 0s,xp ≥ γ Pth

δρs |hsr |2

θ2srδρs |hsr |
2
+ w2θ2JrρJ |hJr |2 + 1

; 0s,xp < γ Pth

(7)
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0d,xp ) and Rr,xs =
1
2 log2(1 + 0r,xs ) respectively. The data

rate over the eavesdropper’s channel for the JA/NJ cases are
respectively determined as Rye,xp =

1
2 log2(1 + 0

y
e,xp ) and

Rye,xs =
1
2 log2(1 + 0

y
e,xs ); yϵ (JA,NJ ). Accordingly, the

achievable secrecy rates of PU and SU for the JA/NJ cases
are determined as:

RPU ,ysec =

[
Rd,xp − Rye,xp

]+
=

[
1
2
log

(
1 + 0d,xp

1 + 0
y
e,xp

)]+

,

(11)

and

RSU ,ysec =
[
Rr,xs − Rye,xs

]+
=

[
1
2
log

(
1 + 0r,xs

1 + 0
y
e,xs

)]+

, (12)

where y ϵ (JA,NJ ) and [ ]+ implies that RPU ,ysec ,RSU ,ysec > 0.

III. SECRECY OUTAGE PROBABILITY (SOP) ANALYSIS
This section describes analytical models for the SOPs of
PU and SU, considering the JA/NJ cases, in the presence of
multiple non-colluding eavesdroppers. We also describe the
asymptotic SOP expressions, which provide valuable insights
on the SOP performance. Let RPUsec,th and R

SU
sec,th respectively

be the target secrecy rates of PU and SU. The corresponding
target secrecy SIDNR thresholds are b = 22R

PU
sec,th − 1 and

ϖ = 22R
SU
sec,th − 1 respectively.

A. SOP EXPERIENCED BY PU
Notice that the PUwill experience a secrecy outage, when the
achievable secrecy rate, i.e., RPU ,ysec ; y ϵ (JA,NJ ), falls below
the target secrecy rate, i.e., RPUsec,th. Accordingly, the SOP of

PU for the JA/NJ cases is determined as φyPU = Pr(RPU ,ysec <

RPUsec,th); y ϵ (JA,NJ ). Recall that the successful delivery of
the symbol xp at PD in the second half cycle requires that it
be successfully decoded at ST during the first half cycle, i.e.,
0s,xp > γ Pth . Accordingly φ

y
PU is determined as:

φ
y
PU

= Pr(RPU ,ysec < RPUsec,th | 0s,xp ≥ γ Pth) Pr(0s,xp ≥ γ Pth)

+ Pr(RPU ,ysec < RPUsec,th | 0s,xp < γ PUth ) Pr(0s,xp < γ Pth).

(13a)

Now 0s,xp < γ Pth implies Pr(RPU ,ysec < RPUsec,th) = 1, so that
φ
y
PU can be determined as:

φ
y
PU = Pr(RPU ,ysec < RPUsec,th, 0s,xp ≥ γ Pth) + Pr(0s,xp < γ Pth).

(13b)

Proposition 1: Utilizing the Gaussian-Chebyshev quadra-
ture approximation [61], an approximate analytical expres-
sion for φJAPU can be obtained as in (14), shown at the bottom

of the next page, where κ0 = e
−γPth

ρpλps(1−θ2psγ
P
th) , κ1 = 1 −

e
−γPth

ρpλps(1−θ2psγ
P
th) , κ2 = e

−

(
ψj1+b

λsd(αpρs−ρs(αs+θ2sd)(ψj1+b))

)
, κ3 =

(22R
PU
sec,thαpρsλse), κ4 = −θ2seρsλse, κ5 = ρJλJe − θ2seρsλse,

υ1 = min
(

αp

αs+θ
2
sd

− b, 2
2RPUsec,thαp

θ2se

)
, ϵj = cos

(
(2j−1)π

2N

)
,

ψj1 =
(
υ1
2

) (
ϵj + 1

)
and N is the complexity accuracy

trade-off parameter in the above approximation. Here (14) is

valid if and only if αp >
b(1+θ2sd )
b+1 ; otherwise φJAPU becomes

unity.
Proof: Refer Appendix A.

Corollary 1: An approximate expression for φNJPU is given
by (15), shown at the bottom of the next page, where αp >
b(1+θ2sd )
b+1 . Otherwise φNJPU → 1.
Remark 1: From (14) and (15), it is evident that both

φJAPU and φNJPU depend on mean channel gains, target secrecy
rates and the transmit powers. Further, the numerical results
described in section VI demonstrate that both ρp as well as ρs
has significant influence on the SOP of PU.

B. SOP EXPERIENCED BY SU
Notice that the SUwill experience a secrecy outage, when the
achievable secrecy rate, i.e., RSU ,ysec ; y ϵ (JA,NJ ), falls below
the target secrecy rate, i.e., RSUsec,th. Thus the SOP of SU is

determined as φySU = Pr(RSU ,ysec < RSUsec,th); y ϵ (JA,NJ ).
Recall that the symbol xs is transmitted by ST in the second
half cycle either with power αsρs or δρs (i.e., depending
on whether ST decodes xp successfully or not in the first
half cycle). Further, assuming that ST successfully decodes
xp in the first half cycle, SR has to successfully decode xp
firstly before decoding xs. Accordingly, φ

y
SU ; y ϵ (JA,NJ ),

0e,xp =


max

l=1,2,...,L

αpρs
∣∣hsel ∣∣2

θ2selρs
∣∣hsel ∣∣2 + w2ρJ

∣∣hJel ∣∣2 (1 + θ2Jel ) + 1
; 0s,xp ≥ γ Pth

0; 0s,xp < γ Pth,

(9)

0e,xs =


max

l=1,2,...,L

αsρs
∣∣hsel ∣∣2

θ2selρs
∣∣hsel ∣∣2 + w2ρJ

∣∣hJel ∣∣2 (1 + θ2Jel ) + 1
; 0s,xp ≥ γ Pth

max
l=1,2,...,L

δρs
∣∣hsel ∣∣2

θ2sel δρs
∣∣hsel ∣∣2 + w2ρJ

∣∣hJel ∣∣2 (1 + θ2Jel ) + 1
; 0s,xp < γ Pth

(10)
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is determined as:

φ
y
SU = Pr(RSU ,ysec < RSUsec,th | 0s,xp ≥ γ Pth, 0r,xp ≥ γ Pth)

× Pr(0s,xp ≥ γ Pth, 0
≥
r,xpγ

P
th)

+ Pr(RSU ,ysec < RSUsec,th | 0s,xp ≥ γ Pth, 0r,xp < γ Pth)

× Pr(0s,xp ≥ γ Pth, 0r,xp < γ Pth)

+ Pr(RSU ,ysec < RSUsec,th | 0s,xp < γ Pth) Pr(0s,xp < γ Pth)

(16a)

= Pr(RSU ,ysec < RSUsec,th, 0s,xp ≥ γ Pth, 0r,xp ≥ γ Pth)

+ Pr(0s,xp ≥ γ Pth, 0r,xp < γ Pth)

+ Pr(RSU ,ysec < RSUsec,th, 0s,xp < γ Pth); yϵ (JA,NJ )

(16b)

Proposition 2: Utilizing the Gaussian-Chebyshev quadra-
ture approximation [61], an approximate analytical expres-
sion for φJASU can be obtained as in (17), shown at the

bottom of the next page, where κ7 = (22R
SU
sec,thαsρsλse),

κ8 = (22R
SU
sec,thδρsλse), κ9 = −θ2seδρsλse, κ10 =

ρJλJe − θ2seδρsλse, κ13 = e
−

(
ψj2+ϖ

λsr(αsρs−ρs(βρp+θ2sr)(ψj2+ϖ))

)
,

κ14 = e
−

(
ψj3+ϖ

λsr(δρs−ρs(δθ2sr)(ψj3+ϖ))

)
, υ2 = min

(
αs

βαp+θ2sr
−

ϖ, 2
2RSUsec,thαs
θ2se

)
, υ3 = min

(
1
θ2sr

− ϖ, 2
2RSUsec,th

θ2se

)
, ϵj =

cos
(
(2j−1)π

2N

)
, ψj2 =

(
υ2
2

) (
ϵj + 1

)
, ψj3 =

(
υ3
2

) (
ϵj + 1

)
,

and N is the complexity accuracy trade-off parameter in
the above approximation. Here (17) is valid if and only if
0 < αp <

1−ϖθ2se
1+βϖ ; otherwise φJASU becomes unity.

Proof: Refer Appendix B.
Corollary 2: An approximate expression for φNJSU is given

by (15), where 0 < αp <
1−ϖθ2se
1+βϖ ; otherwise φNJSU becomes

unity.
Remark 2: It is evident from (17) and (18), shown at the

bottom of the next page, that the SOP of SU depends on
mean channel gains, target secrecy rates and transmit power.
The numerical results presented in Section VI illustrate
that both φJASU and φNJSU are largely independent of ρp;
however, ρs has a significant impact on the SOP performance
of SU.

C. ASYMPTOTIC SOPS EXPERIENCED BY PU AND SU
Since the SOP expressions outlined above are intricate,
it is difficult to deduce insights on the impact of var-
ious parameters on the SOPs of PU and SU. Accord-
ingly, we provide asymptotic SOP expressions as given
below.

1) ASYMPTOTIC SOP OF PU AS ρP → ∞

Setting ρp → ∞ and lim
ρp→∞

e
−x
ρp ≃ 1 in (14) and (15),

we obtain the following results.
Proposition 3: The asymptotic SOP of PU (as ρp → ∞)

for the JA/NJ cases are given by the expressions (19a) and
(19b), shown at the bottom of the next page.

Proof: Refer Appendix C.
Remark 3: From (19a)-(19b), it is evident that, as ρp →

∞, the asymptotic SOPs experienced by PU for both JA
and NJ cases are independent of ρp. This happens because,
as ρp → ∞, the message symbol xp transmitted by PT in the
first half cycle can be successfully decoded at ST. Thereafter,
during the second half cycle, ST will attempt to regenerate
a clean copy of xp so that it can be forwarded to PD (i.e.,
ST acts as a DF relay to forward xp to PD in the second
half cycle). Thus, the successful decoding of xp at PD in the
second half cycle depends on transmit SNR of ST alone (i.e.,
ρs = Ps/σ 2) and is independent of the transmit SNR of PT
(i.e., ρp = Pp/σ 2). Accordingly, the SOP of PU becomes
independent of ρp, as ρp → ∞. These results are applicable
to both JA as well as NJ cases.

2) ASYMPTOTIC SOP OF PU AS ρS, ρJ → ∞

Setting ρ = ρs = ρJ → ∞ and lim
ρ→∞

e
−x
ρ ≃ 1 in (14),

we have the following results.
Proposition 4: As ρs, ρJ → ∞, φJAPU is obtained as:

φJAPU (ρ→ ∞)

≃ κ1 + κ0

[
1 −

(
1 −

αpλse − κ6λseθ
2
se

λJeκ6 + αpλse − κ6λseθ2se

)L]
,

(20)

where κ6 =
αp

αs+θ
2
sd

− b. Setting ρs → ∞ and lim
ρs→∞

e
−x
ρs ≃ 1

in (15), we obtain φNJPU (ρs → ∞) ≃ 1.

φJAPU ≃ κ1 + κ0

[
1 −

((υ1
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ2

(
1 − e

−ψj1
κ3+κ4ψj1 ×

κ3 + κ4ψj1

κ3 + κ5ψj1

)L−1 e
−ψj1

κ3+κ4ψj1

κ3 + κ5ψj1

×

(
κ3

κ3 + κ4ψj1
+
κ3 (κ5 − κ4)

κ3 + κ5ψj1

))]
, (14)

φNJPU ≃ κ1 + κ0

[
1 −

((υ1
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ2

(
1 − e

−ψj1
κ3+κ4ψj1

)L−1 e
−ψj1

κ3+κ4ψj1 × κ3

(κ3 + κ4ψj1)2

)]
, (15)
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Proof: Refer Appendix C.
Remark 4: Notice that, as ρs → ∞, φNJPU → 1. i.e.,

the SOP of PU tends to unity for the NJ case, as ρs →

∞. In the NJ case, as ρs becomes higher, the SIDNR
corresponding to the decoding of PD’s symbol xp at the most
detrimental eavesdropper increases, which results in higher
achievable data rate (i.e., corresponding to the decoding of xp)
over the eavesdropper’s channel. This makes the achievable
secrecy rate of PU to fall below the target secrecy rate,
which ultimately leads to very high SOP for PU, On the
other hand, (20) shows that φJAPU is independent of ρs as
ρs, ρJ → ∞. for the JA case, i.e., the SOP of PU becomes a
constant, independent of ρs as ρs, ρJ → ∞. In the JA case,
the presence of jamming signal reduces the SIDNR at the
eavesdropper. Accordingly, even though the increase of ρs
results in a higher achievable data rate (i.e., corresponding
to the decoding of xp) over the eavesdropper’s channel, it is
equally nullified by the presence of jamming signal, as ρJ →

∞. As a result, the SOP of PU becomes independent of ρs as
ρs, ρJ → ∞.

3) ASYMPTOTIC SOP OF SU AS ρP → ∞

Setting ρp → ∞ and lim
ρp→∞

e
−x
ρp ≃ 1 in (17) and (18),

we obtain the following results.
Proposition 5: The asymptotic SOP of SU (as ρp →

∞) in NOMA-OCRN for the JA/NJ cases are given by the
expressions (21a) and (21b), as shown at the bottom of the
next page.

Proof: Refer Appendix D.
Remark 5: From (21a) - (21b), it is evident that, as ρp →

∞, the asymptotic SOPs experienced by SU in both JA andNJ
cases are independent of ρp. Recall that the message symbol
intended for SR (i.e., xs) is transmitted by ST during the
second time slot along with the message symbol xp intended
for PD, i.e., ST applies superposition coding technique based
on the power domain NOMA principle to combine the
message symbol intended for PD and its own symbol intended
for SR and transmits the combined signal in the second time
slot. Thus, the successful decoding of xs at SR in the second
half cycle depends on the transmit SNR of ST alone (i.e.,
ρs) and is independent of transmit SNR of PT (i.e., ρp).

φJASU ≃ κ0

[
1 −

((υ2
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ13

(
1 − e

−ψj2
κ7+κ4ψj2 ×

κ7 + κ4ψj2

κ7 + κ5ψj2

)L−1 e
−ψj2

κ7+κ4ψj2

κ7 + κ5ψj2

(
κ7

κ7 + κ4ψj2
+
κ7 (κ5 − κ4)

κ7 + κ5ψj2

))

−

(
1 − e

−1
ρsλsr (

αp
γPth

−αs−θ2sr )
)]

+

[
e

−γPth
δλps(1−θ2psγ

P
th) ×

(
1 − e

−1
ρsλsr (

αp
γPth

−αs−θ2sr )
)]

+ κ1

[
1 −

((υ3
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ14

×

(
1 − e

−ψj3
κ8+κ9ψj3 ×

κ8 + κ10ψj3

κ8 + κ10ψj3

)L−1 e
−ψj3

κ8+κ9ψj3

κ8 + κ10ψj3

(
κ8

κ8 + κ9ψj3
+
κ8 (κ10 − κ9)

κ8 + κ10ψj3

))]
, (17)

φNJSU ≃ κ0

[
1 −

((υ2
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ13

(
1 − e

−ψj2
κ7+κ4ψj2

)L−1( e
−ψj2

κ7+κ4ψj2 κ7

(κ7 + κ4ψj2)2

))
−

(
1 − e

−1
ρsλsr (

αp
γPth

−αs−θ2sr )
)]

+

[
e

−γPth
δλps(1−θ2psγ

P
th)

(
1 − e

−1
ρsλsr (

αp
γPth

−αs−θ2sr )
)]

+ κ1

[
1 −

((υ3
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ14

(
1 − e

−ψj3
κ8+κ9ψj3

)L−1( e
−ψj3

κ8+κ9ψj3 κ8

(κ8 + κ9ψj3)2

))]
, (18)

φJAPU (ρp → ∞) ≃ 1 −

[(υ1
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ2

(
1 − e

−ψj1
κ3+κ4ψj1 ×

κ3 + κ4ψj1

κ3 + κ5ψj1

)L−1 e
−ψj1

κ3+κ4ψj1

κ3 + κ5ψj1

×

(
κ3

κ3 + κ4ψj1
+
κ3 (κ5 − κ4)

κ3 + κ5ψj1

)]
, (19a)

φNJPU (ρp → ∞) ≃ 1 −

[(υ1
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ2

(
1 − e

−ψj1
κ3+κ4ψj1

)L−1

×
e

−ψj1
κ3+κ4ψj1 κ3

(κ3 + κ4ψj1)2

]
, (19b)
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Accordingly, the SOP of SU becomes independent of ρp,
as ρp → ∞. These results are applicable to both JA as well
as NJ cases.

4) ASYMPTOTIC SOP OF SU AS ρ = ρS = ρJ → ∞

Setting ρ = ρs = ρJ → ∞ and lim
ρs→∞

e
−x
ρs ≃ 1 in (17),

we obtain the following result shown in (22), at the bottom of

the next page, where κ11 =
αs−ϖ (βαp+θ2sr )

2
2RSUsec,th (βαp+θ2sr )

, κ12 =
1−ϖθ2sr

2
2RSUsec,thθ2sr

.

Setting ρs → ∞ and lim
ρs→∞

e
−x
ρs ≃ 1 in (18), we obtain

φNJSU (ρs → ∞) = 1.
Proof: Refer Appendix D.

Remark 6: Notice that, as ρs → ∞, φNJSU → 1, i.e., the
SOP of SU tends to unity for the NJ case, as ρs → ∞. In the
NJ case, as ρs becomes higher, the SIDNR corresponding
to the decoding of SR’s symbol xs at the most detrimental
eavesdropper increases, which results in higher achievable
data rate (i.e., corresponding to the decoding of xs) over the
eavesdropper’s channel. This makes the achievable secrecy
rate of SU to fall below the target secrecy rate, which
ultimately leads to very high SOP for SU. On the other hand,
(22) shows that φJASU is independent of ρ as ρ = ρs = ρJ →

∞ for the JA case, i.e., the SOP of SU becomes a constant,
independent of ρ, as ρ → ∞. In the JA case, the presence
of jamming signal reduces the SIDNR at the eavesdropper.
Accordingly, even though increase of ρs results in higher
achievable data rate (i.e., corresponding to the decoding of
xs) over the eavesdropper’s channel, it is equally nullified by
the presence of jamming signal, as ρJ → ∞. As a result, the
SOP of SU becomes independent of ρ as ρ = ρs = ρJ → ∞.

IV. ANALYSIS OF SYSTEM SECRECY OUTAGE
PROBABILITY (SSOP)
In this section, we determine the SSOP of the considered
NOMA-OCRN for the JA/NJ cases. The SSOP, which
is described as the probability that either PU or SU
suffers secrecy outage, is an effective metric to evaluate
the PLS of the NOMA-OCRN. We define SSOP as:
φ
y
SSOP = 1 − [

(
1 − φ

y
PU

) (
1 − φ

y
SU

)
]; yϵ(JA,NJ ), which

can be determined utilizing the SOP expressions derived

earlier. Lower values of SSOP implies that both PU as
well as SU suffers lower SOPs, which leads to improved
PLS performance. Obviously, φJASSOP depends on the power
allocation coefficients (PACs) for PU and SU at ST, i.e.,
αp and αs respectively. When αp is increased such that
αp + αs = 1, the power allocation for SU’s symbol xs is
reduced which leads to higher SOP for SU. On the other hand,
when αs becomes larger, PU experiences higher SOP due to
reduced power allocation at ST. Both of these events result
in an elevation of the SSOP of the network. Accordingly,
we determine the OPAC, i.e., α∗

s or α∗
p that minimizes the

SSOP of jamming assisted NOMA-OCRN (φJASSOP). The
optimization problem is formulated as follows:

min
αp=α∗

p

φJASSOP

s.t. αp + αs = 1, αp > αs, 0 < αs < 0.5 . (23)

Since the expression for φJASSOP is highly non-linear and
complex, it is cumbersome to derive an analytical solution
for α∗

p . On the other hand, with the help of analytical and
numerical investigations, we verify that φJASSOP is a convex
function, of αp (details of analytical proof are omitted
due to complex and long terms in the expressions).The
modified Polak-Rebiere conjugate gradient method (CGM)
is employed [62], [63] to determine α∗

p . Defining 3
JA 1

=

1−

((
1 − φJAPU

) (
1 − φJASU

))
, we try to find α∗

p that minimizes

3JA. Algorithm 1 describes the steps used in CGM, where
the descent direction is determined by utilizing the first
derivative of the objective function. The step size 4i in the
ith iteration is determined using the Armijo rule. In order to
verify the accuracy of the findings we have calculated α∗

p
using the Simulated Annealing (SA) based method as well
as exhaustive search method. The details are described in
Section VI.

A. SYSTEM SECRECY THROUGHPUT (SST) AND SECRECY
ENERGY EFFICIENCY (SEE)
The secrecy throughput of PU and SU are respectively
determined as: ηyPU =

(
1 − φ

y
PU

)
RPUsec,th and η

y
SU =(

1 − φ
y
SU

)
RSUsec,th;

φJASU (ρp → ∞) ≃

[
1 −

((υ2
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ13

(
1 − e

−ψj2
κ7+κ4ψj2 ×

κ7 + κ4ψj2

κ7 + κ5ψj2

)L−1 e
−ψj2

κ7+κ4ψj2

κ7 + κ5ψj2

×

(
κ7

κ7 + κ4ψj2
+
κ7 (κ5 − κ4)

κ7 + κ5ψj2

))
−

(
1 − e

−1
ρsλsr (

αp
γPth

−αs−θ2sr )
)]

+

[
1 − e

−1
ρsλsr (

αp
γPth

−αs−θ2sr )
]
, (21a)

φNJSU (ρp → ∞) ≃

[
1 −

((υ2
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ13

(
1 − e

−ψj2
κ7+κ4ψj2

)L−1 e
−ψj2

κ7+κ4ψj2 × κ7

(κ7 + κ4ψj2)2
−

(
1 − e

−1
ρsλsr (

αp
γPth

−αs−θ2sr )
))]

+

[
e

−γPth
δλps(1−θ2psγ

P
th)

(
1 − e

−1
ρsλsr (

αp
γPth

−αs−θ2sr )
)]
, (21b)
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Algorithm 1 : Determination of α∗
p - Conjugate Gradient

Method
1) Initialization: Set index i = 0 and let ϵ1 > 0 be the

tolerance level; choose αp ∈ (0.5, 1);

2) Let 3JA 1
= 1 −

((
1 − φJAPU

) (
1 − φJASU

))
3) Repeat
4) Set i = i+ 1
5) Compute αpi+1 =

(
αpi +4isi

)+
6) Set conjugate direction si = ∇3JA

(
αpi
)

+ λisi−1,

where λi =
∇3JA(αpi )[∇3JA(αpi )−3JA(αp(i−1) )]∥∥∥∇3JA

(
αp(i−1)

)∥∥∥2
7) Until

∥∥∇3JA(αpi )
∥∥ ≤ ϵ1

y ϵ (JA,NJ ). The SST given by ηy = η
y
PU +η

y
SU ; y ϵ (JA,NJ ),

is a crucial metric for evaluating the secrecy rates achieved
in the network. On the other hand, an appropriate metric to
combine effectively secrecy and energy is the SEE, which is
defined as the ratio of achievable sum secrecy rates to the
total power consumed in the network [63], [64]. Thus SEE

is determined as: Sy =
RPU ,ysec +RSU ,ysec
Pp+Ps+wPJ

where y ϵ (JA,NJ ) and
w ϵ (0, 1), i.e., w = 1 for JA and w = 0 for NJ case.

V. DNN FRAMEWORK FOR PREDICTING SOPs
This section presents a DNN framework designed for the
efficient prediction of SOPs with minimal latency. This
methodology is significantly different from the traditional
methods for SOP evaluation, which include complex analyti-
cal modeling and time-consuming Monte-Carlo simulations.

A. DATASET CREATION AND LEARNING MODEL
The dataset utilized in this research was generated by
utilizing the SOP expressions given by (14) and (17). These
expressions are associated with parameters such as the
transmit SNR of PU (ρp), transmit SNR of SU (ρs), secrecy
threshold rates of PU and SU (RPUsec,th,R

SU
sec,th respectively),

target SIDNR γ Pth , PACs (αp, and δ), i-SIC coefficient (β),
number of non-colluding eavesdroppers (L), and RHI (θ).
The selected range of values of these parameters are listed in
Table 1. The resulting dataset encompasses a total of 2 × 105

samples, with 80% designated for training and the remaining
portion reserved for testing. The experiments indicate that
this sample size generally produces highly accurate estimates
of SOPs.

As illustrated in FIGURE 2, the DNN modeled for this
scenario consists of an input layer, four hidden layers, and an
output layer. The DNN operates in a feed-forward manner.
The DNN for the prediction of SOP of PU has the input
layer with seven neurons, which correspond to the seven

TABLE 1. Input parameters for training and testing in DNN model.

FIGURE 2. DNN architecture.

parameters listed in Table1, while that corresponding to
SU has nine neurons (nine parameters listed in Table 1).
For performing threshold operations, the Rectified Linear
Unit (ReLU) activation function is used. The ReLU function
introduces non-linearity to the network and is mathematically
represented as ReLU (x) = max(0, x). Here the function
returns the input x if the input is greater than 0 and
0 otherwise. The best activation function for the considered
DNN model is based on the estimates of root mean square
error (RMSE), which is defined below.

B. PROMPT SOP FORECAST
During the training phase, the neural network acquires
knowledge of the input-output correlations by utilizing the

φJASU (ρ→ ∞) ≃ κ0

[
1 −

(
1 −

αsλse − κ11λseθ
2
se

λJeκ11 + αsλse − κ11λseθ2se

)L]
+ κ1

[
1 −

(
1 −

λse − κ12λseθ
2
se

λJeκ12 + λse − κ12λseθ2se

)L]
, (22)
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Adam optimizer. Adam is utilized in the backpropagation
process to compute and adjust the weights of the given DNN
model. Let φmi,pred and φmi,act respectively be the predicted
and the actual values of SOPs corresponding to the mth data
set, where i ϵ (PU , SU ). A popular metric for assessing the
effectiveness of a trained model is the mean square error
(MSE), which is expressed as follows:

MSE(i) =
1

Mtest

Mtest∑
m=1

(φmi,act − φmi,pred )
2 (24)

RMSE is evaluated as:

RMSE(i) =

√√√√ 1
Mtest

Mtest∑
m=1

(φmi,act − φmi,pred )
2, (25)

whereMtest is the entire quantity of data in the test collection.
An adept DNN excels at generating real-time predictions and
can accurately estimate SOPs by processing fresh data inputs.
Using this strategy, the DNN model rapidly calculates the
SOP within a short duration. Additionally, the configuration
of the DNN can be flexibly tuned during the training phase to
reduce errors. This adaptability enables the augmentation of
DNN’s capability by incorporating additional hidden layers
or neurons into the DNNmodel. We report the corresponding
results in Section VI.

VI. NUMERICAL AND SIMULATION RESULTS
This section describes the results for SOPs, SSOP, SST and
SEE. The analytical results were validated by performing
Monte-Carlo simulations, considering 106 independent tri-
als. A 2D network topology is considered, where (xi, yi)
represents the coordinates of node i. Unless otherwise
specified, we assume PT, ST, PD, SR and J to be placed
at (0, 0), (200, 0), (325, 25), (275,−25) and (175,−175)
respectively. We consider the eavesdroppers to be clustered
relatively closer to each other so that they have more or less
equal distances to ST, SR, PD and J [13], [41]. The link
distances (normalized with respect to a reference distance
d0 = 100m) are given by dps = 2, dsd = 1.27, dsr = 0.79,
dsel = 2.0 and dJel = 0.79 (i.e., corresponding to the links
PT → ST , ST → PD, ST → SR, ST → El , J → El
respectively). We fix the following parameters for the SOP
evaluations: αp = 0.8, αs = 0.2, δ = 0.7, RPUsec,th = RSUsec,th =

0.3 b/s/Hz and N = 100 [12], [32], [65], [66]. The mean
channel gains λij =

(
dij
)−µ, where the path loss exponent

µ = 3 [67]. In all the figures, ‘Ana’ represents the analytical
results, while ‘Sim’ denotes the simulation results.

For implementing the proposed DNN framework, we have
used the Python 3.11 environment, with four hidden layers,
featuring 32, 64, 128, and 32 hidden neurons respectively,
and executed it usingKeras (TensorFlow 2.14.0). The training
process for this DNN extended over 100 epochs, commencing
with the initiation of random weight initialization facilitated
by the Adam optimizer. All experiments and assessments

FIGURE 3. SOP of PU vs. ρs for distinct ρp.

FIGURE 4. SOP of SU vs. ρs for distinct ρp ( β = 0.1).

were conducted on a computer equipped with an Intel Core
i7 CPU, 32GB of RAM, and a clock speed of 3.80GHz.

A. EVALUATION OF SOP, SST AND SEE
FIGURES 3 and 4 show the SOPs of PU and SU respectively,
in NOMA-OCRN for JA/NJ cases against the transmit SNR
of ST, i.e., ρs =

Ps
σ 2
, for distinct values of the transmit SNR

of PT, i.e., ρp =
Pp
σ 2
. It is evident that both PU as well as

SU experience significantly lower SOPs in the JA scenario.
The transmission of jamming signals significantly reduces
the SIDNR at the eavesdroppers, which makes the secrecy
rates of both PU as well as SU to become higher so that they
experience lower SOPs. Since jamming signals are absent in
the NJ case, the eavesdroppers are able to successfully decode
the messages intended for both PU as well as SU, which
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FIGURE 5. SOP of PU vs. ρs for distinct L and RHI (ρp = 20dB ).

FIGURE 6. SOP of SU vs. ρs for distinct L, RHI, β.

makes their achievable secrecy rates to become lower than
the corresponding target secrecy rates. As a result, both PU
as well as SU experience very high SOPs. With ρs = 10 dB
and ρp = 20 dB, the SOP of PU is reduced by 71% while that
of SU is reduced by 95% under the proposed JA framework,
compared to the NJ case.

As can be seen in FIGURES 3 and 4, the SOPs of both
PU and SU initially decrease as ρs is increased and later
the SOPs saturate and become independent of ρs, for the
JA case whereas the SOPs show an increasing trend as ρs
becomes larger, for the NJ case. For lower values of ρs, the
eavesdroppers fail to decode the messages intended for PU
and SU, which causes the SOPs to decrease with ρs initially.
In the NJ case, the eavesdroppers are able to successfully
decode the messages, as ρs becomes larger, which results in
degradation of the secrecy rates of PU and SU. This causes

FIGURE 7. SOP of PU vs. ρp for distinct ρs.

the SOPs to become very large showing an increasing trend,
when ρs is further increased. For very high values of ρs,
the eavesdropper’s channel capacity becomes so large that
the SOPs become unity and an outage floor appears for the
NJ case. However, the proposed JA framework reduces the
SIDNR at the most detrimental eavesdropper corresponding
to the decoding of the symbols xp and xs. This enhances the
secrecy rates of both PU as well as SU, which significantly
reduces the SOPs experienced by them. However, an outage
floor is also observed in the high ρs region for the JA case,
as shown in FIGURES 3 and 4. This happens owing to the
fact that, as ρs becomes larger, the eavesdroppers are also able
to successfully decode the messages intended for PU as well
as SU. At the same time, we assume that ρs = ρJ for the JA
case in FIGURES 3 and 4 so that ρJ tends to be very high
which makes the SOPs to be independent of ρs. Furthermore,
the proposed JA framework extends the range of values of
ρs at which the decreasing trend of the SOP continues, as is
evident from FIGURES 3 and 4. Furthermore, as shown in
FIGURE 4, ρp has a minor influence on the SOP of SU for
the entire range of values of ρs considered, because successful
decoding of message xs at SR does not depend on ρp. At the
same time, an increase of ρp improves the SOP of PU for a
selected range of ρs, as is evident from FIGURE 3. Increase
of ρp will improve the successful decoding probability of xp
at ST in the first half cycle, which effectively reduces the SOP
of PU, provided ρs is sufficient enough to ensure successful
decoding of xp at PD in the second half cycle. The asymptotic
SOP results for PU as well as SU (i.e., as ρs → ∞) are also
shown in FIGURES 3 and 4 respectively, which validate the
claims made in section III-C.
FIGURES 5 and 6 respectively show the SOPs of PU and

SU for the JA/NJ cases against ρs for distinct values of L (i.e.,
number of eavesdroppers) and θ (i.e., RHI). Since increase
of L enhances the SIDNR and the achievable rate at the most
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FIGURE 8. SOP of SU vs. ρp for distinct ρs (β = 0.1).

FIGURE 9. SSOP vs. ρs for distinct β, L (δ = 0.7).

detrimental eavesdropper, both PU as well as SU experience
larger SOPs, when L becomes higher. Likewise, an increase of
θ will trigger the SIDNR and the achievable rate of both PU as
well as SU to decrease, which makes their SOPs to be higher
as θ is increased. The impact of β (i.e., i-SIC coefficient at
SR) on the SOP of SU is shown in FIGURE 6 for JA/NJ cases.
When β becomes larger, the SIDNR at SR corresponding to
the decoding of xs will reduce, which results in higher SOP for
the SU. As can be seen, the impact of β is more predominant
when ρs becomes larger since larger ρs increases the residual
interference at SR due to i-SIC, which leads to significant
increase of SOP.

FIGURES 7 and 8 respectively show the SOPs of PU and
SU in NOMA-OCRN for the JA/NJ cases against ρp for
distinct values of ρs. As can be seen in FIGURE 7, the SOP of

FIGURE 10. SOP of PU: NOMA-OCRN vs. OMA-OCRN.

FIGURE 11. SOP of SU: NOMA-OCRN vs. OMA-OCRN (β = 0.1).

PU initially decreases as ρp is increased because an increase
in ρp ensures the successful decoding of xp at ST so that
it is forwarded to PD in the second half cycle. Thereafter,
the successful decoding of xp at PD did not depend on ρp.
Thus, the SOP of PU becomes independent of ρp, when it
increases. On the other hand, symbol xs is transmitted by ST,
regardless of whether xp is successfully decoded at ST or not.
When ρp is small, xp may not be successfully decoded at
ST, which causes ST to transmit xs with power δPs, where
0 < δ < 1. When ρp is increased, xp is successfully
decoded at ST which causes ST to transmit xs with power
αsρs, where 0 < αs < 0.5. Accordingly, the SOP of SU
is largely independent of ρp; but depends on the transmit
power allocation for xs at ST. The asymptotic SOP results
for PU as well as SU (i.e., as ρp → ∞) are also shown in
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FIGURE 12. SSOP: NOMA-OCRN vs. OMA-OCRN for distinct L (δ = 0.7).

FIGURE 13. RMSE results: prediction of SOP of PU.

FIGURES 7 and 8 respectively, which validate the asymptotic
SOP analysis covered in Section III-C. FIGURE 9 shows the
results for the SSOP against ρs for distinct values of L and β.
It is evident that the proposed JA framework reduces SSOP
whereas an increase in L or β leads to a larger SSOP.
FIGURES 10 and 11 respectively compare the SOPs

experienced by PU and SU in NOMA-OCRN against that
of OMA-OCRN, while FIGURE 12 shows the comparison
results for the SSOP. In order to ensure a fair comparison
among NOMA and OMA systems, we assume the target
secrecy rates of both PU as well as SU to be the same in
both systems. Further, the power allocated at PT and ST for
PU’s symbol and that allocated at ST for the SU’s symbol
are the same in both the systems considered. Recall that the
transmissions in NOMA-OCRN is accomplished in two half

FIGURE 14. RMSE results: prediction of SOP of SU.

FIGURE 15. SSOP vs. αp (δ = 0.7) for distinct β.

cycles of duration T
2 each. However, when OMA-OCRN is

considered, transmissions happen in three distinct slots of
duration T

3 each. In the first time slot, PT will send the
symbol xp intended for PD. Assuming that ST succeeds in
decoding xp, it forwards xp to PD during the second half
cycle. Finally, ST will be sending its own symbol xs to SR
in the third half cycle. To prevent the eavesdropper from
wiretapping the signal transmitted by ST, the jammer will
transmit the jamming signal xJ (t) with power PJ during the
second and third half cycles to confound the eavesdropper.
Since the considered OMA system requires more time slots
to complete the transmissions, the achieved data rate for both
PU as well as SU is reduced, which leads to the degradation
of achieved secrecy rates as well. As a result, both PU as well
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FIGURE 16. SSOP vs. αp (δ = 0.7,β = 0.3) distinct target secrecy rates.

FIGURE 17. SSOP vs. αp (δ = 0.7,β = 0.3) for distinct L.

as SU experience higher SOP in OMA-OCRN compared to
the proposed NOMA-OCRN, as is evident in FIGURES 10
and 11 respectively. Further, SSOP is higher for OMA-OCRN
compared to the proposedNOMA-OCRN, as can be observed
in FIGURE 12. The DNN predicted values of SOPs are
also shown in FIGURES 10 and 11. It is evident that the
predicted values closely match with those values obtained
through analytical modeling and Monte-Carlo simulations,
showcasing the superior performance of the proposed DNN
framework.

FIGURES 13 and 14 show the RMSE corresponding to the
prediction of SOPs of PU and SU (considering the number of
hidden neurons and the number of hidden layers as variables).
It is observed that, with an increase in the number of hidden
layers, RMSE decreases; however increasing the number

FIGURE 18. SSOP vs. αp (δ = 0.7,β = 0.3) for distinct ρs.

FIGURE 19. SSOP vs. ρs: OPAC, RPAC, EPAC (β = 0.3,RPU
sec,th = 0.3,

RSU
sec,th = 0.3).

of hidden neurons beyond a limit increases the complexity
of the model. Thus there should be a balance between the
number of hidden layers and the number of hidden neurons to
achieve the best performance. Table 2 shows the comparison
of execution time for obtaining the SOPs of PU and SU using
Monte-Carlo simulations and the DNN prediction method.
The proposed DNN framework exhibits minimal execution
time and very low RMSE, making it well-suited for real-time
application scenarios.

B. EVALUATION OF OPAC (α∗

P )
Next, we determine the OPAC for PU at ST (α∗

p ) that
minimizes the SSOP of the jammer-assisted NOMA-OCRN.
In FIGURES 15-18, we plot the SSOP against the PAC αp,

19474 VOLUME 12, 2024



P. P. Hema, A. V. Babu: Physical Layer Secrecy Performance Analysis

FIGURE 20. SST vs. ρs: OPAC, RPAC, EPAC, JA, NJ (β = 0.3,RPU
sec,th = 0.3,

RSU
sec,th = 0.3).

FIGURE 21. SEE vs. ρs: OPAC, RPAC, EPAC, JA, NJ (β = 0.3,RPU
sec,th = 0.3,

RSU
sec,th = 0.3).

TABLE 2. Comparison of execution time.

where αp > αs. Selecting smaller values for αp increases
the SOP of PU, while higher values of αp will lead to higher
SOP for SU. Both these cases lead to increase of SSOP.
It is evident that, an optimal PAC α∗

p exists that minimizes
the SSOP. The parameters β, target secrecy rates of SU and
PU (RSUsec,th and R

PU
sec,th respectively), L and ρs are considered

as variables in FIGURES 15-18 respectively. As described

TABLE 3. α∗
p for distinct β, RPU

sec,th and RSU
sec,th(ρp = 30dB, ρs = 30dB).

before, an increase of β or RSUsec,th increases the SOP of SU,
which leads to increase of SSOP. In this scenario, α∗

p shall
be decreased so that the SOP of SU becomes lower, which
leads to decrease of SSOP. On the other hand, an increase of
RPUsec,th leads to higher SOP for PU, which makes the SSOP
to increase further. For this case, α∗

p shall be increased so
that the SOP of PU becomes lower, which results in decrease
of SSOP. However, we observe that α∗

p is insensitive to the
changes in both L and ρs, as can be observed in FIGURE 17
and FIGURE 18 respectively. The numerical values for α∗

p

determined by applying CGM [68] and the SA algorithm
are tabulated in Table 3, where the values obtained from
the exhaustive search (ES) method are also listed. It can be
seen that α∗

p obtained from the proposed CGM are in close
agreement with those obtained from ES and SA method.
FIGURE 19 shows the SSOP evaluated for the following
cases: (i) proposed OPAC (αp = α∗

p ), (ii) equal PACs-EPAC
(i.e., αp = αs = 0.5), random PACs-RPAC ( αp = 0.84, αs =

0.16). The results show that the proposed OPAC provides
a significant decrease in the SSOP compared to RPAC and
EPAC. With ρs = 30 dB and ρp = 30 dB, the proposed
OPAC provides 67% and 33% decrease of SSOP compared
to RPAC and EPAC respectively. To summarize, the results
have shown that careful selection of PACs at ST can lead to
significant reduction of the system secrecy outage probability
of the considered network.

FIGURE 20 shows SST evaluated for the three cases
mentioned above, i.e., OPAC, EPAC and RPAC, considering
the JA scenario, where the SST for the NJ case is also shown.
The results show that the SST is significantly higher for
the JA case compared to the NJ case. Further, the proposed
OPAC provide additional enhancement of SST for the JA
framework. With ρs = 10 dB and ρp = 30 dB, the proposed
OPAC provides 37% and 21% increase of SST compared to
RPAC and EPAC respectively. FIGURE 21 shows the SEE
evaluated for the three cases mentioned above, i.e., OPAC,
EPAC and RPAC, considering the JA scenario, where the SEE
for the NJ case is also shown. The results show that the SEE is
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significantly higher for the JA case compared to the NJ case.
Further, the proposed OPAC provide additional enhancement
of SEE for the JA framework. With ρp = 10 dB and
ρs = 4 dB, the SEE of the jammer-assisted NOMA-OCRN is
enhanced approximately by 180%, compared to the NJ case.
Finally, the results of this paper have demonstrated that the
proposed JA framework can significantly reduce the SOPs
of both PU as well as SU, while considerably lowering the
SSOP of the NOMA-OCRN.Moreover, appropriate selection
of OPAC at the ST can provide further enhancement of SSOP,
SST and SEE performance of the network. The findings
of this paper will be crucial for the development of design
guidelines for ameliorating security in future generation
wireless networks.

VII. CONCLUSION
The primary objective of this paper was to evaluate the PLS
performance of NOMA-OCRN in the presence of multiple
non-colluding eavesdroppers and non-ideal hardware for
the transceivers. Firstly, an analytical model was developed
to determine the SOPs of PU and SU in NOMA-OCRN.
A jamming-assisted framework was proposed for enhancing
the PLS performance. Analytical models were developed to
evaluate the SOPs of PU and SU for the jamming-assisted
scenario as well. Further, the SST and SEE of the network
were also evaluated. With the help of detailed analytical and
simulation studies, it was demonstrated that the proposed
jamming-assisted framework would lead to significant reduc-
tion of the SOPs of the users while considerably improving
both the SST as well as SEE of the network. In the second
part, OPAC for minimizing SSOP was determined. The
results showed that the proposed OPAC further reduced the
SOPs and SSOP significantly. Finally, a DNN framework
was proposed to accurately predict the SOPs of both PU as
well as SU with reduced execution time. The PLS framework
discussed in this article can be seamlessly investigated
into cognitive IoT systems to ensure reliable and secure
communications.

APPENDIX A
A. DERIVATION OF (14)
Recall the following expression for φJAPU given by (13b):

φJAPU = Pr(RPU ,JAsec < RPUsec,th, 0s,xp ≥ γ Pth)︸ ︷︷ ︸
A1

+Pr(0s,xp < γ Pth)︸ ︷︷ ︸
A2

.

(A.1)

Let X =
∣∣hps∣∣2 ,Y = |hsd |2 ,Z = |hsr |2 ,Ul =

∣∣hsel ∣∣2 and
Vl =

∣∣hJel ∣∣2. Substituting for RPU ,JAsec and 0s,xp given by (11)
and (2a) respectively in (A.1) and rearranging, A1 becomes:

A1 = Pr
(
0d,xp < S1 + b

)︸ ︷︷ ︸
A11

Pr

(
X >

γ Pth

ρp(1 − θ2spγ
P
th)

)
︸ ︷︷ ︸

A12

,

(A.2)

where S1= 22R
PU
sec,th0JAe,xp and b = 22R

PU
sec,th−1. Substituting for

0d,xp given by (5) in (A.2), A11 becomes as shown in (A.3),
at the bottom of the next page. A(1)11 in (A.3) can be further
simplified as:

A(1)11 =

∫ αp
αs+θ2sd

−b

s1=0

(
1 − e

−(s1+b)

λsd(αpρs−ρs(αs+θ2sd )(s1+b))
)
fS1 (s1) ds1 ,

(A.4)

where fS1 (s1) is the PDF of S1 and αp

αs+θ
2
sd

− b > 0, which

implies that αp >
b(1+θ2sd )
b+1 . To evaluate (A.4), we determine

the CDF of S1, that is, FS1 (s1), as follows:

FS1 (s1) = Pr
[

max
l={1,2,...,L}

(
22R

PU
sec,thαpρsUl

θ2seUlρs + ρJVl + 1
< s1

)]

=

[
Pr

(
U1 <

s1(ρJV1 + 1)

22R
PU
sec,thαpρs − θ2ses1ρs

)]L
. (A.5)

Noting that U1 ∼ exp(λse) and V1 ∼ exp(λJe) are

independent random variables and s1 <
2
2RPUsec,thαp

θ2se
, FS1 (s1)

can be obtained as:

FS1 (s1) =

(
1 −

(
e

−s1
κ3+κ4s1 ×

κ3 + κ4s1
κ3 + κ5s1

))L
, (A.6)

where κ3 = 22R
PU
sec,thαpρsλse, κ4 = −θ2seρsλse and κ5 =

ρJλJe − θ2seρsλse The PDF fS1 (s1) can be obtained by
differentiating (A.6) w.r.t. s1 and is given by:

fS1 (s1) = L
[
1 −

(
e

−s1
κ3+κ4s1 ×

κ3 + κ4s1
κ3 + κ5s1

)]L−1 e
−s1

κ3+κ4s1

κ3 + κ5s1

×

[
κ3 (κ5 − κ4)

κ3 + κ5s1
+

κ3

κ3 + κ4s1

]
. (A.7)

Utilizing fS1 (s1) given by (A.7) in (A.4), A(1)11 can be
determined as follows:

A(1)11 ≃

(
1 −

(
e

−υ1
κ3+κ4υ1 ×

κ3 + κ4υ1

κ3 + κ5υ1

))L
−

∫ υ1

s1=0
e

−(s1+b)

λsd(αpρs−ρs(αs+θ2sd )(s1+b)) fS1 (s1) ds1 , (A.8)

where υ1 = min
(

αp

αs+θ
2
sd

− b, 2
2RPUsec,thαp

θ2se

)
. However we

observe that it is very difficult to obtain a closed-form
solution for the second term in (A.8). Accordingly, we use
the Gaussian Chebyshev quadrature formula [61] to obtain
an approximation for the second term in (A.8). Accordingly,
A(1)11 becomes as shown in (A.9), at the bottom of the next

page, where κ2 = e
−

(
ψj1+b

λsd(αpρs−ρs(αs+θ2sd)(ψj1+b))

)
, ϵj =

cos
(
(2j−1)π

2N

)
, ψj1 =

(
υ1
2

) (
ϵj + 1

)
and N is the complexity

accuracy trade-off parameter in the above approximation.
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utilizing FS1 (s1) given by (A.6), A(2)11 in (A.3) can be
simplified as:

A(2)11 = 1 −

(
1 −

(
e

−υ1
κ3+κ4υ1 ×

κ3 + κ4υ1

κ3 + κ5υ1

))L
, (A.10)

Now A11 = A(1)11 + A(2)11 . Since X ∼ exp
(
λps
)
, A12 =

e
−γPth

ρpλps(1−θ2psγPth) and A2 = 1 − e
−γPth

ρpλps(1−θ2psγPth) . Utilizing the
expression for A11, A12 and A2 in (A.1), φJAPU given by (14)

can be obtained, where αp >
b(1+θ2sd )
b+1 . Otherwise φJAPU → 1.

This completes the proof.

APPENDIX B
A. DERIVATION OF (17)
Recall (16b) for finding φJASU :

φJASU = Pr(RSU ,JAsec < RSUsec,th, 0s,xp ≥ γ Pth, 0r,xp ≥ γ Pth)︸ ︷︷ ︸
D1

+ Pr(0s,xp ≥ γ Pth, 0r,xp < γ Pth)︸ ︷︷ ︸
D2

+ Pr(RSU ,JAsec < RSUsec,th, 0s,xp < γ Pth)︸ ︷︷ ︸
D3

. (B.1)

Substituting for RSU ,JAsec and 0s,xp given by (12) and (2a)
respectively in (B.1) and rearranging the terms, D1 becomes:

D1 = Pr(RSU ,JAsec < RSUsec,th | 0r,xp ≥ γ Pth) Pr(0r,xp ≥ γ Pth)︸ ︷︷ ︸
D11

× Pr(0s,xp ≥ γ Pth)︸ ︷︷ ︸
D12

. (B.2)

D11 in (B.2) can be rewritten as:

D11 = Pr(RSU ,JAsec < RSUsec,th)

−

((
1 − Pr(RSU ,JAsec > RSUsec,th | 0r,xp < γ Pth)

)
×Pr(0r,xp < γ Pth)

)
. (B.3)

At SR, the symbol xp shall be decoded successfully before
decoding xs. So Pr(RSU ,JAsec > RSUsec,th | 0r,xp < γ Pth)=0.
Accordingly, D11 is modified as follows:

D11 = Pr(RSU ,JAsec < RSUsec,th)︸ ︷︷ ︸
D111

−Pr(0r,xp < γ Pth)︸ ︷︷ ︸
D112

. (B.4)

Substituting for RSU ,JAsec given by (12) in (B.4) and rearranging
the terms, D111 becomes:

D111 = Pr
(
0r,xs < Q1 +ϖ

)
, (B.5)

where Q1= 22R
SU
sec,th0ei,xs andϖ = 22R

SU
sec,th − 1. Substituting

for 0r,xs given by (7) in (B.5), D111 becomes as shown
in (B.6), at the bottom of the next page. Next, D(1)

111 can be
further simplified as:

D(1)
111 =

∫ αs
βαp+θ2sr

−ϖ

q1=0

(
1 − e

−(q1+ϖ )

λsr(αsρs−βρp(αs+θ2sr )(q1+ϖ))
)

× fQ1 (q1) dq1 , (B.7)

where fQ1 (q1) is the pdf of Q1 and
αs

βαp+θ2sr
−ϖ > 0, which

implies that 0 < αp <
1−ϖθ2se
1+βϖ . Similar to fS1 (s1) given

by (A.7) in Appendix A, fQ1 (q1) can be determined as:

fQ1 (q1) = L
[
1 −

(
e

−q1
κ7+κ4q1 ×

κ7 + κ4q1
κ7 + κ5q1

)]L−1 e
−q1

κ7+κ4q1

κ7 + κ5q1

×

[
κ7 (κ5 − κ4)

κ7 + κ5q1
+

κ7

κ7 + κ4q1

]
, (B.8)

A11 =

∫ αp
αs+θ2sd

−b

s1=0
Pr

(
Y <

(s1 + b)

αpρs − ρs
(
αs + θ2sd

)
(s1 + b)

)
fS1 (s1) ds1︸ ︷︷ ︸

A(1)11

+

∫
∞

s1=
αp

αs+θ2sd
−b

Pr

(
Y >

(s1 + b)

αpρs − ρs
(
αs + θ2sd

)
(s1 + b)

)
fS1 (s1) ds1︸ ︷︷ ︸

A(2)11

. (A.3)

A(1)11 ≃

(
1 −

(
e

−υ1
κ3+κ4υ1 ×

κ3 + κ4υ1

κ3 + κ5υ1

))L
−

((υ1
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ2

(
1 − e

−ψj1
κ3+κ4ψj1 ×

κ3 + κ4ψj1

κ3 + κ5ψj1

)L−1

×
e

−ψj1
κ3+κ4ψj1

κ3 + κ5ψj1

(
κ3

κ3 + κ4ψj1
+
κ3 (κ5 − κ4)

κ3 + κ5ψj1

))
, (A.9)
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where κ7 = 22R
PU
sec,thαsρsλse. utilizing fQ1 (q1) given by (B.8)

in (B.7), D(1)
111 can be determined as:

D(1)
111 ≃

(
1 −

(
e

−υ2
κ7+κ4υ2 ×

κ7 + κ4υ2

κ7 + κ5υ2

))L
−

∫ υ2

q1=0

(
e

−(q1+ϖ )

λsr(αsρs−βρp(αs+θ2sr )(q1+ϖ))
)
fQ1 (q1) dq1 ,

(B.9)

where υ2 = min( αs
βαp+θ2sr

− ϖ, 2
2RSUsec,thαs
θ2se

). We use the
Gaussian Chebyshev quadrature formula [61] to get an
approximation for the second term in (B.9) Accordingly,
D(1)
111 becomes as shown in (B.10), at the bottom of the next

page, where κ13 = e
−

(
ψj2+ϖ

λsr(αsρs−ρs(βαp+θ2sr)(ψj2+ϖ))

)
, ϵj =

cos
(
(2j−1)π

2N

)
, ψj2 =

(
υ2
2

) (
ϵj + 1

)
and N is the complexity

accuracy trade-off parameter in the above approximation.
Now utilizing fQ1 (q1) given by (B.8), D(2)

111 in (B.6) can be
simplified as:

D(2)
111 = 1 −

(
1 −

(
e

−υ2
κ7+κ4υ2 ×

κ7 + κ4υ2

κ7 + κ5υ2

))L
. (B.11)

See that D111 = D(1)
111 + D(2)

111 and D1 = (D111 − D112)D12,

where D112 = (1 − e

−1

ρsλsr

(
αp

γPth
−αs−θ2sr

)
), D12 = e

−γPth
ρpλps(1−θ2psγPth) .

To determine D2, we substitute for 0r,xp and 0s,xp in (B.1)
so that D2 becomes:

D2 =

(
1 − e

−1

ρsλsr

(
αp

γPth
−αs−θ2sr

))
︸ ︷︷ ︸

D21

(
e

−γPth
δλps(1−θ2psγPth)

)
︸ ︷︷ ︸

D22

. (B.12)

To determine D3, we substitute for RSUsec,th and 0s,xp in (B.1)
so that D3 becomes:

D3 = Pr(RSU ,JAsec < RSUsec,th | 0s,xp < γ Pth)︸ ︷︷ ︸
D31

Pr(0s,xp < γ Pth)︸ ︷︷ ︸
D32

.

(B.13)

Substituting for RSU ,JAsec given by (12) in (B.13) and rearrang-
ing the terms, D31 becomes:

D31 = Pr
(
0r,xs < Q2 +ϖ

)
, (B.14)

where Q2 = 22R
SU
sec,th0e,xs . Substituting for 0r,xs given by (7)

in (B.14), D31 becomes (B.15), as shown at the bottom of the
next page.

Notice that fQ2 (q2) can be determined similar to fS1 (s1)

given by (A.7) in Appendix A. Further, D31
1
= D(1)

31 +D
(2)
31 can

be simplified similar to D111
1
= D(1)

111+D
(2)
111 given by (B.6).

Accordingly, fQ2 (q2), D
(1)
31 and D(1)

31 are given by (B.16),
(B.17) and (B.18), respectively, as shown at the bottom of
the next page, where κ8 = 22R

SU
sec,thδρsλse, κ9 = −θ2seδρsλse,

κ10 = ρJλJe − θ2seδρsλse υ3 = min
(

1
θ2sr

− ϖ, 2
2RSUsec,th

θ2se

)
,

ψj3 =
(
υ3
2

) (
ϵj + 1

)
κ14 = e

−

(
ψj3+ϖ

λsr(δρs−ρsδθ2sr(ψj3+ϖ))

)
and N

is the complexity accuracy trade-off parameter in the above
approximation. Now utilizing fQ2 (q2) given by (B.16), D(2)

31
in (B.15) can be simplified to obtain the following expression:

D(2)
31 = 1 −

(
1 −

(
e

−υ3
κ8+κ9υ3 ×

κ8 + κ9υ3

κ8 + κ10υ3

))L
. (B.19)

Notice that D31 = D(1)
31 + D(2)

31 . Since X ∼ exp
(
λps
)
,

D32 = 1 − e
−γPth

ρpλps(1−θ2psγPth) and D3 = D31 D32. Utilizing the
expressions forD1,D2 andD3 in (B.1), φJASU given by (17) can

be obtained, where 0 < αp <
1−ϖθ2se
1+βϖ . Otherwise φJASU → 1.

This completes the proof.

APPENDIX C
A. DERIVATION OF (19a)

FromAppendix A, φJAPU
1
= A11A12+A2. As ρp → ∞, A12 →

1 and A2 → 0 so that φJAPU (ρp → ∞) = A11, which is given
by (19a).

B. DERIVATION OF (19b)
In (15) as ρp → ∞, κ0 = 1 and κ1 = 0 so that
φNJPU (ρp → ∞) is given by (19b).

C. DERIVATION OF (20)

Notice that φJAPU
1
= A11A12 + A2 as given in Appendix A.

Setting ρ = ρs = ρJ → ∞ in (A.2), A11 (ρ → ∞) can be

D111 =

∫ αs
βαp+θ2sr

−ϖ

q1=0
Pr

(
Z <

(q1 +ϖ)

αsρs − ρs
(
βαp + θ2sr

)
(q1 +ϖ)

)
fQ1 (q1) dq1︸ ︷︷ ︸

D(1)
111

+

∫
∞

q1=
αs

βαp+θ2sr
−ϖ

Pr

(
Z >

(q1 +ϖ)

αsρs − ρs
(
βαp + θ2sr

)
(q1 +ϖ)

)
fQ1 (q1) dq1︸ ︷︷ ︸

D(2)
111

. (B.6)
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obtained as:

A11(ρ → ∞) ≃

(
1 −

(
1 −

αpλse − κ6λseθ
2
se

λJeκ6 + αpλse − κ6λseθ2se

)L)
,

(C.1)

where κ6=
αp

αs+θ
2
sd

− b. Notice that A12 and A2 which are given

in Appendix A do not depend on ρs and ρJ . Utilizing these
expressions forA12 andA2 given inAppendixA andA11(ρ →

∞) given in (C.1) above, φJAPU (ρ→ ∞) can be obtained as
in (20). This completes the proof.

APPENDIX D
A. DERIVATION OF (21a)

In Appendix B, φJASU
1
= (D111 − D112)D12 + D21D22 +

D31D32. As ρp → ∞, D12,D22 → 1 and D3 → 0 so
that φJASU (ρp → ∞) = (D111 − D112) + D21, which is given
by (21a).

B. DERIVATION OF (21b)
In (18) as ρp → ∞, κ0 = 1 and κ1 = 0 so that φNJSU (ρp → ∞)
is given by (21b).

C. DERIVATION OF (22)

In Appendix B, φJASU
1
= (D111 − D112)D12 + D21D22 +

D31D32. Setting ρ = ρs = ρJ → ∞ in (B.4), D112
(ρ → ∞) = 0, D111 (ρ → ∞) can be obtained as:

D111(ρ → ∞) =

(
1 −

(
1 −

αsλse − κ11λseθ
2
se

λJeκ11 + αsλse − κ11λseθ2se

)L)
,

(D.1)

where κ11 =
αs−ϖ (βαp+θ2sr )

2
2RSUsec,th (βαp+θ2sr )

. Setting ρ = ρs = ρJ → ∞

in (B.12) and (B.14) we get D21 = 0 and D31 as:

D31(ρ → ∞) =

(
1 −

(
1 −

λse − κ12λseθ
2
se

λJeκ12 + λse − κ12λseθ2se

)L)
,

(D.2)

where κ12 =
1−ϖθ2sr

2
2RSUsec,thθ2sr

. Note that D12 and D32 which are

provided in Appendix B do not depend on ρs and ρJ . Utilizing
these expressions for D12 and D32 given in Appendix B and
D111(ρ → ∞) given in (D.1) and D31(ρ → ∞) given
in (D.2) above, φJASU (ρ→ ∞) can be obtained as in (22). This
completes the proof.

D(1)
111 ≃

(
1 −

(
e

−υ2
κ7+κ4υ2 ×

κ7 + κ4υ2

κ7 + κ5υ2

))L
−

((υ2
2

)
×
πL
N

N∑
j=1

√
1 − ϵ2j κ13

(
1 − e

−ψj2
κ7+κ4ψj2 ×

κ7 + κ4ψj2

κ7 + κ5ψj2

)L−1

×
e

−ψj2
κ7+κ4ψj2

κ7 + κ5ψj2

(
κ7

κ7 + κ4ψj2
+
κ7 (κ5 − κ4)

κ7 + κ5ψj2

))
, (B.10)

D31 =

∫ 1
θ2sr

−ϖ

q2=0
Pr
(
Z <

(q2 +ϖ)

δρs − ρsδθ2sr (q2 +ϖ)

)
fQ2 (q2) dq2︸ ︷︷ ︸

D(1)
31

+

∫
∞

q2= 1
θ2sr

−ϖ

Pr
(
Z >

(q2 +ϖ)

δρs − ρsδθ2sr (q2 +ϖ)

)
fQ2 (q2) dq2︸ ︷︷ ︸

D(2)
31

. (B.15)

fQ2 (q2) = L
[
1 −

(
e

−q2
κ8+κ9q2 ×

κ8 + κ9q2
κ8 + κ10q2

)]L−1 e
−q2

κ8+κ9q2

κ8 + κ10q2

[
κ8 (κ10 − κ9)

κ8 + κ10q2
+

κ8

κ8 + κ9q2

]
, (B.16)

D(1)
31 ≃

(
1 −

(
e

−υ3
κ8+κ9υ3 ×

κ8 + κ9υ3

κ8 + κ10υ3

))L
−

∫ υ3

q2=0

(
e

−(q2+ϖ )

λsr(δρs−ρsδθ2sr (q2+ϖ))
)
fQ2 (q2) dq2 , (B.17)

D(1)
31 ≃

(
1 −

(
e

−υ3
κ8+κ9υ3 ×

κ8 + κ9υ3

κ8 + κ10υ3

))L
−

((υ3
2

) πL
N

N∑
j=1

√
1 − ϵ2j κ14

(
1 − e

−ψj3
κ8+κ9ψj3 ×

κ8 + κ10ψj3

κ8 + κ10ψj3

)L−1

×
e

−ψj3
κ8+κ9ψj3

κ8 + κ10ψj3

(
κ8

κ8 + κ9ψj3
+
κ8 (κ10 − κ9)

κ8 + κ10ψj3

))
, (B.18)
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