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ABSTRACT Annealing processors specialized for combinatorial optimization problems are attracting
attention. Although a general-purpose fully-coupled type is required for annealing processors in CMOS, the
complexity of the coupling has led to scalability issues. Therefore, a scalable structure has been proposed that
divides the calculation into multiple chips and has already been verified by using FPGAs. In the proposed
system, 4,096 spins are implemented on a single board by 36 22-nm CMOS LSIs (512-spin fully-coupled
annealing processor) and 1 FPGA for control. This is the largest fully-coupled annealing processing system
implemented on a single board. This paper describes two main techniques used in the proposed system. The
first is an approximate halving of the number of chips (from 64 to 36) by reducing the interaction matrix,
and the second is an 8-parallel-solution search by parallel operation after reducing the number of chips.
We found that a single LSI and a control FPGA can operate as a 512-spin fully-coupled annealing processor.
Compared with CPU, the proposed system with 36 LSIs and control FPGAs improves computation speed
by a factor of 34.0 and power performance by a factor of 2,344, while searching for 8 solutions in parallel.

INDEX TERMS Annealing processor, simulated annealing, scalable, interaction reduction, Ising machine.

I. INTRODUCTION
A. BACKGROUND AND OUR WORK
Combinatorial optimization problems (COPs) exist in vari-
ous fields such as transportation, shift scheduling, and drug
discovery. COP requires the best combination of solutions to
be found among many alternatives under various constraints.
COP is generally called NP-hard, and the larger the scale,
the more the number of combinations explodes, making it
significantly more difficult to find a solution. As the scale
increases, COPs become impossible to solve in a realistic
time by brute force on a classical computer. For example, the
traveling salesman problem [1], which is typical for COP, has
1.27×1089 combinations in 64 cities (4096 spin fully-coupled
annealing scale). The time to solve it brute-force on a clas-
sical computer (64-bit floating-point arithmetic, operating
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frequency 4 GHz) is on the order of 1089/109 = 1079 s,
which is far from real time. Therefore, annealing processors
have been attracting attention in recent years. An annealing
processor is a new computer inspired by the natural phe-
nomenon in which metal is heated to a high temperature and
then gradually lowered to a low-energy state. In an annealing
processor, the COP is represented by a physical model called
an Ising model, which maps the combination of upward and
downward spins to the solution state of the problem. The
combination of spins that minimizes the energy of the entire
Ising model is the optimal solution of the COP. The annealing
processor searches for a solution by lowering the energy of
the Ising model. Even if the optimal solution is not reached,
the results obtained as a pseudo-solution can be used in the
real world.

Annealing processors have been realized in various forms.
There is quantum annealing [2], which applies quantum
superposition states, and coherent Ising machines [3], which
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use light. In particular, annealing processors in CMOS [4],
which are realized in semiconductor digital circuits, have
been the focus of much research because they can be realized
at room temperature and without the need for large-scale
equipment. As shown in Fig. 1, annealing processors can be
broadly classified into two types on the basis of the coupling
method between spins: fully-coupled and sparsely-coupled.

FIGURE 1. Coupling between spins in the Ising model.

The sparsely-coupled type has only partial couplings
between spins and can be easily made scalable. However,
the disadvantages are that the problem is difficult to map
to the hardware and the scale of the problem that can be
solved per number of spins is small. Fully-coupled annealing
is the opposite: it has all the couplings between spins, which
makes the problem easy to map to hardware, but it is not
scalable because it has a square number of couplings per
spin. In annealing processors in CMOS, the memory to store
the couplings as data is large on the scale of the square
of the number of spins. According to previous research,
a fully-coupled scalable structure has been proposed for
annealing processors in CMOS [5]. Although verified on a
field-programmable gate array (FPGA), 384 spins are imple-
mented by dividing the core part of the annealing calculation
into 16 FPGAs and one more FPGA to control them. While
the scalable structure limits the number of spins per chip, the
number of spins can theoretically be increased without limit
by increasing the number of chips.

The reason for implementing the system in an application
specific integrated circuit (ASIC) instead of an FPGA is
mainly to improve the scale and power consumption, and
also to reduce the unit cost per chip, which will be effective
for expanding the number of chips in the future. This paper
describes two techniques applied to the proposed system:
reducing the number of chips required by interaction reduc-
tion and improving solution accuracy by parallel processing
of chips.

B. RELATED WORKS
Quantum annealing has high solution accuracy and compu-
tational speed, but requires a large cooler due to operation
at extremely low temperatures [2]. Another disadvantage is
that the implementation is sparsely-coupled. A fully-coupled
system has also been proposed for a coherent Ising machine
based on light, but the physical implementation scale is
large [3].

Much research has been reported on CMOS bases due to
their ease of implementation. In the field of analog circuits,
Oscillator Ising Machines [6] and bistable latch-based Ising

machines [7] have been proposed, but both are sparsely-
coupled. In the field of digital circuits, FPGAs have been
verified in various ways, including simulated bifurcation
machines [8] andNetwork-on-Chip-based annealing process-
ing [9]. In ASICs, several sparsely-coupled implementations
have been proposed [10], [11] and 1.3 M spins [12] have
been achieved using 40 nm CMOS. Fully coupled implemen-
tations are few, with 512 spins on a single chip using 28nm
CMOS [4] and 2K spins on a 40nm CMOS multi-chip [13]
being reported.

While fully-coupled implementations are often limited to
FPGA verification, our work has the advantage of ASIC
implementation of a fully-coupled scalable structure in a
22nm CMOS. In fact, it is the largest implementation on a
single board, and can be further scaled up in the future.

II. SCALABLE FULLY-COUPLED ANNEALING
PROCESSING SYSTEM (SFCAPS)
A. FULLY-COUPLED ANNEALING PROCESSOR IN CMOS
The annealing processor is based on the Ising model, a phys-
ical model of magnetic bodies. As shown in Fig. 2, the Ising
model consists of spins that take two values of ±1 (upward
and downward), an external field that serves as a force in the
direction of each spin, and an interaction that is the coupling
weight between each spin.

FIGURE 2. Ising model.

By using the i-th spin σi, the external magnetic field hi, and
the interaction Ji,j between σi and σj, the energy of the Ising
model becomes Eq. (1).

E = −

∑
(i,j)

Jijσiσj −
∑
i

hiσi (1)

By fitting the evaluation function of the COP to Eq. (1),
which is the energy of the Ising model, the values of the
interaction and the external field can be determined. σi is
updated in the direction of lowering this energy.

The energy produced by the state of σi is Eq. (2).

Ei = −σi

∑
j

Jijσj + hi

 = −σi1Ei (2)

where 1Ei is set as Eq.(3).

1Ei =

∑
j

Jijσj + hi (3)
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We can update σi in the direction where Ei is always
negative and thus with the same sign as 1Ei. The spin update
formula is Eq. (4) using the sign function.

σ ′
i = sign (1Ei) (4)

However, if the spin is always renewed in the direction
of lower energy, local solution trapping occurs, as shown in
Fig. 3.

FIGURE 3. Local solution trap of energy.

To avoid the local solution trap, stochastic optimization
methods exist. By stochastically accepting the direction of
higher energy in the spin update, the local solution can be
avoided. Simulated annealing (SA) is used in the Ising model.
According to Eq. (4), SA always accepts when to flip the spin
and also accepts the flip with probability PT when not to flip
the spin [14].

PT = exp
[
−

|1Ei|
T

]
(5)

In Eq. (5), T represents temperature: the higher the T ,
the closer PT is to 1, and the lower the T , the closer PT is
to 0. Theoretically, it is known that an exact solution can
be obtained by decreasing T slowly enough to represent
stochastic behavior. In one step (referred to as MC step),
1Ei is calculated for all spins, spin updates are performed,
and the temperature is lowered. The basic operation of the
annealing processor is to proceed through MC steps until the
temperature reaches zero.

In this research, pseudo-annealing (PA) is adopted to sim-
plify Eq. (5) [4], and the spin update formula of PA is the sign
function of Eq. (4) plus a temperature random number value.

σ ′
i = sign (1Ei ± T ) (6)

Fig. 4 shows the pseudo code of the PA algorithm. In this
research, the termination condition of annealing is given by
the number of MC steps.

Annealing in CMOS uses a digital circuit to perform the
operation shown in Fig. 4. Its circuit structure is mainly
the storage of interaction matrices, external fields, and spin
values and the calculation of 1Ei. Fig. 5 shows the internal
structure of a fully-coupled annealing processor with eight
spins as an example.

As shown in Fig. 5 (b), to calculate 1Ei, the interaction
in row i is read out, summed with the spin, and added to the
outer field. σi is updated as in Eq. (6), determined by the sign

FIGURE 4. Pseudo code of the PA algorithm.

FIGURE 5. Structure of an annealing processor in CMOS.

of 1Ei plus the temperature random number value. Here, the
spin value is treated as a sign bit in the circuit, with +1 being
0 and -1 being 1. Therefore, the sign function is equivalent
to taking the Most Significant Bit (MSB). The actual CMOS
circuit also includes a controller that controls the calculation,
reads out the interaction, lowers the temperature, and so on.

The above is the basic structure of an annealing processor
in CMOS (PA implementation).

B. SCALABLE FULLY COUPLED ANNEALING PROCESSING
SYSTEM (SFCAPS)
In fully-coupled annealing processor, the interaction in Fig. 5
is proportional to the number of spins, or in other words,
to the square of the size of the problem that can be solved,
making it difficult to scale up on a single chip. In a scalable
fully-coupled annealing processing system (SFCAPS), the
interactions are divided into n × n pieces and stored on a
chip. Since 1Ei is divided and calculated, a chip is needed
to determine the spin update value by summing them. In pre-
vious research [5], 384 spins were implemented in 17 FPGAs:
16 to calculate the divided 1Ei and 1 for control. Therefore,
the 384 × 384 interactions are divided 4 × 4 = 16 and stored
96 × 96 (for 96 spins). As an example, Fig. 6 shows the
structure of SFCAPS with an 8-spin 4-chip division.
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FIGURE 6. Structure of SFCAPS.

Since the interaction is divided in not only the row direction
but also the column direction as shown in Fig. 6, 1Ei is to be
divided and calculated. If the calculated value of the Chip k
is 1Ei_k , 1Ei becomes Eq. (7).

1Ei =

∑
k

1Ei_k + hi (7)

Depending on the spin number i, the behavior of each chip
changes, and in the example in Fig. 6, the chip to be calculated
changes as shown in Eq. (8).

∑
k

1Ei_k = 1Ei1 + 1Ei3 (1 ≤ i ≤ 4)∑
k

1Ei_k = 1Ei2 + 1Ei4 (5 ≤ i ≤ 8)
(8)

The spin update value is determined by collecting and
summing1Ei_k by the control chip and adding the outer field
and temperature random values. The spin update returns σ ′

i
for chips 1 and 2 for (1 ≤ i ≤ 4) and chips 3 and 4 for (5 ≤ i
≤ 8).
All four chips in Fig. 6 have the same circuit structure.

Although the scale of a single chip is limited, it can be
expanded by increasing the number of chips. This is the
scalable structure.

III. PROPOSED SYSTEM
A. SCALABLE STRUCTURE OF THE PROPOSED SYSTEM
In the proposed system, a SFCAPS with 4096 spins is imple-
mented using 36 large-scale integrations (LSIs) (referred to
as Achips) designed in a 22-nm process and 1 control FPGA
(referred to as CFPGA). SFCAPS requires multiple chips
with the same circuitry and thus has a high affinity for ASICs.
The major advantages of ASICs are circuit scale expansion
and low-power consumption through circuit optimization.
In addition, SFCAPS requires a large number of chips, and
ASICs are effective in terms of future scaling and practi-
cal application because they can reduce the unit cost per
chip.

In the previous research, 384 × 384 interactions were
divided into 4 × 4 = 16 parts, but in the proposed system,
4096 × 4096 interactions are divided into 8 × 8 = 64 parts.
The correspondence between the 8×8 division and the Achip

FIGURE 7. 8 × 8 division of the interaction and the corresponding Achip.

is shown in Fig. 7. As explained in Section III-B, the actual
number of chips in the proposed system is reduced from 64 to
36 by the interaction reduction method. For simplicity, this
section describes the scalable structure before the interaction
reduction method is applied.

Fig. 8 shows the overall diagram of the proposed system.
The proposed system consists of a group of Achips and a con-
trol FPGA (CFPGA) that controls them on a single board. The
Achip calculates and transmits 1Ei_k and receives σ ′

i from
the CFPGA. Fig. 9 shows the calculation flow of the proposed
system. In proposed system, due to the 8 × 8 division of the

FIGURE 8. Overall diagram of the proposed system.
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FIGURE 9. Calculation flow of the proposed system.

interaction,
∑
k

1Ei_k (1 ≤ i ≤ 512) is expressed by Eq. (9).∑
k

1Ei_k = 1Ei_1 + 1Ei_2 + 1Ei_3 + 1Ei_4

× 1Ei_5 + 1Ei_6 + 1Ei_7 + 1Ei_8 (9)

As shown in Fig. 9, 1 Achip stores 512 spins, so the row
of calculation and the column chip of update are switched
for every i of 512. CFPGA decides from which Achip to
receive calculation results and returns spin update values in
accordance with the value of i. After all 4096 spins have been
updated, the temperatureT of the CFPGA ismultiplied by the
temperature coefficient parameter (≤ 1) and decreased. The
proposed system terminates the operation after the specified
number of MC steps.

The above is the structure and operation of the proposed
system before applying the interaction reduction method.

B. REDUCTION IN THE NUMBER OF CHIPS REQUIRED BY
REDUCING INTERACTIONS
In the proposed system, the interaction of 4096 spins is
divided into 64 (8 × 8 pieces), which would normally
require 64 Achips. In this research, the interaction reduction
method described in this section enables the system with
36 chips to be made.

The interaction matrix is the weight matrix between σi
and σj, Eq. (10) {

Jij = 0 (i = j)
Jij = Jji (i ̸= j)

(10)

By using the characteristics of interactions with duplicates
and zero elements as in Eq. (10), the interaction matrix can
be reduced as shown in Fig. 10.
Such interaction reduction is highly compatible with

SFCAPS, and previous research has been reported in
FPGAs [15]. The idea is as follows: for a 2 × 2 division, the
interactions are divided into (1)∼(4) as shown in Fig. 11.
(1) and (4), which store symmetric matrices, are reduced

inside them using the same approach as in Fig. 10. In addi-
tion, since (2) and (3) are transposed matrices, the entire
interaction block of (3) is reduced. The reduced interac-
tions (1) and (4) are combined into a single chip, and the
interaction (2) is stored in a single chip for implementation

FIGURE 10. Reduction of interaction matrix.

FIGURE 11. Divide and reduce interactions.

on two chips. As described above, the number of chips can
be halved by reducing the number of interactions. However,
the read control circuit of the interaction differs between the
diagonal chips (1) and (4) and the other chips, requiring two
types of chips. It is easy to design two different chips for
implementation in FPGAs, but not for ASICs.

In the proposed system, the number of chips was reduced
while allowing implementation with only one type of chip.
First, as shown in Fig. 12, reduction was not applied to diag-
onal chips. Only chips in the transposed matrix are reduced,
and 64 chips are reduced to 36 chips.

The structure was designed so that the interactions can
be read out in row and column directions on all chips to
compensate for the transposed matrix, including the diagonal
chips. Fig. 13 shows the interaction readout structure of the
Achip.

Note that Achip needs the spins that the reduced chipwould
have stored. There is an additional spin σcol that takes a
column readout and sums to the product. If we read out the
interaction in columns and take the sum of products with
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FIGURE 12. Chip reduction through interaction reduction.

FIGURE 13. Interaction readout structure of Achip.

σcol , we can complement the reduced chip. Although only
one calculator is needed, for implementing the spin-threads
described in Section III-C, the structure is such that i rows and
i columns of the interaction are read out simultaneously and
1Erow and 1Ecol are calculated, respectively. Fig. 14 shows
the relationship between the spins that each chip has and the
1Ei it handles.

FIGURE 14. Spin and 1Ei handled by each chip.

As can be seen from Fig. 14, the chips corresponding to
n rows and n columns (1 ≤ n ≤ 8) are the same. Before the
application of interaction reduction, the chips to be calculated
and updated are not identical, but they are all made identical.
The specific operation of the system excluding the diagonal
chips is described below, focusing on Chip 2.

For 1 ≤ i ≤ 512, the 1Erow of the chip in the first row of
Fig. 14 is used to calculate

∑
k 1Ei_k . The spin update is the

chip in row 1. Chip 2 has spins 513∼1024 in σrow and 1∼512
in σcol, and the i-th spin in σcol will be updated.
Then for 513 ≤ i ≤ 1024, the second row chip in Fig. 14 is

used to calculate
∑

k 1Ei_k . Chip 2 complements Chip 9 in
Fig. 12, which stores the transposed matrix, so 1Ecol is used.
Note that 1Erow is used for all chips except Chip 2 in row 2.
The spin is updated in Chip 2 in the second row, and in Chip 2,
the i-th chip in σrow is updated.

Chip 2 does not appear if i is 1025 or later.
The other Achip operations are also similar to those of

Chip 2, which appears twice with 512 units before all spins
are updated. The first 512 times are 1Erow and the next
512 times are 1Ecol . In this case, the spin updates are σcol
and σrow, in that order.

All above operations are controlled by the CFPGA side.
It can control which1Erow or1Ecol of which chip is acquired
at each timing and which σrow or σcol is updated.

For the chips in Fig. 14 diagonal, either 1Erow or 1Ecol
should be used because they are symmetricmatrices. If1Erow
is used, spin update should be applied to σrow.

As described above, it is possible to operate with only one
type of Achip. The chip reduction ratio is 36/64, or 43.75%,
which is not half, but as shown in Fig. 15, it can be imple-
mented with only one type of Achip, which is close to half as
the number of chips increases.

FIGURE 15. Relationship between the number of chips and chip
reduction rate due to interaction reduction.

C. IMPROVED SOLUTION ACCURACY THROUGH
PARALLEL PROCESSING OF CHIPS
In the proposed system, when the spin updates are performed
sequentially starting from the first one, Achip runs for only
eight chips of one 1E group per calculation, as shown in
Fig. 16 (1Ei and 1Ei_k are used without distinguishing 1E
in Fig. 16 for simplicity of notation).

The remaining chips are idle and do not fully exploit
the parallelism provided by the multi-chip. The proposed
system employs spin-threads, which take advantage of the
parallelism of multi-chip to search for multiple solutions
simultaneously [4], [16]. The solution accuracy is expected
to be improved by finally adopting the solution with the
lowest energy. There is no previous example of introducing
spin-threads while reducing the number of chips by interac-
tion reduction in SFCAPS.
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FIGURE 16. Simplified timing chart of the entire calculation.

FIGURE 17. Timing chart for parallelization with spin-threads.

In the proposed system, as shown in Fig. 17, 8 color-
coded threads are switched every 512 spin updates: thread 1
starting from the σ1 update, thread 2 starting from the
σ513 update, and so on. Focusing on thread 2, the spin
updates for one cycle are performed in the order σ513
→ σ4096 → σ1 → σ512. Below, we explain the prin-
ciple that the spins of eight threads can be updated at
the same time. In SPIN#1, σ1, σ513, σ1025, σ1537, σ2049,

σ2561, σ3073 and σ3585 are updated. In this case, 1E1, 1E513,
1E1025, 1E1537, 1E2049, 1E2561, 1E3073 and 1E3585 need
to be calculated. Therefore, CFPGA collects 1Erow and
1Ecol from all chips simultaneously and adds them for each
1E group. The 1Ei is calculated by adding the external field
to it, and the eight spin update values are determined from the
temperature random numbers provided for each thread. The
spin update values are returned to σrow and σcol of all Achips
at the same time, as shown in the correspondence in Fig. 14.

Until SPIN#512, the spin update values determined from
the same 1E group are returned. For #SPIN#513, thread 1
requires 1E513 and thread 2 requires 1E1025, and the 1E
groups required by each thread will shift as shown in Fig. 17.

Next, wewill explain the operation inside Achip. As shown
in Fig. 18, Achip has 8 spin-threads for both σrow and σcol , and
internally switches the thread used for every 512 spin updates.

Since Achip complements the chip reduction, different
threads will be used in σrow and σcol at the same time.

FIGURE 18. Switching threads inside Achip (Chip 2).

For example, Chip 2 calculates 1Erow for thread 1 and 1Ecol
for thread 2 in SPIN#1∼SPIN#512. In this case, the spin
update is thread 2 for σrow and thread 1 for σcol . In Fig. 18, the
threads recognized inside Achip are written in ‘‘()’’ for the
threads actually used. Since Achip only knows the internal
thread number, Achip needs to be made to recognize which
internal thread to use. Eq. (11) is used to obtain the thread
to be updated (in fact, because it is a digital circuit, the
calculation is based on 0). Threadupdaterow = mod

(
7 + Threadcalcrow − x, 8

)
+ 1

Threadupdatecol = mod
(
Threadcalccol + x − 1, 8

)
+ 1

(11)

VOLUME 12, 2024 19717



T. Megumi et al.: Scalable Fully-Coupled Annealing Processing System Implementing 4096 Spins

The value of x (x ≤ 7) in Eq. (11) is different for each chip:
in Chip 2, x =1. The update thread for Chip 2 is Eq. (12) when
SPIN#1∼#512, which means that the position of the internal
thread matches that of the actual thread.{

Threadupdaterow = mod (7 + 1 − 1, 8) + 1 = 8

Threadupdatecol = mod (1 + 1 − 1, 8) + 1 = 2
(12)

In the proposed system, the value of x is sent to each chip
at the time of data loading.

With the above principle, spin-threads can be implemented
while applying interaction reduction, and eight solutions can
be obtained simultaneously without changing the computa-
tion time.

IV. ACHIP CIRCUIT AND OPERATION DETAILS
The block diagram of Achip is shown in Fig. 19.

FIGURE 19. The block diagram of Achip.

The Multiplier in Fig. 19 has a simple structure. As shown
in Fig. 20, the sign of the interaction Ji,j that is passed through
the calculator is determined according to the value of the
spin σj (inverted at σj = 1).

FIGURE 20. Multiplier details.

The Achip circuit has two main features. First, the inter-
actions are read simultaneously in two directions (row and
column), and each is summed with the spins. Second, the
spin registers are duplicated into eight for the spin-thread
implementation. In fact, the interaction registers occupy most
of the area, and the spin registers, which are 16 times larger
than the original size due to the interaction reduction and
spin-threads, account for less than 0.8% of the interaction

registers. The controller generates read/write addresses for
each register and also controls the entire system.

A simplified timing chart of the Achip is shown in Fig. 21.

FIGURE 21. Simplified timing chart of the Achip.

All I/Os on the Achip are 1-bit wide signals and communi-
cate serially with the CFPGA.1Ei_k is the sum of the product
of 512 signed 4-bit (-8∼7) interactions and spins {-1,1}, so it
is set to 13 bits (can represent -4096∼3584). The internal
registers operate on the rising edge of clock, and input data
from the CFPGA is sent on the falling edge. The operation
of the Achip is simple. It sends 1Erow and 1Ecol at the
rising edge of SEND_EN. After that, σi is received from the
CFPGA that calculated 1Ei. One clock is required to receive
σi at the controller, and another clock is required to store
it in the spin register. Therefore, Achip, which completes
the reception operation of σi in two clocks, uses an asyn-
chronous calculation system, and calculation starts as soon
as the reception operation of σi is completed. The calculation
time is until SEND_EN rises again. The yellow highlighted
area in Fig. 21 indicates that either Achip or CFPGA is
performing the calculation. Since the CFPGA can change the
timing of sending SEND_EN and the timing of starting 1Ei
calculation, Achips do not need to all run the same operation
with the same clock.

Next, the interaction register, which is the most character-
istic circuit structure of the Achip, is explained. To optimize
the layout, the interaction register is configured by arranging
512 × 512 units, with the circuit shown in Fig. 22 as the
smallest unit.

In this research, there are four registers because the inter-
action is four bits. The write operation to the registers is
simple. When both EnW_row and EnW_col generated by
the higher-level module are 1, Write Enable is set to 1, and
DataW[3:0] is written at the rising edge of the clock.

The interaction register is an asynchronous read structure,
and the output always changes with the input signal. The read
enables EnR_row and EnR_col to rise simultaneously in row
i and column i in Fig. 22. Fig. 23 shows the operation of the
J1,2 and J2,2 registers from i = 1 to 4.
The operation is to output the value of its own register

in the direction of 1 for read enable, and when 0, it simply
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FIGURE 22. Circuit structure of the interaction register.

FIGURE 23. Timing chart of J1,2, J2,2 register (1 ≤ i ≤ 4).

flows the DataI input from the neighbor (bottom in Fig. 22
for row, left for col). Registers at the ends where DataI does
not exist, such as DataI_col in J_1,1, are input 0. For registers
other than the diagonal registers, EnR_row and EnR_col do
not become 1 simultaneously as in J1,2, but the diagonal
registers become 1 simultaneously as in J2,2 and are read in
both directions.

As described above, the interaction register has a structure
that can be laid out by simply arranging and coupling 512 ×

512 circuits of the smallest unit shown in Fig. 22 in a matrix.

V. IMPLEMENTATION EVALUATION OF THE PROPOSED
SYSTEM
A. COPs USED IN THE EVALUATION
In this research, the operation of a single Achip was verified
and the proposed system with 36 Achips was evaluated. One
Achip was verified by implementing 512 spins with 1 Achip
and CFPGA on a test board. The Max Cut problem was
adopted for each evaluation. As an addition, the proposed
system also solved the Vertex Cover problem. Each problem
is briefly described below.

In the Max Cut problem, an undirected graph G = (V ,E)
and a weight wu,v for each edge are given. We divide the
vertices into two subsets, V1,V2(V = V1 ∪ V2), and cut an
edge when the vertices at both ends of the edge belong to

different subsets. Maximizing the sum of these cut values (the
weights wu,v of the edges to cut) is the Max Cut problem.

We define a variable, σv, that represents to which subset
the vertex v ∈ V belongs.

σv =

{
1 (v ∈ V1)
−1 (v ∈ V2)

(13)

The cut value C is expressed in Eq. (14).

C =
1
2

∑
(u,v)∈E

wu,v (1 − σuσv) (14)

The annealing processor defines the energy by multiplying
Eq. (14) by -1 to calculate the minimum energy.

E = −
1
2

∑
(u,v)∈E

wu,v (1 − σuσv) (15)

In the Vertex Cover problem, given an undirected graph
G = (V ,E), a subset of V , the problem is to find, for
every edge, at least one vertex on each side of the edge that
is included in that subset and has the smallest number of
elements. We define a binary variable, σv, that represents to
which subset the vertex v ∈ V belongs. When the variable xv
is introduced, the energy is expressed in Eq. (16) with A and
B as positive constants.

E = A
∑
uv∈E

(1 − xu) (1 − xv) + B
∑
v∈V

xv (16)

The first term in Eq. (16) represents the constraint that for
all edges, at least one of the two vertices at each end of the
edge must be 1. The second term is an objective function that
reduces the number of xv that are 1. Although xv is treated
here as a binary variable, it must be transformed from xi =

(σi + 1)/2 because it is represented by a spin that takes ±1 in
an annealing processor.

In this research, we used ‘‘Rudy,’’ a random graph genera-
tor for Gset, which is commonly used as a benchmark forMax
Cut problems, for the 512-spin problem of evaluating a single
Achip with an undirected graph G = (V ,E). The number of
vertices was set to 512, the probability that each vertex had an
edge on another was set to 4%, and the seed value was set to
42 (number of edges: 2616). For the 4096-spin problem, the
same parameters were set to 4096, 2%, and 42, respectively
(number of edges: 167,731). Also, all weights used in Max
Cut were set to 1.

B. EVALUATION OF ACHIP
In this research, Achip was designed in a 22-nm CMOS
process. Fig. 24 shows a micrograph of the Achip and its
layout.

The interaction registers arranged in matrix form occupy
most of the layout area of 2,960µm in height and 1,562µm
in width. In this research, registers are used only for the
placement and wiring of standard cells, but if SRAM is used,
area and power consumption are expected to be improved.
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FIGURE 24. Achip micrograph and layout.

The interaction registers are read out in rows and columns,
with spin registers and calculators in each direction. The spin
registers and calculators are designed to be the size of the
interaction rows and columns, simplifying the wiring on the
layout. As explained so far, the spin register has eight threads
in each direction.

Next, the evaluation environment of the Achip is shown in
Fig. 25 and Achip’s specifications in Table 1.

FIGURE 25. Evaluation environment of Achip.

TABLE 1. Specifications of Achip.

As shown in Fig. 25, 1 Achip and CFPGA are implemented
on the test board, able to perform 512 spins of annealing. USB
3.0 is used for communication with the PC to load parameters
such as interactions and to output the spin values held by
the CFPGA (the same applies to the proposed system). The
core power consumption was 35.2 mW when solving the
fully-coupled Max Cut problem at 10 MHz. Fig. 26 shows
the energy transition diagram for the Ising model.

Fig. 26 compares the results of emulating a PA under
the same conditions on a CPU using MATLAB R2022a
with the actual machine (8 threads). Although the CPU is

FIGURE 26. Energy transition diagram when solving 512-node Max Cut
problem with one Achip and CFPGA (CPU comparison: Intel Core i7-4790)
Number of plots: 1/50.

64-bit floating point and the interaction of the proposed
system is 4-bit integer, exactly the same calculations are
performed. The reason for this is that the interaction of the
solved Max-cut problem is binary {0,1}. The argument is
similar for the Max-cut problem used in the benchmark and
the vertex covering problem, which can also be represented
by a signed 4-bit.

The annealing conditions were set to an initial tempera-
ture of 512, 10,000 MC steps, and temperature coefficient
of 0.9995 for each MC step. The temperature coefficient is
the same value used in the results to be presented hereafter.
Achip cannot operate only one thread due to its internal
switching operation of eight spin-threads as shown in Fig. 18.
Therefore, the 512-spin problem simply takes 8 times longer
to obtain 8 solutions. The Achip behavior of the verification
here is exactly the same as that in the proposed system.
In the proposed system, all Achips have this 512-spin scale
annealing operation.

C. EVALUATION OF THE PROPOSED SYSTEM
A board photo of the proposed system is shown in Fig. 27.

FIGURE 27. Photograph of the board of the proposed system.

In the proposed system, 18 Achips and CFPGA are placed
on the front side of the board, and 18 Achips are placed on
the backside. The CFPGA is also connected to the Achip on
the back side and exchanges signals with each chip during
calculation as shown in Fig. 21.

19720 VOLUME 12, 2024



T. Megumi et al.: Scalable Fully-Coupled Annealing Processing System Implementing 4096 Spins

The evaluation environment and specifications of the pro-
posed system are shown in Fig. 28 and Table 2, respectively.

FIGURE 28. Evaluation environment of the proposed system.

TABLE 2. Specification of proposed system.

In the proposed system, the Achip core power at 10 MHz
was 1.29 W, and the total system power was 2.90 W.
In Fig. 28, 1.830 V is applied to the Achip I/O and 0.975 V to
the core. This is due to a voltage drop caused by problems
with the board and measurement environment, and actual
1.8V and 0.8V are applied to the Achip, respectively.

Fig. 29 shows the energy transition diagram for the Max
Cut problem solved for 4096-node.

FIGURE 29. Energy transition diagram when solving 4096-node Max Cut
problem with proposed system (CPU comparison: Intel Corei7-4790)
Number of plots: 1/50.

The annealing conditions were initial temperature of
512 and MC step of 15,000 cycles. The proposed system was
able to obtain 8 solutions in 34.0 times faster computation

time than the CPU. Although 1 Achip took longer than the
CPU, the proposed system was able to solve the 4096-spin
problem in 8 parallel spins in the same computation time
as 1 Achip. In the proposed system, Achip alone solves
a 512-spin problem, but the system as a whole can solve a
4096-spin problem. This is the advantage of scalability.

Fig. 30 shows the energy transition diagram for the Vertex
Cover problem.

FIGURE 30. Energy transition diagram when solving 4096-node Vertex
Cover problem with proposed system (CPU comparison: Intel
Corei7-4790) Number of plots: 1/50.

The annealing conditions were initial temperature of
1024 and MC step of 15,000 cycles. The proposed system
was able to obtain 8 solutions in 33.4 times faster computation
time than the CPU.

Although the operating frequency is limited to 10 MHz
due to the board specifications, the computation speed can be
significantly improved by increasing the operating frequency.

At 10 MHz, the number of clocks required for 1Ei_k
communication is longer than that for calculation, but this can
be improved by increasing the operating frequency.

To demonstrate the effect of the spin-thread, Table 3 shows
eight solutions to the Max Cut and Vertex Cover problems
obtained by the proposed system. For the Max Cut problem,
the more cuts, the better the solution, and for the Vertex Cover
problem, the fewer vertices (spins) that become 1, the better
the solution.

As shown in Table 3, the proposed system can search for
eight solutions in parallel, showing that it can select a better
solution than when only thread 1 is used as the solution.

TABLE 3. Improvement of solution accuracy by spin-threads.

Next, Fig. 31 shows the results of the power comparison
with the CPU, representing the case when the Max Cut prob-
lem was solved.
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In Fig. 31, the proposed system and the entire PC are
compared for the same subject. Also, in core part, the power
of CPU only and 36 Achips only (Core + I/O) are compared.
The proposed system shows 2344 times higher power per-
formance ratio than CPU and can search for 8 solutions in
parallel. A 2223 times higher power performance ratio is also
observed in the core part comparison.

FIGURE 31. Power comparison between CPU and proposed system
solving 4096-node Max Cut problem.

These are the results of 4096 spin operations. For compar-
ison with other research [6], [9], Table 4 shows the results
of solving the Max-cut problem (G1, G25, G46, G48) for
the 800, 1000, 2000, and 3000 nodes of the Gset benchmark.
The problem was solved by setting the 4096-spin interaction
matrix to 0 except in the regionwhere it is used.With an initial
temperature of 512 and 15000 MC steps, the computation
time is 98.3s. Since the proposed system provides 8 solutions,
the best solution is selected. In Table 4, the average and
maximum values of the results of solving the problem for
10 times are shown for the theoretical and actual machine,
respectively.

TABLE 4. Theoretical and actual benchmark results of the proposed
system (average and maximum of 10 times).

In the actual machine, the accuracy was reduced due to
defects in some circuits, but accuracy in the 99th percentile
was obtained for all benchmarks. Other work [9] computed
with parallel spin updates and had comparable solution accu-
racies. In addition, although [8] is not an annealing method,
it is capable of parallel operations and solves benchmarks
faster on GPUs. Therefore, we would like to consider parallel
updates or other speedups appropriate to the structure of the
proposed system.

Based on the above discussion, we once again describe the
strengths of the proposed system. The proposed system is the
first multi-chip scalable structure implemented in ASICs. It is

clear that ASIC implementations consume less power than
GPUs and can reduce power consumption per chip compared
to FPGAs. As a result, even using 36 chips, the core part
consumed as low as 1.3W.

Lastly, this work is compared with the latest annealing
processors in CMOS in Table 5. The proposed system has
the largest number of fully-coupled spins implemented on the
same board.

TABLE 5. Comparison of this work and the latest annealing processors in
CMOS.

VI. CONCLUSION
We designed a 22-nm CMOS LSI chip (512-spin annealing
processor) and implemented a 4096-spin scalable anneal-
ing processing system with 36 of them and 1 control
FPGA on 1 board. We evaluated the operation of the pro-
posed system by solving the Max Cut and Vertex Cover
problems.

In the proposed system, reduction was applied from the
symmetry of the interaction matrix, resulting in a reduc-
tion in the number of chips from 64 to 36. In addition, the
proposed system can search for eight solutions in parallel
by using spin-threads. The results show that the proposed
system, while searching for 8 parallel solutions, improves
computation speed by a factor of 34.0 and power performance
by a factor of 2344 compared with the CPU.

In the future, the system should be scaled up by using mul-
tiple boards to solve larger and more complex combinatorial
optimization problems.
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