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ABSTRACT Given the current emphasis on maintaining and inspecting high-rise buildings, conventional
inspection approaches are costly, slow, error-prone, and labor-intensive due to manual processes and lack
of automation. In this paper, we provide an automated, periodic, accurate and economical solution for the
inspection of such buildings on real-world images. We propose a novel end-to-end integrated autonomous
pipeline for building inspection which consists of three modules: i) Autonomous Drone Navigation, ii)
Façade Detection, and iii) Model Construction. Our first module computes a collision-free trajectory for
the UAV around the building for surveillance. The images captured in this step are used for façade detection
and 3D building model construction. The façade detection module is a deep learning-based object detection
method which detects cracks. Finally, the model construction module focuses on reconstructing a 3D model
of a building from captured images to mark the corresponding cracks on the 3D model for efficient and
accurate inferences from the inspection. We conduct experiments for each module, including collision
avoidance for drone navigation, façade detection, model construction and mapping. Our experimental
analysis shows the promising performance of i) our crack detection model with a precision and recall of
0.95 and mAP score of 0.96; ii) our 3D reconstruction method includes finer details of the building without
having additional information on the sequence of images; and iii) our 2D-3Dmapping to compute the original
location/world coordinates of cracks for a building.

INDEX TERMS Autonomous, UAV, façade, detection, building.

I. INTRODUCTION
For decades in the infrastructure industry, the economic
setting has promoted new construction favouring suburban
growth. Now, the main focus is on the maintenance, surveil-
lance [1] and rehabilitation of existing structures [2]. Building
structures suffer from bending, buckling, compressive and
tensile failures. There are high chances of such failures in
buildings due to their age, density and altitude. To prevent
structural collapse, casualties and economic loss, periodic
maintenance is essential for the safety of buildings to increase
their durability and lifespan. The inspection requires heavy
machinery, lifts, field professionals and people rappelling
from dangerous heights, which is labour-intensive and time-
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consuming. Additionally, professionals traditionally inspect
the buildings using climbing gear, swing stages and access
tools. They further spend on insurance and labour, which
increases the inspection cost. Even after all these efforts
and expenses, some surfaces’ comprehensive details are
unavailable due to the inaccessibility to some parts of
surfaces.

In the current era, Unmanned Aerial Vehicles (UAVs)
can accurately, efficiently and economically perform a wide
range of surveying applications [2] such as transmission-
line inspection [3], power-line inspection [4], underwater
area inspection [5], tree cavity inspection [6], industrial
plants [7], bridge inspection [8], dam inspection [9], aircraft
skin cracks [10], turbine blades [11] and generalised for
civil structures [12] for Structural Health Monitoring (SHM).
To keep professionals out of danger, UAVs can provide aid for
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building inspection. This can reduce operational costs, human
error, safety risks and time taken for the inspection. UAVs
can fly and scan the entire structure for evaluation, owing
to their mobility and ability to capture footage by applying
appropriate path planning for the whole structure [13].

Classical methods [14] comprise detecting cracks manu-
ally which is painstakingly time-consuming and is biased by
the subjective judgment of the inspectors. With the advent of
computer vision in the past decade, the traditional surveying
task can be aided by such techniques for insightful and
accurate inspections [15]. Crack detection [16] has gained
popularity due to the adverse effects of buildings not being
monitored periodically. Computer Vision methods [17], [18],
[11], and [19] and physical interaction methods [7], [20],
[21] have been assisting in inspection to have economic
and periodic maintenance. The footage captured by the UAV
can also be used in Building Information Modeling (BIM)
[22] for 3D rendering [13]. This serves as an aid to the
Architecture, Engineering and Construction (AEC) industry.
The benefit of working on a 3D model over traditional
drafting is to allow the building inspectors to understand the
condition of the façades.

The aforementioned methods implement a particular
stage or a few stages of the building inspection problem.
We propose a novel end-to-end pipeline for high-rise building
inspection, as shown in Fig. 2. Our first module generates
the trajectory for the UAV. Then, collision avoidance ensures
that the UAV reaches the destination despite encountering
obstacles by recomputing its trajectory on the fly. During
the flight, the UAV captures images of the building based on
camera and UAV parameters. The images captured are used
for crack detection and to reconstruct a 3D mesh model of
the building and mark the detected crack correspondences on
the model. Fig. 1 shows an example of a 3D mesh model
of the building constructed with our proposed pipeline using
real-world images, the trajectory of drone navigation and a
detected crack. Our major contributions are as follows: i) To
the best of our knowledge, we are the first to propose an
automated pipeline for building inspection; ii) We propose
a novel end-to-end framework for high-rise infrastructure
inspection for façade detection; iii) We also integrate the
entire pipeline for autonomous inspection using UAVs; iv)
We create a dataset and empirically study real-world building
data for crack detection, 3D reconstruction and respective
mapping.

The rest of the paper explains the method in Sec-
tion II, implementation details in Section III, analysis of
the crack detection module in Section IV and conclusion
in Section V.

II. METHOD
This section combines multiple modules to create a unified
and cohesive solution for high-rise building inspection.
Firstly, we identify various modules involved in the building
inspection, such as autonomous drone navigation, façade

FIGURE 1. Our reconstructed 3D mesh model (left) of the high-rise
building (right) with the detected crack (bottom right). The proposed
pipeline reconstructs the 3D model from the real-world images captured
by UAV, where the red spiral path marks the trajectory followed by the
UAV.

detection and model construction. Our proposed pipeline
integrates these modules as shown in Fig. 2 and explains
each framework in the following sections and supplementary
material.

A. AUTONOMOUS DRONE NAVIGATION
1) TRAJECTORY PLANNING
For inspection, we develop an autonomous trajectory plan
to scan the building under inspection from bottom to top.
Our algorithm takes the corner coordinates, {(xi, yi)|i =

1, 2, 3, 4} and the height, hb of the building as input to plan
the trajectory. The UAV trajectory is planned in an elliptical
spiral path around the building. In Fig. 3, the inner rectangle
represents the building ground plane. We take a distance,
s from the building, as the drone should be at a minimum
safety distance to capture images. The rectangle ABCD
maintains this distance, s from the building. For minimum
distance, we plan an ellipse spiral trajectory passing through
ABCD. Fig. 3 represents the 2D projection of the trajectory.
Equation (1) shows the equation of an ellipse with center
(h, k) and radii a and b.

Consider a circle around a square, where the circle touches
all four corners of the square. Here, the radius, r of the circle,
is the same as the semi-diagonal of the square. If we squeeze
the square from either of the sides, we get a rectangle. As an
effect, the circle gets squeezed into an ellipse keeping the
ratios the same. Therefore, in equation (2), we get the radii, a
and b, of the base ellipse for the spiral trajectory path.

(x − h)2

a2
+

(y− k)2

b2
= 1 (1)

a =
xAB
√
2

b =
yBC
√
2

(2)

xAB = (x2 − x1) + 2s yBC = (y3 − y2) + 2s (3)

a =
(x2 − x1 + 2s)

√
2

b =
(y3 − y2 + 2s)

√
2

(4)

Combining equations (1) and (4), we get the equation of an
ellipse which is used by the UAV to form a spiral path till the
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FIGURE 2. Proposed building inspection pipeline consists of three modules: (1) Autonomous Drone Navigation containing (a) Trajectory Planning,
(b) Collision Avoidance and (c) Image Capturing; (2) Façade Detection; (3) Model Construction containing (a) 3D Reconstruction and (b) 2D to 3D
Mapping.

FIGURE 3. 2D projection of trajectory planning on the XY plane. The top
view of the building is represented by the inner rectangle and ellipse
trajectory followed by the UAV maintaining a safe distance, s, from the
building.

height, hb. Along with the radii of the ellipse, the pitch of the
spiral path is needed to decide the final trajectory around the
building. The pitch is decided based on the distance, s and
camera parameters, which include the field of view, aperture,
focal length, image resolution and ISO of the camera.

2) COLLISION AVOIDANCE
To consider different types of protrusions of a building, like
balconies, antennas and other possible obstacles, we need
collision avoidance [23]. Such obstacles must first be
detected for complete autonomous drone navigation, and the
UAV needs to be guided through a new optimized path to
reach its goal. Thus, collision avoidance can be divided into
Obstacle Detection and Trajectory Optimization.

a: OBSTACLE DETECTION
A depth camera is attached to the UAV to detect upcoming
obstacles [24]. We capture the positions of the obstacles
in the environment as point clouds obtained from a depth
camera. The point clouds are then down-sampled to reduce
the number of points for processing and to denoise the data.
Object clusters are extracted from the reduced point cloud,
and their positions are determined.

b: TRAJECTORY OPTIMIZATION
This module is responsible for computing a collision-free
trajectory towards a given goal position. The motion model

of the UAV is given as follows:

ẋt = vxt ẏt = vyt żt = vzt (5)

ẍt = axt ÿt = ayt z̈t = azt (6)

Here, (vxt , vyt , vzt ) represents the velocity of the UAV in x, y,
and z directions and (axt , ayt , azt ) represents the acceleration
of the UAV in x, y, and z directions. Given the motion model,
we assume that there is a low-level controller for the UAV,
which takes the next waypoint, velocity and acceleration as
input and generates control commands for the UAV to reach
that position. Our trajectory optimizer can be defined as
follows:

min
axt ,ayt ,azt

∑
Cg + Ca (7)

amin ≤ axt , ayt , azt ≤ amax (8)

(xt − xo,t )2 + (yt − yo,t )2 + (zt − zo,t )2 > (λo)2 (9)

fl(xt , yt , zt ) > 0 (10)

Cg = (xtf − xgoal)2 + (ytf − ygoal)2 + (ztf − zgoal)2 (11)

Ca = (axt )
2
+ (ayt )

2
+ (azt )

2 (12)

Here, the cost function,Cg given by equation (11), minimizes
the distance of the trajectory end position to the goal, and
the cost function, Ca given by equation (12), minimizes the
acceleration magnitude at each time instant, for maintaining
the smoothness of the trajectory. The inequality constraint in
equation (8) limits the accelerations to their maximum and
minimum bounds, equation (9) enforces collision avoidance
of the ith obstacle with the UAV by enforcing the euclidean
distance between them to be greater than the threshold λo
and equation (10) ensures that the trajectory does not cross
the lane boundaries defined by the building walls, which is
represented by the function, fl .

3) IMAGE CAPTURING
While the UAV moves around the building, as shown in
Fig. 1, a camera facing the building is dedicated for capturing
images. These images are captured by keeping the camera
settings constant throughout the flight of the UAV. This helps
in keeping the intrinsic parameters of the camera identical
for all the images of a particular building. While capturing
the images, the frame rate of the camera is set such that the
overlap in the consecutive images is at least 60% to 70%.
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FIGURE 4. A random sample of images captured of the high-rise building by the UAV.

A sample of the images used for simulation is shown in
Fig. 4. The total number of images captured of the building
is 2123 for the 3D model construction, of which 175 images
contain cracks.

The resolution of the images is chosen such that the
façades of the building are clearly visible. The visibility is
based on the distance of the UAV from the building, which
is considered during the trajectory planning of the UAV
(Section II-A1). The camera used for this purpose should not
have an active auto-focus facility as the camera’s intrinsic
parameters change when the camera auto-focuses separately
for all the images. Our pipeline requires the camera intrinsics
for all the images of a particular building to be the same for
3D construction, elaborated in Section II-C1.

B. FAÇADE DETECTION
A building has various types of façades on the walls. These
façades can be cracks, de-laminations, paint deteriorations,
moulds and stains. In this paper, we focus on detecting
cracks using our model so that those which need attention
don’t get neglected due to probable human error. To build an
autonomous crack detection system for high-rise buildings,
various issues occur, such as the texture of the building,
lighting conditions and severity of the crack.We useYOLOv5
[25] deep learning model for object detection to detect cracks
with bounding boxes in our pipeline.

We use YOLOv5-Large among the YOLOv5 variations
available. It is 89MB containing 267 layers with 46.5 million
parameters. It is originally trained on the COCO dataset [26].

FIGURE 5. 3D mesh model of the building (left) with marked crack using
2D to 3D mapping shown using the red ray and red ring; Captured image
of the building (top-right) using UAV showing the crack predicted using
YOLOv5 [25]; Zoomed-in Crack (bottom-right); Correspondences of all the
three images are shown using blue lines.

Further, we apply transfer learning to this model using real-
world images. The train, validation and test set split is 80%,
10% and 10%, respectively. The base model is fine-tuned on
the training images for the model to understand the crack
structures on the building. The predictions of the final fine-
tuned model are shown in Fig. 7 on the test set.

C. MODEL CONSTRUCTION
1) 3D RECONSTRUCTION
Now, we have the images captured from the UAV. We use
these images for constructing a 3D model of the building.
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This model helps in the visualisation of the building and its
detected façades (Section II-B).

a: CAMERA PARAMETER EXTRACTION
For constructing the 3D model, the intrinsic and extrinsic
camera parameters are required. These are calculated using
a standard traditional method called COLMAP [27], [28].
COLMAP is a Structure-from-Motion (SfM) and Multi-
View Stereo (MVS) method which takes multi-view images
as input. It uses the overlap patches in distinct unordered
images for feature matching. This gives the camera settings
while capturing the images (intrinsic camera parameters) and
the camera locations for all the images (extrinsic camera
parameters). These camera parameters are used for the
reconstruction of the building.

b: RECONSTRUCTION
Firstly, the camera parameters generated above are used
to reconstruct a dense point cloud using COLMAP. Then,
Poisson-disk sampling [29] is applied to sub-sample the
generated point cloud. Normals are then computed for each
of the remaining points for constructing the 3D mesh model
of the object using Marching Cubes APSS algorithm [30],
[31]. This gives a fine triangular mesh of the building. This
fine high-density mesh is used to produce accurate results as
it has more number of faces per unit area. Different views of
the reconstructed 3D mesh model are shown in Fig. 1, Fig. 2,
Fig. 5 and Fig. 6.

2) 2D TO 3D MAPPING
The façades detected in Section II-B are mapped on the 3D
model generated in Section II-C1 for better inference and
study of the detected façades by the experts described as
follows:

a: IMAGE CORRECTION
The 2D images captured in section II-A3 as shown in Fig. 4
have image distortion where images appear to be curved
or deformed due to lens aperture. This is known as image
distortion, which ismajorly of two kinds: tangential distortion
and radial distortion. Tangential distortion is caused due to
misalignment of the camera lens with respect to the parallel
image plane. This results some areas to appear nearer than
expected and can be corrected using equations (13) and (14).
In radial distortion, the straight lines in an image appear to
be curved and as the point in the real world is farther from
the image center, the radial distortion increases. This needs to
be corrected before working on images, and can be corrected
using equations (15) and (16).

xtangential = x + [2p1xy+ p2(r2 + 2x2)] (13)

ytangential = y+ [p1(r2 + 2y2)2p2xy] (14)

xradial = x(1 + k1r2 + k2r4 + k3r6) (15)

yradial = y(1 + k1r2 + k2r4 + k3r6) (16)

TABLE 1. Specifications of RGB and depth camera mounted on Pelican
Quadrotor used for simulation.

So, here we find that five parameters are required for
distortion correction. Distortion coefficients are given by
coefdistortion as follows:

coefdistortion = (k1 k2 p1 p2 k3) (17)

The distortion coefficients are obtained from camera intrin-
sic parameters, which we extract in Section II-C1 from
the images captured in Section II-A3. Camera intrinsic
parameters also include information like focal length (fx , fy)
and optical centers (cx , cy) given in equation (18). There
are camera extrinsic parameters which provide the rotation
parameters, rij and translation parameters, ti of the images
as shown in equation (18). Thus, the final projection of the
image after correcting the image distortion is given by λ as
follows:

λ

xy
1

 =

fx 0 cx
0 fy cy
0 0 1

 r11 r12 r13 txr21 r22 r23 ty
r31 r32 r33 tz



X
Y
Z
1

 (18)

b: RAY TRACING
The façades detected on the 2D images in Section II-B
are to be marked on the 3D model generated for a better
understanding of the façade locations and their criticality.
This is implemented using Ray Tracing. This method requires
the camera intrinsic and extrinsic parameters extracted using
COLMAP in Section II-C1 and the corresponding images
containing the detected façades. Considering the origin of
the rays to be at the location of the camera, the rays are
extrapolated to the points in the 3D model through the façade
in the 2D image. Multiple rays are projected from the camera
location towards the scene. The ones which pass through our
desired pixel in the image are visualised from the camera to
the detected façade in the 3D model of the building.

Finally, our pipeline integrated with all the modules helps
to autonomously monitor building inspection, as shown
in Fig. 6.

III. IMPLEMENTATION DETAILS
We use the Gazebo framework for simulation on a 2.25 GHz
system with 16 GB RAM, an Intel i7 processor and
Nvidia RTX 3060 GPU. The 3D mesh model constructed
in Section II-C1 from the images captured using UAV,
is imported into Gazebo [32].

In the simulation environment, a Pelican Quadrotor is
spawned with two cameras to follow the trajectory planned
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FIGURE 6. The final simulation of the autonomous drone navigation on our high-rise building 3D reconstruction (left); the RGB
camera view of the drone (top right); the depth camera view of the drone (bottom right).

FIGURE 7. The cracks detected in the building images are detected using
a fine-tuned model based on Yolov5 [25].

in Section II-A1. The specifications of the both the cameras
are mentioned in Table 1. Both the cameras are mounted
on the Pelican, orthogonal to each other where the RGB
camera faces the building model to capture images and the
depth camera faces towards the path to optimize its path
for collision-free flight. An example of the view is shown
in Fig. 6. Optimal control solver ACADO [33] is used
for trajectory optimization in Eq. (7). We use Point Cloud
Library (PCL) to obtain obstacle positions from the point
cloud.

We annotate the cracks in the captured images for façade
detection. The YOLOv5-Large model is fine-tuned on the
images with cracks. For the YOLOv5-Large model, all these
images are resized to 640× 640 pixels. The fine-tuning takes
approximately 55 minutes to train till 233 epochs with the
model size of 92.8MB. The model, initially supposed to train
for 500 epochs stops training early at 233 epochs for the best
model. This happens as no improvement is observed in the
model post 132 epochs.

The captured images are also used for 3D model recon-
struction of the high-rise building. Initially, a dense point
cloud of 1,384,433 points taking 20.8MB is generated.
The generated triangular 3D mesh of the high-rise building
contains 864,584 vertices and 871,137 triangles with a size
of 126.8MB, which contains triangular faces, vertices, vertex
normals and vertex textures of the generated mesh. The
detected cracks are mapped on the 3D model as shown in
Fig. 5. Hence, the entire proposed pipeline is integrated in
an end-to-end manner for high-rise building inspection.

IV. ANALYSIS
The first step in our pipeline is collision-free drone naviga-
tion. The depth camera used here has a maximum depth range
of 30 metres. This gives the UAV enough visibility to avoid
upcoming obstacles. The UAV takes 200-300 milliseconds to
compute the distance and the size of the obstacle to avoid
them in real time for safety.
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FIGURE 8. Evaluation metrics of the crack detection model.

TABLE 2. Results of the crack detection model.

The results of façade detection as shown in Fig. 7 show
a bounding box around the cracks detected by the YOLOv5
model. Prediction results with evaluation metrics such as
precision, recall and mean average precision (mAP) are
shown in Fig. 8 and Table 2. Since our detection model is
learning from the annotated cracks on the building, it predicts
cracks with a recall of 95.7% and an average precision of 96%
for unseen images. This gives confidence to the pipeline that
our model performs well on a real-world high-rise building.

V. CONCLUSION
In this paper, a novel autonomous inspection pipeline is
proposed for buildings to detect cracks with precision and
recall of 0.95 and an mAP score of 0.96. Our method
includes three modules with autonomous drone navigation,
façade detection and model construction. We successfully
demonstrated the effectiveness of all three modules as shown
in our results. The inspection pipeline proposed in this
paper is an end-to-end pipeline to detect cracks on a high-
rise building. To the best of our knowledge, we believe
this is the first automated pipeline for building inspection.
This is highly impactful in the structural engineering
domain. For future work, the proposed approach can also
be made automated in other domains, such as the automo-
bile industry, agriculture and underwater environments, to
name a few.
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