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ABSTRACT Owing to the unpredictable nature of human facial expression, Facial emotion recognition
(FER) from facial images becomes a tedious process. FER is a field within artificial intelligence (AI) and
computer vision (CV) that concentrates on developing algorithms and technologies to interpret and analyze
emotional expressions shown on human faces. The major intention of this area of research is to enable
computers and machines to automatically classify and detect emotions, including sadness, happiness, anger,
etc., based on facial expressions and cues. Deep learning (DL) systems namely recurrent neural network
(RNN) and convolutional neural network (CNN) can be used for the task of automatically classifying and
detecting emotions from human facial expressions. Furthermore, Bioinspired Image Processing Enabled
FER combines principles from biological systems with image processing techniques to better the robustness
and accuracy of FER. This technique is inspired by natural processes to enhance the interpretation and
understanding of human emotion conveyed by facial expressions. This study designs a new Bioinspired
Image Processing Enabled Facial Emotion Recognition using an Equilibrium Optimizer with Hybrid Deep
Learning (BIPFER-EOHDL) model. The primary objectives of the BIPFER-EOHDL technique lie in the
effectual and automated identification of facial expressions using a hyperparameter-tuned DL algorithm.
In the presented BIPFER-EOHDL technique, the median filtering (MF) approach can be applied for
image pre-processing. Besides, the BIPFER-EOHDL method applies the EfficientNetB7 model for the
process of feature extraction. Meanwhile, the hyperparameter selection of the EfficientNetB7 model takes
place by the use of the EO algorithm. Finally, the multi-head attention bi-directional long short-term
memory (MA-BLSTM) model is exploited for the recognition and classification of facial emotions. A wide-
ranging simulation analysis was performed to validate the higher FER outcomes of the BIPFER-EOHDL
methodology. The simulation results stated that the BIPFER-EOHDL technique accomplishes better FER
results than other recent approaches.

INDEX TERMS Non-verbal communication, facial emotion recognition, deep learning, equilibrium opti-
mizer, artificial intelligence.

I. INTRODUCTION
Facial expression plays a vital part in non-verbal communica-
tion. Nonverbal signs are classified as facial expressions of a
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non-communicative environment [1]. It is usual and imitates
emotions as well as many mental actions, physical signs,
and social contacts. Facial expression recognition (FER) is
commonly utilized in many applications such as elderly
care, human–computer communication, security monitor-
ing, customer satisfaction detection, the criminal justice
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system, medical diagnostics, smart card applications as well
as enlarged law enforcement services from smart cities [2].
In the current study, vision sensor-based FER has more
attention and great potential in actual FER detection [3].
The researchers mainly concentrated on 7 basic expressions
such as disgust, neutral, surprise, anger, fear, happiness, and
sadness in vision-based FER. The FER is classified into
dual sub-categories namely conventional and deep learning
(DL) based techniques [4]. Emotions establish an essential
feature of human behaviour that enhances the method of
communication. Generally, humans show their characteristic
situations in many ways like facial expressions and body
language [5]. Facial expressions are a direct and significant
channel of non-verbal communication that creates an entire
emotional language that can immediately express a huge
extent of human emotional conditions, feelings, and arro-
gances in numerous mental tasks [6]. The exact clarification
and analysis of the expressive content of human facial expres-
sions are vital for understanding human behaviour. Facial
expressions are strong, and certainly well-known for human
beings to interconnect emotions, understanding, and pur-
poses to control connections and communication with other
persons [7].
However, analysis of human facial features and detection

of their emotional state are considered highly challenging as
well as complex tasks [8]. The chief trouble comes from the
non-uniform nature of the human face and many restrictions
connected to facial pose, shadows, lighting, and orientation
situations. Certainly, humans can discover and read faces
as well as facial expressions without any effort. An exact
and strong facial expression detection by computer methods
is a high challenge [9]. DL techniques tested a stream of
techniques to attain sturdiness and higher performance when
evaluated to basic machine learning (ML) detection models
like support vector machines (SVM) and multi-layer per-
ceptron NN (MLP-NN). Then, humans function in a variety
of circumstances so human behavior analysis requires being
strong and DL approaches provide the required strength as
well as scalability on novel kinds of data [10].

This study designs a new Bioinspired Image Processing
Enabled Facial Emotion Recognition using an Equilibrium
Optimizer with Hybrid Deep Learning (BIPFER-EOHDL)
model. The primary objectives of the BIPFER-EOHDL
method lie in the effectual and automated identification
of facial expressions using a hyperparameter-tuned DL
algorithm. In the presented BIPFER-EOHDL technique, the
median filtering (MF) approach can be applied for image pre-
processing. Besides, the BIPFER-EOHDL technique applies
the EfficientNetB7 model for the feature extraction process.
Meanwhile, the hyperparameter selection of the Efficient-
NetB7 model takes place by using the EO algorithm. Finally,
the multi-head attention bi-directional long short-term mem-
ory (MA-BLSTM) model is exploited for the recognition
and classification of facial emotions. To perform the higher
FER outcomes of the BIPFER-EOHDLmethodology, a wide-
ranging experimental analysis has been performed. The

proposed model accomplishes enhanced performance over
other models with a maximum accuracy of 99.05%. The key
contribution of the study is given below.
• An automated BIPFER-EOHDL technique compris-

ing MF-based preprocessing, EfficientNetB7 feature
extractor, EO-based hyperparameter tuning, and MA-
BLSTM-based classification has been developed.
To the best of our knowledge, the BIPFER-EOHDL
technique never existed in the literature.

• Employ the EfficientNetB7 model, known for its effec-
tive consumption of computation resources, enabling
robust feature extraction from facial images. This helps
to capture subtle emotional cues while retaining com-
putation efficacy.

• Applying the EO algorithm for hyperparameter tuning
of the EfficientNetB7 model enables fine-tuning the
network to the certain requirements of FER data. This
contributes to the better effectiveness and accuracy of
the model.

• The use of the MA-BLSTM model provides strong
abilities for classifying and recognizing facial expres-
sions. This architecture captures the contextual and
temporal data within the image sequences, resulting in
better detection performance.

• The BIPFER-EOHDL obtains a remarkable accuracy
of 99.05%, which outperforms other techniques in
facial emotion detection. This could have resulted in
more precise and reliable emotional analysis in differ-
ent applications.

II. LITERATURE REVIEW
Chakravarthi et al. [10] designed a hybrid DL approach
(i.e., CNN-LSTM with ResNet-152 model) to classify emo-
tions based on EEG signals. The activity in the brain seems
to hold a specific characteristic which modified from one
person to another, as well as from one emotional state
to another emotional state. Mukhopadhyay et al. [11] pre-
sented a novel FER method utilizing local binary patterns
(LBP), completed LBP (CLBP), and local ternary patterns
(LTP). The CNNs method trained on images from prolonged
datasets of JAFEE, Cohn-Kanade (CK+) and FER2013
changed into LTP, LBP, and CLBP image features. In [12],
an effective FER was developed by employing a new DL
Neural Network-regression activation (DR) classification
algorithm. Primarily, the Gamma-HE model was used for
pre-processing, and then facial facts were removed employ-
ing the Pyramid HOG (PHOG) based Supervised Descent
(SMD) model. The facial portions are divided by utilizing the
Viola-Jones Algorithm (VJA). Modified Monarch Butterfly
Optimization (MMBO) technique utilized to pick essential
features from extraction. Bentoumi et al. [13] projected a
unique model for the recognition of emotion. The projected
method depends on the suggestion of a pre-trained CNN
approach (VGG16, ResNet50) with an MLP classifier. The
pretrained approach of CNN has been employed as feature
extraction. This approach adjusts unique design by totaling a
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global average pooling layer (GAP) deprived of any finetuned
network limits. Additionally, the study proposed an initial
stopping standard.

In [14], a saliency map and DL-based FERmodel for facial
images have been presented. The generative adversarial net-
work (GAN), CLAHE, bilateral filter, and saliency map are
employed for data preprocessing. A DCNN trained to utilize
Nadam optimizer to identify facial emotion. Saurav et al. [15]
project a new deep combined CNN method termed Emo-
tion Network (EmNet). The EmNet technique contains dual
physically parallel DCNN methods and their combined vari-
ant, jointly optimized employing a joint-optimization model.
Sultana et al. [16] propose a CNN-built face emotion classifi-
cation method. CNN is mainly employed for classification.
Then, Pooling, Convolution, and Dropout layers effort on
the pre-processed image to remove its features. An entirely
associated layer with a classification algorithm is employed.
The research employed various classifiers, optimizers, and
DL models.

AlEisa et al. [17] project a Henry Gas Solubility Opti-
mizer with DL-Based FER (HGSO-DLFER) model for HCI.
Additionally, the MobileNet model is employed for feature
vector generation, and the HGSO model selects its hyper-
parameter image. The HGSO-DLFER method employs an
autoencoder (AE) classification algorithm for the detection
of facial emotions with a Nadam optimizer. Kumari and
Bhatia [18] developed an efficient DL-based technique. Pri-
marily, the CLAHE was executed. Next, an adapted joint
trilateral filter was performed to improve images for noise
extraction. At last, an efficient DCNN was designed. In addi-
tion, the Adam optimizer has been exploited to enhance the
cost function of DCNN.

III. THE PROPOSED MODEL
In this article, we have established a novel BIPFER-EOHDL
algorithm. The main purpose of the BIPFER-EOHDL
method lies in the effectual and automated identification of
facial expressions using a hyperparameter-tuned DL model.
It involves four main procedures such as MF-based prepro-
cessing, EfficientNetB7-based feature extraction, EO-based
parameter tuning, and MA-BLSTM-based classification.
Fig. 1 depicts the working flow of the BIPFER-EOHDL
system. The figure highlighted that the input images are
initially preprocessed using the MF technique. Then, the
EfficientNetB7 model is employed for the comprehensive
and efficient extraction of discriminatory features from facial
images, improving the model’s capability to detect nuanced
emotional expressions. Later, the EO model can be utilized
for hyperparameter tuning of the EfficientNetB7 network.
The usage of EO ensures optimum configuration, which
maximizes the model’s accuracy in facial emotion detection.
Lastly, the MA-BLSTM model is used for the detection and
classification of facial emotion. This sophisticated model
considered context data and sequential dependency in facial
expression.

A. PREPROCESSING
Primarily, the MF approach can be applied for image pre-
processing. The MF algorithm for image preprocessing’’ is a
conventional approach used in image processing for reducing
noise and enhancing the quality of image [19]. It works
by substituting all the pixel values with the median value
from the local neighborhood of the pixel. Particularly, this
technique is effective at eliminating salt-and-pepper noise
that is isolated pixels with remarkably low or high-intensity
values. MF is a nonlinear filtering model and is frequently
used before applying increasingly sophisticated image pro-
cessing techniques to enhance the reliability and accuracy of
outcomes. It is used in different applications, namely object
recognition, image denoising, and feature extraction, where
noise reduction is paramount for accurate interpretation and
analysis of images.

B. FEATURE EXTRACTION
In this work, the BIPFER-EOHDL method applies the Effi-
cientNetB7 model for the feature extraction process. The first
stream, pretrained EfficientNet uses the knowledge sharing
from the CNN-based pre-trained model on larger ImageNet
data [20]. This excels in tasks such as image classifica-
tion and object recognition owing to impressive performance
and efficacy in feature extraction. The pre-trained model
used to resolve the problem can be defined as transfer
learning (TL). The TL model provides numerous benefits
including enhancement of NN performance, the lessen-
ing of data requirement, and reduction of training time.
CNN is commonly up-scaled to improve performance while
implementing classification tasks on benchmark databases.
However, the scaling procedure of the convolution model
has been performed randomly. With regard to the width and
depth of the network, some models are scaled. The scal-
ing process demands a considerable time and needs manual
control. On the other hand, EfficientNet applies a technique
called ‘‘compound coefficient’’ for scaling models efficiently
and straightforwardly. The major benefit of the EfficientNet
model is its reliable scalability. EfficientNet uniformly scales
each network dimension using a constant ratio through the
compound coefficient method. The EfficientNetB7 architec-
ture contains 33 layers and applies the compound coefficient
model for adjusting to width, depth, and resolution of the
model. This results in improved performance outcomes, but
the computational cost remains comparatively lower. The
MBConv (inverted bottleneck block), mentioned before in
MobileNetV2, acts as the building block in EfficientNet.
In these blocks, the application of Depthwise Separable
Convolution (DWConv) is observed. The preliminary step
includes expanding the channel through pointwise convo-
lution (1 × 1 Conv). Then, a 3 × 3 DWConv is used
for a considerably lower number of parameters. Lastly,
a 1 × 1 Conv is utilized to reduce the channel count, which
enables the integration of the preliminary and last phases.
EfficientNet uses the Squeeze and Excitation (SE) block
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FIGURE 1. Workflow of BIPFER-EOHDL algorithm.

along with MBConv blocks, such that the network dynam-
ically allocates a maximum weight to the central channels,
thereby making the features effective for the FER task on
hand.

C. PARAMETER TUNING USING THE EO MODEL
The EOmodel has been instrumental in the BIPFER-EOHDL
method by serving as the hyperparameter tuning engine
for the EfficientNetB7 model. EO, based on the natu-
ral equilibrium principle, dynamically adjusts the model’s
hyperparameter to strike an optimum balance. It enhances
configurations, namely layer-specific parameters and learn-
ing rate, fostering a harmonious setting that improves the
model’s capability to capture nuanced features for FER. In the
meantime, the hyperparameter selection of EfficientNetB7 is
performed by applying the EO model. The EO algorithm is
based on the formula of mass balance in a control volume
from the physical principles, trying to find out the equilibrium
state of the system [21]. Initialization, equilibrium pooling,
and concentration update are the three stages of EO.

Step 1: Initialization. The position of all the particles is
considered as a concentration of control volume (C), but a
group of particles is arbitrarily produced amongst the bound-
aries as follows:

Ci,j = cmin,j + r
(
cmax,j − cmin,j

)
, i = 1,K , n j = 1,K , d

(1)

In Eq. (1), the location in thejth dimension of the ith par-
ticles are Ci,j, a random number between [1, 0] is r, the

boundaries of all the particles at jth dimension are cmin,j and
cmax,j, correspondingly. The fitness value is assessed and
after the generation of the initialized particle, each particle
is arranged to create an equilibrium pooling.

Step2: Equilibrium pooling and candidate. Many particles
are needed to higher the population diversity to search for the
last equilibrium state of the system. Thus, an equilibrium pool
is created. Next, four particles are sorted with the optimum
fitness value chosen as the candidate from the equilibrium
pooling. In addition, the average location of the abovemen-
tioned 4 particles has been evaluated and concurrently stored
from the equilibrium pooling. Based on the above mecha-
nism, the five candidates are updated after each iteration as
follows:

Ceq,pool =
{
Ceq(1),Ceq(2),Ceq(3),Ceq(4),Ceq(ave)

}
(2)

In Eq. (2), the equilibrium pooling is Ceq,pool,Ceq(i)
(i = 1, 2, 3, 4) are the 4 candidates with optimum fitness
value, and the average location of four candidates is Ceq(ave)
that is formulated by Eq. (3):

Ceq(ave) =
Ceq(1) + Ceq(2) + Ceq(3) + Ceq(4)

4
(3)

The candidates are randomly selected from the equilibrium
pooling as optimum particles in the existing iteration. The
candidate in equilibrium pooling has a similar possibility to
be chosen, which provides better population diversity.

Step 3: Concentration update. Two essential terms must
be considered for updating the concentration of particles,
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generation rate (G) and exponential term (F). The F term
is used for controlling the balance between exploitation and
exploration, as follows:

F = a1sign (r1−0.5)
[
exp (−r2tEO)− 1

]
(4)

In Eq. (4), the random vectors within [1, 0] are r1 and r2,
a constant a1 and a2 controls the exploration and exploitation
ability, and the coefficient of EO is denoted as tEO that can be
updated at each iteration:

tEO = (1− T/Miter )(a2T/Miter ) (5)

In Eq. (5), T and Miter are the existing and the maximal
iterations. If a1 is large, then exploration will be enhanced.
Likewise, if a2 is large, then the exploitation of EO will be
strengthened. a1 and a2 are fixed to 2 and 1, correspondingly.
In the EO algorithm, the generation rate (G) is also a crucial

term for the concentration update process and is used to
transmit accurate solutions with improving exploitation. This
can be mathematically modelled as follows:

G = −P
(
Ceq − r2Ci

)
F, i = 1,K , n (6)

P =

{
0.5rd1 · u rd2 ≥ GP
0 rd2 < GP

(7)

Here a candidate selected in the equilibrium pool can be
represented as Ceq, the location of ith particles are Ci, the
random integer within [1, 0] are rd1 and rd2,u is a unit
vector, andGP refers to the generation possibility that affects
exploitation and exploration that is equivalent to 0.5:

Cnew
i = Ceq +

(
Ci − Ceq

)
F +

(1− F)G
r3V

(8)

In Eq. (8), the updated location of ith particles is Cnew
i , the

random vector at (0, 1) interval is represented as r3,andV is
equivalent to 1. Later, check the boundary of the upgraded
position and evaluate the fitness value, then apply the
memory-saving model to obtain the best particles from the
upgraded solution. The steps involved in EO are demon-
strated in Fig. 2.

The EO method derives an FF to reach better efficacy
of classification. It describes a positive integer to signify
the high efficiency of the candidate result. The decrease in
classifier error rate has been regarded as the FF.

fitness (xi) = Classifier Error Rate (xi)

=
No. of misclassified samples

Total No. of samples
∗ 100 (9)

D. CLASSIFICATION USING MA-BLSTM
Finally, the MA-BLSTM approach has been exploited for
the classification and detection of facial emotions. Incorpo-
rating the attention model enables to focus on applicable
facial features, which capture intricate spatial dependency
essential for accurate emotion classification. The BLSTM
improves the model’s capability to grasp temporal relation-
ships, which capture the dynamic evolution of emotion over

FIGURE 2. Steps involved in EO.

time. Further, the multi-head attention model refines feature
extraction by simultaneously taking various perspectives into
account. This allows the model to discern subtle nuances in
facial expression, which provides a context-aware and more
nuanced approach to FER than classical architecture.

LSTM is an improved version of RNN to overcome
challenges such as gradient exploding and vanishing by
introducing memory states and multiple gate control func-
tions [22]. LSTM is mainly composed of memory cells,
forget, input, and output gates. Three gating modules are used
for updating thec value of the memory unit. The forget gate
ft takes the data from the prior cell state ct−1 and existing ct ,
passes over an activation function, and decides which data
that discarded or retained. The input gate stores the xt data in
the present state ct for updating the storage unit. The output
gate ot have the existing state ct as an input to produce a novel
ht hidden layer to decide the values of subsequent cell states.
Finally, LSTM contains two outputs (viz., ht existing output
value and ct cell state) and three input values (viz., xt existing
input value, xt resultant value of previous time, and ct−1 cell
layer).

ft = σ
(
Wf xt +Wf ht−1 + bf

)
(10)

it = σ (Wixt +Wiht−1 + bi) (11)

ot = σ (Woxt +Woht−1 + bo) (12)

ct = ft⊙ct−1 + it⊙tanh(Wcxt +Wcht−1 + bc) (13)

ht = ot ⊙ tanh (ct) (14)

Here ⊙ shows the scalar product of 2 vectors, σ (·) refers
to the sigmoid function, and W and b represent the weight
matrix and bias, correspondingly.
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The Bi-LSTM enhances upon LSTM and includes 2 single
LSTMs with similar input but opposite directions of data
communication. The benefits of Bi-LSTM are the capability
to simultaneously extract features from sequential variables
by taking the past and the present datasets which enhances
classifier performance. The backward and forward LSTM
have a similar input dataset but are calculated from opposite
directions. Once the backward LSTM calculates from time t
to 1, then the forward LSTM calculates from time 1 to t ,
enabling the latent output state of backward and forward
LSTMs to be attained and saved in the memory cell to be
outputted by the Bi-LSTM.

h⃗t = ⃗LSTM (xt , ht−1) (15)
←

h t =
←

LSTM (xt , ht+1) (16)

Ht =
(
h⃗t ,

←

h t
)

(17)

Now the hidden layer of Bi-LSTM at t he t time step is Ht
and LSTM (·) represents the defined LSTM computation .

The attention module is a weighted sum of sequences that
assigns computation resources to comparatively significant
data that address the problems of data overload caused by the
NN learning multiple parameters. The multi-head attention
(MHA) module extracts essential data and decreases the loss
of prior data compared to the classical attention module. The
presented method has an MHA module that allocates dissim-
ilar weights to the output of Bi-LSTM. The MHA module is
positioned among the input and output layers and produces
connection weight dynamically by applying the attention
module to highlight the input part with the maximum effect
on the output.

A series of outcomes in the Bi-LSTM represented as X =
[x1, · · · ,xn] is inputted to the MHA module. Linear conver-
sion is used for obtaining three sets of vector series:

Q = XWq (18)

K = XWk (19)

V = XWv (20)

Now query vector, key vector, and value vector series are
Q,K , and V correspondingly, and learnable parameter matri-
ces are Wq,Wk , and Wv. Next, the correlation or similarity
among the output as well as input features can be evaluated.
The scaled dot-productmodule has been employed for obtain-
ing the attention weight distribution:

ATT (Q,K ,V ) = softmax
(
QKT
√
d

)
V (21)

In Eq. (21), the dimensionality of the input dataset is d . The
output of the MHA mechanism is given by

H = Norm [X + ATT (Q,K ,V )] (22)

In Eq. (22), Norm(·) represents normalization and
H denotes the output set of the attention module.

TABLE 1. Details on database.

FIGURE 3. Confusion matrices of (a-c) TRPH of 80% and 70% and (b-d)
TSPH of 20% and 30%.

IV. EXPERIMENTAL VALIDATION
The FER outcomes of the BIPFER-EOHDL algorithm
are inspected on the Extended Cohn-Kanade (CK+)
Database [23], which contains 920 instances with 8 classes
as represented in Table 1.
The confusion matrices obtained by the BIPFER-EOHDL

method under 80:20 and 70:30 of TR phase (TRPH)/TS phase
(TSPH) are demonstrated in Fig. 3. The results indicate the
effectual recognition and detection of all eight classes.

The FER outcomes of the BIPFER-EOHDL methodology
are investigated under 80:20 of TRPH/TSPH is exam-
ined in Table 2 and Fig. 4. The outcomes showed that
the BIPFER-EOHDL method reaches effectual performance
under all classes.
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TABLE 2. FER outcome of BIPFER-EOHDL system with 80:20 of
TRPH/TSPH.

FIGURE 4. Average of BIPFER-EOHDL algorithm with 80:20 of TRPH/TSPH.

With 80% of TRPH, the BIPFER-EOHDL technique
attains an average accuy of 98.74%, sensy of 84.68%, specy of
98.95%, F1score of 86.96%, and MCC of 86.17%. Likewise,
with 20% of the TSPH, the BIPFER-EOHDLmethod obtains
an average accuy of 99.05%, sensy of 88.50%, specy of 99%,
F1score of 90.93%, and MCC of 90.85%.
The FER result of the BIPFER-EOHDL system is investi-

gated under 70:30 of the TRPH/TSPH is examined in Table 3
and Fig. 5. The outcomes inferred that the BIPFER-EOHDL
system attains effective outcomes under all classes.With 70%
of TRPH, the BIPFER-EOHDL algorithm reaches an average
accuy of 98.87%, sensy of 85.83%, specy of 98.86%, F1score
of 88.89%, andMCCof 88.27%.On the other hand, with 30%
of the TSPH, the BIPFER-EOHDLmethodology achieves an
average accuy of 98.37%, sensy of 81.60%, aspecy of 98.51%,
a F1score of 85.49%, and MCC of 84.73%.

FIGURE 5. Average of BIPFER-EOHDL algorithm with 70:30 of TRPH/TSPH.

TABLE 3. FER outcome of BIPFER-EOHDL method with 70:30 of
TRPH/TSPH.

To compute the efficiency of the BIPFER-EOHDL
approach with 80:20 of TRPH/TSPH, we have created accuy
curves for TRA and TSPHs, as illustrated in Fig. 6. These
curves provide valued insights as the method learning growth
and its ability to generalization. While it increases the epoch
counts, an obvious improvement in both TRA and TES
accuy curves becomes evident. This improvement shows the
model’s capacity to further define patterns from both the TRA
and TES data.

Fig. 7 also represents an outline of the BIPFER-EOHDL
algorithm with 80:20 of TRPH/TSPH, the loss outcomes
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FIGURE 6. Accuy curve of BIPFER-EOHDL algorithm at 80:20 of
TRPH/TSPH.

FIGURE 7. Loss curve of BIPFER-EOHDL method at 80:20 of TRPH/TSPH.

throughout the TRA method. The decreasing tendency in
TRA loss with epochs shows that themodel constantly refines
its weight to minimize prediction errors on both TRA and
TES data. This loss curve reflects how the model fits the TR
data well. Especially, the TRA and TES losses constantly
decrease, demonstrating the model’s effective learning of
designs present in both datasets. Furthermore, it indicates the
model adaptation in decreasing inconsistencies between the
original TRA and prediction classes.

The PR outcome of the BIPFER-EOHDL method with
80:20 of TRPH/TSPH, the precision of the plot against recall
as defined in Fig. 8, revealing that our method achieves
better precision-recall values across all classes. This graph
depicts the model’s capability to detect several classes, par-
ticularly excelling in correctly identifying positive samples
while decreasing false positives.

Fig. 9 also contains ROC curves of the BIPFER-EOHDL
algorithm with 80:20 of TRPH/TSPH, which represents the
model’s capability to discriminate among classes. These
curves offer valuable insights into the tradeoff between true
positive rate (TPR) and false positive rate (FPR) across dis-
tinct classifier thresholds and epochs. They demonstrate the

FIGURE 8. PR curve of BIPFER-EOHDL technique with 80:20 of
TRPH/TSPH.

FIGURE 9. ROC curve of BIPFER-EOHDL method with 80:20 of TRPH/TSPH.

FIGURE 10. Sensy and specy outcome of the BIPFER-EOHDL approach
under CK+ dataset.

model’s accurate predictive outcome across various classes,
further emphasizing its classification capabilities.

A comparative study of the BIPFER-EOHDL technique
under the CK+ dataset is provided in Table 4 [17], [24].
Fig. 10 portrays a comparison study of the BIPFER-EOHDL
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TABLE 4. Comparative outcomes of the BIPFER-EOHDL model with other
approaches on CK+ dataset [17], [24].

FIGURE 11. Accuy and F1score outcome of BIPFER-EOHDL approach
under CK+ dataset.

technique in terms of sensy and specy. The figure indi-
cates that the BIPFER-EOHDL technique exhibits higher
outcomes than other approaches. Based on sensy, the
BIPFER-EOHDL technique offers a higher sensy of 88.50%
while the HGSO-DLFER, ResNet50, SVM, MobileNet,
InceptionV3, CNN-VGG19, AlexNet, ResNet-101, and CNN
models have obtained lower sensy values of 87.45%, 86.96%,
87.17%, 86.74%, 80.23%, 82.95%, 83.25%, 73.65%, and
78.51%, correspondingly. Followed by, with respect to
specy, the BIPFER-EOHDL system attained a superior
specy of 99% while the HGSO-DLFER, ResNet50, SVM,
MobileNet, InceptionV3, CNN-VGG19, AlexNet, ResNet-
101, and CNN techniques are gaining lesser specy values
of 84.99%, 83.65%, 82.18%, 83.81%, 84.06%, 81.59%,
83.10%, 76.11%, and 78.53%, correspondingly.

Fig. 11 depicts the comparative outcome of the
BIPFER-EOHDL algorithm interms of accuy and F1score.
The outcome implies that the BIPFER-EOHDL algorithm
depicts a higher outcome than other methods. With respect to
accuy, the BIPFER-EOHDLmethodology provides enhanced
accuy of 99.05% whereas the HGSO-DLFER, ResNet50,
SVM, MobileNet, InceptionV3, CNN-VGG19, AlexNet,

TABLE 5. Comparative outcomes of the BIPFER-EOHDL model with other
approaches on the FER-2013 dataset.

ResNet-101, and CNN methods have obtained lesser accuy
values of 98.65%, 88.54%, 91.64%, 92.32%, 93.74%,
94.03%, 95.88%, 93.89%, and 94.76%, correspondingly.
Besides, based on theF1score, the BIPFER-EOHDL method-
ology offers a maximum F1score of 90.93% whereas the
HGSO-DLFER, ResNet50, SVM, MobileNet, InceptionV3,
CNN-VGG19, AlexNet, ResNet-101, and CNN models
have reached minimum F1score values of 87.78%, 85.99%,
87.55%, 86.52%, 73.82%, 81.75%, 82.50%, 74.29%, and
78.08% correspondingly.

A comparative analysis of the BIPFER-EOHDL method-
ology under the FER-2013 database is provided in
Table 5. Fig. 12 depicts a comparative outcome of the
BIPFER-EOHDL system with respect to sensy and specy.
The outcome implies that the BIPFER-EOHDL algorithm
outperforms superior performances than other methods.
Based on sensy, the BIPFER-EOHDL methodology gains
increase sensy of 83.42% while the AlexNet, ResNet-101,
CNN, CNN-3, LR, RF, SVM, DT, and NB approaches have
acquired lesser sensy values of 61.76%, 60.11%, 61.59%,
81.63%, 51.66%, 63.50%, 62.52%, 51.79%, and 40.57%,
correspondingly. Afterwards, with respect to specy, the
BIPFER-EOHDL methodology achieved a higher specy of
83.48% while the AlexNet, ResNet-101, CNN, CNN-3, LR,
RF, SVM,DT, and NB algorithms reachedminimal specy val-
ues of 64.34%, 62.99%, 64.25%, 81.79%, 49.65%, 64.51%,
63.58%, 51.64%, and 45.59%, correspondingly.

Fig. 13 portrays the comparative outcome of the
BIPFER-EOHDL methodology in terms of accuy and
F1score. The outcome implies that the BIPFER-EOHDL
model outperforms a higher outcome than other method-
ologies. With respect to accuy, the BIPFER-EOHDL
methodology provides an improved accuy of 88.50 %
whereas the AlexNet, ResNet-101, CNN, CNN-3, LR, RF,
SVM, DT, and NB methods have achieved lesser accuy
values of 65.30%, 63.43%, 64.80%, 80.79%, 51.55%,
62.51%, 62.58%, 51.52%, and 40.55%, correspondingly.
In addition, based on theF1score, the BIPFER-EOHDL
method offers a maximal F1score of 83.50% whereas the
AlexNet, ResNet-101, CNN, CNN-3, LR, RF, SVM, DT,
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FIGURE 12. Sensy and specy outcome of the BIPFER-EOHDL approach
under the FER-2013 dataset.

FIGURE 13. Accuy and F1score outcome of BIPFER-EOHDL approach
under FER-2013 dataset.

and NB algorithms have reached lower F1score values
of 62.03%, 60.52%, 61.69%, 81.73%, 49.66%, 60.54%,
59.53%, 51.71%, and 40.51% correspondingly.

In summary, the BIPFER-EOHDL technique exhibits
improved performance over other techniques on the FER
method.

V. CONCLUSION
In this article, we have developed a new BIPFER-
EOHDL model. The main purpose of the BIPFER-EOHDL
method lies in the effectual and automated identification of
facial expressions using a hyperparameter-tuned DL model.
It involves four main procedures such as MF-based prepro-
cessing, EfficientNetB7-based feature extraction, EO-based
parameter tuning, and MA-BLSTM-based classification.
Besides, the hyperparameter selection of the EfficientNetB7
model takes place by the use of the EO algorithm. Finally,
the MA-BLSTM approach has been exploited for the classi-
fication and recognition of facial emotions. To perform the

higher FER outcomes of the BIPFER-EOHDLmethodology;
a wide-ranging experimental analysis has been performed.
The simulation results stated that the BIPFER-EOHDL tech-
nique accomplishes better FER results than other recent
approaches.

The accuracy and efficiency of the BIPFER-EOHDL
model make it a valuable tool across sectors, which addresses
the nuanced application and contributes to advancement
in healthcare, security, and human-computer interaction.
In security, the model is used for the analysis of real-time
emotion in surveillance systems, which enhance threat recog-
nition by finding emotional states or suspicious behaviors.
In healthcare, BIPFER-EOHDL contributes to mental health
assessment by monitoring the well-being of patients’ emo-
tions through facial expression, which helps to diagnose
and treatment of conditions including anxiety or depression.
Moreover, in human-computer interaction, the model’s capa-
bility to discern user emotion could improve the adaptive
interface, tailoring responses based on emotional cues for a
more empathetic and personalized user experience. Future
work can focus on the inspection of the proposed technique
on large-scale real-time datasets.
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