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ABSTRACT The advent of the fifth-generation mobile communication technology (5G) era has catalyzed
significant advancements in medical diagnosis delivery, primarily driven by the surge in medical data
from wearable Internet of Medical Things (IoMT) devices. Nonetheless, the IToMT paradigm grapples
with challenges related to data security, privacy, constrained computational capabilities at the edge, and
an inadequate architecture for handling traditionally error-prone data. In this context, our research offers:
(1) an exhaustive review of large-scale medical data propelled by IoMT, (2) an exploration of the prevailing
cloud-edge Artificial Intelligence (AI) framework tailored for IoMT, and (3) an insight into the application
of Edge Federated Learning (EFL) in bolstering medical big data analytics to yield secure and superior
diagnostic outcomes. We place a particular emphasis on the proliferation of [oMT wearable devices that
incessantly stream medical data, either from patients or healthcare institutions, to centralized repositories.
Furthermore, we introduce a federated cloud-edge Al blueprint designed to position computational resources
proximate to the edge network, facilitating real-time diagnostic feedback to patients. We conclude by
delineating prospective research trajectories in enhancing loMT through Al integration.

INDEX TERMS Wearable Internet of Medical Things, cloud-edge Al, edge federated learning.

I. INTRODUCTION

The associate editor coordinating the review of this manuscript and Although the medical industry embarked on its digital trans-
approving it for publication was Roberto C. Ambrosio . formation earlier than many sectors, its progression has been
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notably gradual [1]. Rapid strides in science, technology,
and economic landscapes have thrust healthcare into the
limelight, capturing personal, societal, and national interests.
Traditional medical practices grapple with challenges such as
prohibitive treatment costs, hurdles in securing doctor consul-
tations, and opacity in medical data dissemination [2]. Since
its formal inception in 1999, the Internet of Things (IoT)
has permeated every dimension of the contemporary Inter-
net of Everything (IoE) era [3]. Advanced IoT frameworks,
exemplified by the Internet of Medical Things (IoMT), have
been synergistically integrated with smartphones, wireless
protocols, and diverse devices, fostering seamless intercon-
nectivity between patients, medical professionals, healthcare
institutions, and medical equipment [4]. Positioned at the
nexus of the medical sector’s digital metamorphosis, [oMT,
inclusive of wearable technologies, epitomizes the special-
ized application of IoT paradigms in healthcare.

Wearable devices, encompassing smartwatches, fitness
trackers, and specialized medical sensors, serve as pivotal ele-
ments within the IoMT landscape, facilitating real-time vital
sign monitoring, comprehensive patient health data acqui-
sition, and the provision of remote healthcare services [5].
These devices continuously relay data, granting healthcare
practitioners profound insights into patient health, thereby
paving the way for tailored medical interventions. The assim-
ilation of wearables within the IToMT infrastructure empowers
healthcare systems to leverage interconnected technologies,
thereby elevating patient care standards, refining diagnostic
accuracy, and transforming healthcare service delivery. Cen-
tral to this interconnected matrix is the wireless healthcare
sensor. A robust wireless sensor network, comprising diverse
sensor types such as pressure, biological, and embedded sen-
sors, is indispensable for the meticulous collection of patient
vital statistics. Presently, sensors are ubiquitously employed
in settings like operating rooms, emergency departments, and
intensive care units (ICU) to capture and relay critical patient
states. Moreover, wearable health devices, anchored by sen-
sors, transcend temporal and spatial constraints, enabling
real-time patient monitoring [6], substantially reducing treat-
ment expenses, and ensuring patients access bespoke medical
care at their convenience.

Recent studies suggest that the advent of 5G mobile com-
munication technology is poised to profoundly influence
the evolution of the medical sector [7]. Digital medical
applications, encompassing remote consultations, surgical
mentorship, emergency response vehicles, and wearable
medical instruments, are projected to gain more traction.
Concurrently, there will be a diversification in the cadre of
developers crafting applications harnessing 5G capabilities,
and their populace is set to burgeon [8]. It is crucial to process,
evaluate, and make decisions about the gathered medical data
rapidly and in real time since it directly affects patients’ health
and quality of life. However, the rapid and real-time gathering
of medical data increases the risk of exposing sensitive infor-
mation and compromising patient privacy. Consequently, the

21438

stringent policies and robust IT security are required to be
implemented in order to safeguard the confidentiality and
integrity of medical data.

Wearable IoMT devices facilitate the acquisition of
real-time biometric data, seamlessly integrated with cloud
applications and smartphones, thereby capturing the user’s
physiological parameters [9]. Such devices streamline early
detection processes for patients, obviating the need for phys-
ical visits to healthcare facilities and thereby optimizing time
efficiency. The IoMT wearable spectrum encompasses smart
devices designed for on-body usage and vital/health monitors
suitable for diverse environments, from homes and hospitals
to communities, all equipped with real-time location capabil-
ities [10]. However, the inherent processing speed constraints
of IoMT devices can impede their efficacy in real-time data
analytics and decision-making. It is imperative to devise an
innovative strategy that can adeptly manage decision-making
processes on IoT-enabled microprocessors, especially given
their restricted computational prowess.

Historically, IoMT devices have served as conduits con-
necting physicians and patients within healthcare environ-
ments. A myriad of diagnostic tests, spanning ultrasounds,
blood pressure evaluations, ECG, EEG, and glucose receptor
assays, have been employed to vigilantly monitor patient
health. The significance of subsequent medical consultations
is underscored. Innovations like smart beds, prevalent in
select medical facilities, possess the capability to discern
patient movements, subsequently modulating bed orientation
and elevation autonomously [11]. Sole reliance on a singular
medical signal often falls short in ensuring precise disease
diagnosis. In such scenarios, amalgamating multimodal med-
ical signals emerges as a potent diagnostic enhancer [12].
Yet, the fusion of these signals introduces complexities,
notably in synchronizing multi-sensor inputs, feature nor-
malization, and classifier integration [13]. Traditional IoMT
predominantly emphasizes data collation and its relay to
centralized systems for comprehensive analysis and informed
decision-making, often leveraging conventional algorithms
and rule-centric analytical systems. The proliferation of
Artificial Intelligence (AI) and advancements in wireless
local area network (WLAN) technologies have catalyzed
the evolution of intelligent healthcare, optimizing patient
experiences and catering to the requisites of medical pro-
fessionals [14]. Nonetheless, traditional Al methodologies
grapple with the challenges posed by inherently error-prone
data. Such data anomalies can be adeptly mitigated and
refined through the deployment of Deep Learning (DL) [15]
and EFL paradigms [16].

This study amalgamates recent research on emerging loMT
technologies to conduct a comprehensive review of the cur-
rent literature. Additionally, it delves into the challenges that
Al-powered IoMT may confront in the coming years. The
following are the study’s primary contributions:

o This study provides an overview of the conventional

architecture of IoMT, which involves a centralized data
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silo to collect streaming data from edge sensory nodes.
We examine the fundamental IoT technologies used in
the medical domain, highlight their limitations, and sug-
gest research directions to enhance data accuracy and
reduce errors. Furthermore, we analyze existing [oMT
applications and describe a distinctive use case: wear-
able personal health monitoring systems.

o Considering the swift expansion of medical data and
the intricate nature of data organization, this investiga-
tion focuses on the framework of cloud-edge computing
for IoMT. This study explores the technologies used to
apply cloud-edge Al to IoMT and emphasizes bringing
Al inference engine closer to the user.

« By integrating EFL with IoMT, high-quality diagnos-
tics can be achieved, thereby improving healthcare and
enhancing patient outcomes. Utilizing EFL algorithms,
IoMT devices equipped with sensors and data collection
capabilities can continuously monitor patient health,
analyze large amounts of data, detect early diseases, and
personalize treatment plans. Finally, the future research
direction involving Al-powered IoMT shows signifi-
cant promise for advancing medical monitoring and
treatment.

This paper explores the current trends in academic litera-
tures concerning wearable health monitoring enabled by the
IoMT and identifies several issues that need attention to make
healthcare technologies more personalized for patients. The
data collection method was carried out by searching online
literature on medical matters at PUBMED, Science Direct,
and the IEEE Library using the terms (‘Internet of Medical
Things’, ‘Medical Big Data’, ‘Cloud-edge Computing’, and
‘Artificial Intelligence of Things’). Context relevance (con-
tent related to IoMT in healthcare) and full-text availability
were also considered.

The rest of this study is organized as follows: In
Section II, this study introduces big medical data driven by
IoMT-enabled personal health monitoring. Section III intro-
duces a novel cloud-edge IoMT architecture that brings the
compute unit and decision support systems closer to the
medical institution and even to the patients. Section IV dis-
cusses the challenges and future directions of Al-driven IoMT
devices for effective utilization of medical resources. Finally,
Section V concludes this study.

Il. BIG MEDICAL DATA DRIVEN BY IOMT

The use of IoMT technology in the medical field highlights
the importance of organizing medical data, such as patient
health records [17]. In conventional medical assessments,
data was traditionally collected using paper-based meth-
ods. However, with modern approaches, patient records will
increase rapidly due to the use of both conventional wearable
monitors [18] and tattoo-based epidermal biosensors (i.e.,
e-tattoo) [19] producing real-time biomarker data continu-
ously. The conventional wearable monitors would be imprac-
tical for extended durations, but e-tattoos enable attachment
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to body parts. The utilization of flexible and thin materials
facilitates closer and more intimate contact with the user’s
skin than achievable with rigid sensors, a critical factor for
accurately measuring the body’s electrical impulses. This
design results in a device that offers greater comfort com-
pared to traditional wearables, and, in numerous instances,
can collect data that was traditionally obtainable only within
a controlled laboratory or hospital environment. Medical per-
sonnel can now focus more on patient-centered care instead of
the extensive task of recording and organizing vast amounts
of medical data. This shift enhances the quality of medical
services provided. This section introduces the architecture of
[IoMT, IT infrastructures for centralized cloud data manage-
ment, and optimizations related to security and privacy.

A. ARCHITECTURE OF IOMT
IoMT-enabled sensing devices have revolutionized health-
care. They integrate advanced technologies into various
wearable personal health monitoring systems, offering
continuous monitoring, early diagnosis, and remote ther-
apy. Notable among these sensing devices are Implanted
Cardioverter Defibrillators (ICDs) [20] and Wearable
Cardioverter Defibrillators (WCDs) [21]. These provide
life-saving interventions for individuals with heart rhythm
abnormalities. Wearable devices like smart bands [22],
smart gloves [23], and smartwatches [24] enable continuous
health monitoring and tracking, promoting proactive health-
care management. Wearable spirometers [25] are crucial
for individuals to monitor their lung function, especially
those with respiratory conditions. ECG patches [26] offer
a non-invasive way to record electrocardiogram data over
extended periods, aiding in the diagnosis of cardiac irregular-
ities. These patches could be developed as ultra-thin e-tattoos
allowing measurements in all kinds of situations. Insulin
pumps [27] and Continuous Glucose Monitors (CGMs) [28]
have significantly improved the lives of diabetics by offering
precise glucose control and reducing the need for frequent
blood sugar checks. For pain management, TENS therapy
devices [29] deliver targeted electrical stimulation to allevi-
ate discomfort. Additionally, intraoral camera [30] enhance
dental care, allowing dentists to capture high-quality images
of oral health issues for accurate diagnosis and treatment
planning. Overall, IoMT devices impact a wide range of
healthcare areas, from cardiovascular health to chronic dis-
ease management, pain relief, and dental care, ultimately
improving patient quality of life and healthcare efficiency.
The proposed architecture is designed to facilitate seamless
connectivity and communication among wearable personal
health monitoring systems, cloud-based data management
systems, and healthcare professionals. It comprises multiple
layers that work in tandem to collect, transmit, and analyze
medical data. To address this need, a comprehensive architec-
tural mechanism has been delineated across various layers,
as illustrated in FIGURE 1. At the data acquisition layer,
sensing devices, such as wearable personal health monitoring

21439



IEEE Access

K. T. Putra et al.: A Review on the Application of loMT in Wearable Personal Health Monitoring

Implanted
Cardioverter

S Intraoral )
Defibrillator

Camera

=/

9 \( sWearable Y

I | pirometer ] z 5

i,-; E} &
|

Wearable

Cardioyerter
Defibrillator

%‘?‘

Smartband

™

%
5
- Continuous
- Glucose Monitor
Smartwatch -
o
"
Smartglove TENS therapy device
5 .
“Bluetooth, ZigBee, 5G,....... Data Acquisition Layer ... -

NB-IoT, LoRa, WiFi

\
Y

Smartphone

Servers Patients

Base Station

Storage Doctors

Machine
Learning

Access Point Network Network

Diagnostics and
Recommendations

Central Gateway

Gateway Layer Cloud Layer Presentation Layer

FIGURE 1. loMT wearables utilize wireless connections to transmit
real-time health data, thereby enhancing remote monitoring and patient
care. In the 1oMT architecture, a cloud-based data management system
comprises multiple layers designed to deliver high-quality diagnostics to
the patients.

systems, continuously capture patient data. This data is then
securely transmitted to the gateway layer through wire-
less connection modules, including Bluetooth, ZigBee, 5G,
NB-IoT, LoRa, and Wi-Fi. This layer incorporates stringent
security measures, including secure communication proto-
cols and robust authentication mechanisms, meticulously
designed to prevent unauthorized access and ensure data
integrity. The medical data is then sent to cloud comput-
ing platforms for further processing to develop generalized
diagnostic models. Within the cloud layer, resilient servers
provide computational resources for the storage, processing,
and contextualization of medical data using advanced artifi-
cial intelligence techniques. Finally, the insights and results
derived from the analysis are delivered to healthcare users
and providers via websites or mobile applications. This archi-
tecture equips healthcare professionals with invaluable tools
to deliver precise and continuous diagnostics and data-driven
recommendations to patients, enhancing the quality of health-
care delivery.

A key advantage of the proposed IoMT architecture is its
ability to integrate and interoperate with diverse healthcare
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systems and sensing devices. It’s essential to standardize
communication protocols and data formats to ensure seam-
less data exchange and compatibility between different loMT
components. By adopting these common standards, health-
care providers can integrate data from various sources,
such as electronic health records, medical devices, and
patient monitoring systems, into a unified platform. This
integration allows for comprehensive analysis and decision-
making [31]. Data integrity is a pivotal aspect of the [oMT
architecture, especially when safeguarding sensitive medical
information from potential errors. Moreover, interoperability
creates a connected healthcare ecosystem. In this ecosystem,
stakeholders, including patients, healthcare providers, and
researchers, can access and share data. This sharing enhances
patient outcomes, enables personalized medicine, and facili-
tates medical research [32].

B. IOMT ENABLING TECHNOLOGIES

1) WIRELESS COMMUNICATION

One of the pivotal technologies in the Internet of Medical
Things (IoMT) is wireless communication. Technologies like
Wi-Fi, Bluetooth, and Zigbee facilitate data transmission
between medical devices and the healthcare infrastructure
without physical connections [33]. These technologies offer
flexibility, mobility, and ease of deployment, making them
particularly suited for IoMT applications. For example,
Bluetooth Low Energy (BLE) is a popular choice for wear-
able health monitoring devices, enabling continuous data
collection and transmission to centralized systems [34].
In contrast, Wi-Fi is prevalent in hospital settings, connecting
medical devices for real-time data monitoring and integration
with Electronic Health Record (EHR) systems [35].

Another pivotal communication technology in IoMT is
cellular communication. Cellular networks, including 3G,
4G, and emerging 5G, offer wide-area coverage and reliable
connectivity for medical devices and healthcare infrastruc-
tures. This type of communication facilitates remote patient
monitoring, telemedicine, and real-time data transmission
across both urban and rural regions [36]. For instance, 4G
LTE technology has been instrumental in connecting mobile
medical devices, allowing for the continuous monitoring of
patients beyond conventional healthcare environments [37].
With the evolution of 5G technology, [oMT applications stand
to gain from increased data speeds, reduced latency, and
enhanced network reliability, further amplifying the potential
of remote healthcare services [38].

Other notable communication technologies gaining promi-
nence in IoMT include Narrowband Internet of Things
(NB-IoT) and Long-Range Wide-Area Network (LoRaWAN).
NB-IoT is a Low-Power Wide-Area Network (LPWAN)
technology specifically designed to connect a vast number
of devices efficiently and securely [39]. It offers extended
coverage, improved battery life, and dependable connectiv-
ity, making it ideal for IoMT applications [40]. Similarly,
LoRa (Long Range) is an LPWAN technology that facilitates

VOLUME 12, 2024



K. T. Putra et al.: A Review on the Application of loMT in Wearable Personal Health Monitoring

IEEE Access

long-distance communication with minimal power con-
sumption [41]. It provides extensive coverage, especially
beneficial for applications in remote or rural areas where cel-
lular connectivity might be sparse. Integrating both NB-IoT
and LoRa into the IoMT infrastructure ensures enhanced
connectivity and seamless transmission of vital health
data [42].

When evaluating Wi-Fi, NB-IoT, LoRa, and 5G technolo-
gies for IoT applications in the realm of the Medical Internet
of Things (IoMT), there are trade-offs based on their dis-
tinct characteristics and use cases. Wi-Fi provides high data
rates and is apt for local area wireless connectivity within a
confined range. It shines in environments where high-speed
internet access is essential for numerous devices in a lim-
ited space, such as homes, offices, and public areas [43].
However, the Wi-Fi coverage is typically restricted to a spe-
cific area, and its performance can diminish due to signal
interference and congestion from a shared spectrum [44].
The 5G technology, conversely, delivers ultra-fast data rates,
low latency, and vast capacity, catering to a broad spec-
trum of applications, from autonomous vehicles to remote
surgery and expansive IoT deployments. It boasts improved
network efficiency, augmented capacity, and superior support
for numerous simultaneous connections [45]. Yet, rolling out
5G infrastructure demands substantial investments, and its
coverage might initially be restricted. Both NB-IoT and LoRa
are tailored for low-power, long-range IoT device communi-
cation [46]. They offer broad coverage, operate on licensed
frequency bands, and have low power consumption, making
them ideal for applications demanding prolonged battery life
and expansive area coverage [47]. However, these long-range
protocols have diminished data rates compared to Wi-Fi
and 5G, making them optimal for transmitting minimal data
and supporting low-bandwidth IoT applications. NB-IoT and
LoRa are especially fitting for oMT applications that empha-
size battery longevity, extended range, and the capability to
connect numerous devices [48]. In essence, the trade-offs
among Wi-Fi, 5G, NB-IoT, and LoRa encompass factors like
data rate, coverage, power usage, latency, and deployment
expenses.

2) MICROPROCESSOR FOR REMOTE SENSORS

The incorporation of high-performance microprocessors into
IoMT devices has been transformative for healthcare, paving
the way for advanced data processing, analytics, and real-
time decision-making at the edge. Microprocessors, such
as those based on ARM architectures, deliver robust com-
puting capabilities in compact form factors, making them
perfectly suited for integration into medical devices and
wearables. These microprocessors empower [oMT devices to
amass and process vast amounts of data from diverse sen-
sors, enabling instantaneous analysis and yielding actionable
insights [49], [50], [51]. With the inclusion of microproces-
sors, [oMT devices can undertake functions like data filtering,
signal processing, and the execution of artificial intelligence
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algorithms, equipping them to relay precise and timely data
to healthcare practitioners and patients.

Incorporating microprocessors in IoMT devices sig-
nificantly bolsters their connectivity and communication
functionalities. Equipped with embedded Wi-Fi, Bluetooth,
or cellular modules, these devices can effortlessly relay
data to healthcare infrastructures, cloud platforms, or other
interconnected devices [50], [51]. This facilitates remote
surveillance, instantaneous data dissemination, and collab-
oration among medical professionals, thereby optimizing
care coordination and enhancing patient outcomes. Further-
more, microprocessors within IoMT devices can champion
edge computing, wherein data processing and analysis are
executed directly on the device. This approach diminishes
latency and bandwidth demands while fortifying data privacy
and security measures [52], [53].

While the integration of microprocessors in IoMT devices
brings a plethora of benefits, it also introduces certain chal-
lenges. Power consumption and energy efficiency stand out
as paramount concerns, given that many IoMT devices rely
on batteries and are expected to function over prolonged
durations without regular recharging [50]. The safeguarding
of sensitive patient data, processed by these microprocessors,
is another critical aspect, necessitating stringent encryption,
authentication, and access control measures [49]. Addition-
ally, addressing the compatibility and standardization of
microprocessor architectures and their associated software
frameworks is essential. This ensures that diverse IoMT
devices can achieve interoperability and integrate smoothly
into pre-existing healthcare systems [50].

3) WEARABLE PERSONAL HEALTH MONITORING SYSTEMS
Wearable personal health monitoring systems, powered by
IoMT devices, stand out as an innovative technology for
the perpetual monitoring and oversight of individual health
metrics. These systems amalgamate a variety of sensors and
devices into wearable configurations, enabling non-intrusive
and instantaneous tracking of vital signs, physical exertion,
sleep cycles, and other pertinent health metrics. Such sys-
tems hold the promise of equipping individuals with the
tools to proactively manage their health, paving the way
for early health issue identification and tailored healthcare
strategies. Furthermore, these wearable instruments bolster
remote surveillance, granting healthcare practitioners access
to precise and up-to-date patient information. This, in turn,
augments the provision of distant healthcare services and
better patient outcomes.

Numerous research endeavors have underscored the effec-
tiveness and promise of wearable personal health monitoring
systems. For example, in Ref. [54], the authors emphasized
the significance of wearable instruments in gauging heart
rate variability and its correlation with stress indicators.
In Ref. [55], the authors delved into the utility of wear-
able sensors in pinpointing irregular gait patterns, offering
early detection and intervention opportunities for Parkinson’s
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disease. In Ref. [56], the authors elaborated on the role
of wearable devices in scrutinizing sleep cycles and their
implications for holistic health and wellness. In Ref. [57],
the authors probed into the adoption of wearable sensors
for uninterrupted glucose surveillance in diabetic patients,
yielding crucial insights for tailored diabetes care. Lastly,
in Ref. [58], the authors examined the capacity of wearable
tools in monitoring physical exertion and fostering a more
active lifestyle.

These investigations cumulatively underscore an expand-
ing corpus of evidence that attests to the efficacy and
adaptability of wearable personal health monitoring systems.
Bolstered by strides in sensor innovation, data analytics, and
wireless connectivity, these systems are poised to redefine
healthcare delivery, championing continuous surveillance,
precocious detection of health anomalies, and tailored inter-
ventions [59]. However, there is an imperative need for
further research to address prevailing challenges, including
data privacy, data accuracy, user adoption, and the smooth
integration of wearable devices into healthcare frameworks.
Fundamentally, wearable personal health monitoring systems
possess the capability to profoundly shape healthcare out-
comes and inspire individuals to actively participate in their
health management.

C. SECURITY AND PRIVACY ON CENTRALIZED MEDICAL
DATA SILOS

Ensuring security and privacy stands as a foremost prior-
ity in the realm of centralized medical data repositories.
Such healthcare repositories [60], [61] amass vast quanti-
ties of delicate patient data [62], encompassing personal
health records, medical chronicles, and diagnostic evalu-
ations. While the centralization paradigm proffers advan-
tages like expedited data retrieval and cohesive healthcare
workflows, it concurrently ushers in pronounced vulnera-
bilities [63]. Unauthorized access, data infringements, and
malicious attacks jeopardize the sanctity and wholeness of
patient information. The ramifications of these security lapses
can be extensive, spanning from identity usurpation and
deceit to undermining patient well-being and eroding con-
fidence in healthcare infrastructures [64]. Hence, stringent
security protocols, inclusive of encryption, access gover-
nance, and breach detection mechanisms, are imperative to
shield the confidentiality of medical information within these
centralized repositories.

Beyond security implications, privacy stands as an indis-
pensable facet in the administration of centralized medical
data repositories. Patients inherently anticipate their per-
sonal health records to be treated with paramount discretion
and accessed solely when requisite. Yet, the consolidated
framework of these data repositories amplifies apprehensions
regarding potential data misappropriation or unwarranted
dissemination [65]. Infringements of privacy can precipitate
reputational tarnish, legal ramifications, and a diminution of
patient confidence in medical institutions. To counteract these
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issues, rigorous privacy edicts and mandates, such as the
General Data Protection Regulation (GDPR) and the Health
Insurance Portability and Accountability Act (HIPAA), have
been instituted to guarantee judicious management and pro-
cessing of health data [66]. In tandem, methodologies like
pseudonymization [67], anonymization [68], and consent
orchestration systems [69] are pivotal in fortifying patient
privacy, curtailing re-identification risks, and endowing indi-
viduals with amplified dominion over their data. In essence,
harmonizing data security with privacy in centralized medical
data repositories is imperative to sustain the faith of patients
and medical stakeholders. Through the deployment of forti-
fied security protocols and adherence to privacy statutes [70],
medical entities can safeguard sensitive health data and cur-
tail vulnerabilities linked to unauthorized intrusions and data
infractions.

Ill. COMPUTING ARCHITECTURE FOR IOMT

Within a cloud computing paradigm, IoMT sensory nodes
relay medical data from terminal devices to distant servers,
subsequently reverting the processed outcomes back to the
terminal apparatus. However, the burgeoning volume of data
generated by the escalating array of medical instruments
presents formidable challenges during its transmission to
cloud platforms. Such a scenario exerts pronounced pressure
on the cloud infrastructure, culminating in augmented energy
expenditure and pronounced latencies owing to the over-
whelming data influx. Sole dependence on cloud computing
proves inadequate in managing such voluminous data streams
and furnishing instantaneous feedback. Consequently, the
evolution of medical cloud IoT hinges on proficiently ampli-
fying the bandwidth of cloud computing and harnessing
distributed computational assets. This strategy encompasses
executing computational chores at the periphery of the net-
work, as corroborated by studies [71], and the integration
of edge computing emerges as an apt remedy to cater to
these computational demands [72]. This segment elucidates
the architecture of cloud-edge computing tailored for IoT,
ensuring adept communication, efficacious processing, and
the transformation of medical data into premium medical
diagnostic insights.

A. CLOUD-BASED COMPUTING

Cloud-based computing has revolutionized the modus
operandi of enterprises in addressing their computational
requisites, proffering solutions that are both scalable and
adaptable [73]. As delineated in a research article from the
Journal of Information Technology, cloud computing has
ascended as a prevailing framework within the information
technology domain [74]. This paradigm empowers entities
to harness computational resources and amenities via the
internet, obviating the imperative for exorbitant in-house
infrastructures. The inherent scalability of cloud computing
capacitates organizations to modulate their resources in align-
ment with exigencies, guaranteeing pinnacle efficacy and
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cost-effectiveness [75]. Moreover, this model has catalyzed
the assimilation of avant-garde technologies like artificial
intelligence and voluminous data analytics, given that these
computation-intensive endeavors can be seamlessly relegated
to the cloud [76].

Cloud-based computing proffers a plethora of advantages
to enterprises, encompassing augmented collaboration and
the facilitation of remote work capabilities [77]. An expo-
sition in the Journal of Management Information Systems
elucidated that tools anchored in cloud-based collaboration
amplify team productivity and foster unbroken communica-
tion amongst team constituents [78]. Through the medium of
cloud platforms, users can seamlessly access shared repos-
itories, engage in real-time document collaboration, and
utilize unified communication conduits. Such functionali-
ties have garnered pronounced significance in the milieu of
remote work, capacitating teams to synergize efficaciously
irrespective of their geospatial coordinates. Furthermore,
cloud computing equips organizations with the prowess
to harness sophisticated analytics and data manipulation
capabilities, thus catalyzing data-centric decision-making
processes [79].

Albeit the myriad benefits proffered by cloud-based com-
puting, apprehensions pertaining to security and privacy loom
large. An erudite discourse in the Journal of Internet of Things
underscored the imperativeness of navigating these quan-
daries [80]. To fortify the bulwark against potential breaches,
cloud service purveyors have instituted a gamut of secu-
rity stratagems, encompassing encryption, stringent access
governance, and periodic security audits [81]. Notwithstand-
ing these measures, it’s incumbent upon organizations to
meticulously implement their own protective mechanisms
and assiduously assess the security protocols and accredita-
tions proffered by cloud vendors. The academic fraternity has
also ventured into pioneering modalities to augment security
within the cloud ambit, delving into realms like secure data
dissemination and techniques that prioritize privacy preser-
vation [82]. As illustrated in FIGURE 2, IoMT devices, i.e.,
wearable personal health monitors, play a pivotal role in gath-
ering and transmitting real-time medical data to the cloud for
Al-enabled decision-making systems. The decision-making
systems can be divided into two prominent approaches:
the cloud-centric and edge-centric models. The fundamental
difference between these approaches lies in the processing
infrastructure. In the cloud-centric model, AI computational
tasks are directed to centralized server infrastructures. In con-
trast, the edge-centric model promotes the use of compact
Al models that are customized for direct execution on edge
devices.

B. THE RISE OF EDGE COMPUTING

The advent of edge computing has significantly transformed
the computing paradigm by shifting processing and analyt-
ical capabilities closer to the data source [83]. This shift
towards decentralization has become indispensable given the
surge in IoT devices and the ensuing demand for real-time
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processing coupled with low-latency responses. As under-
scored in a study featured in IEEE Cloud Computing, edge
computing decentralizes computing tasks to the network’s
periphery [84]. Through the utilization of edge devices and
gateways, edge computing not only accelerates data pro-
cessing but also curtails network bandwidth consumption,
bolstering both security and privacy [85].

Edge computing presents a myriad of benefits over conven-
tional cloud computing paradigms [86]. One of its primary
advantages is the substantial reduction in latency, as it cir-
cumvents the need to relay data to centralized cloud servers
for processing. By facilitating local data processing, edge
computing paves the way for instantaneous decision-making
and expedited response times [87]. Moreover, by curtailing
the volume of data transmitted to the cloud, edge com-
puting alleviates network bandwidth pressures [88]. This
becomes especially salient in contexts where prodigious
amounts of data are generated, exemplified by industrial
IoT deployments. An exhaustive survey featured in IEEE
Access underscores the potential of edge computing in
augmenting system performance and mitigating network
congestion [89].

While edge computing boasts a plethora of merits, it is not
devoid of challenges [90]. Its inherent distributed architec-
ture engenders intricacies in the orchestration and manage-
ment of edge devices and their corresponding applications.
A paramount concern is the assurance of data security and
privacy at the edge. The academic community is fervently
delving into solutions to these quandaries, with a focus on
fortified communication protocols and rigorous authentica-
tion frameworks [91]. An emergent paradigm, fog computing,
which broadens the scope of edge computing to encompass a
more expansive network architecture, is posited as a potential
panacea to the constraints inherent to edge computing [92].
Through the adoption of fog computing, data processing can
be disseminated across a nexus of edge devices, gateways,
and centralized cloud infrastructures, fostering a more scal-
able and efficacious edge computing milieu. In summation,
the ascendancy of edge computing heralds a transformative
phase in computing, emphasizing proximate data process-
ing [93]. It proffers advantages such as diminished latency,
augmented real-time decision-making capabilities, and alle-
viated network congestion. Yet, to fully harness the potential
of edge computing, pressing challenges in areas like manage-
ment, security, and privacy necessitate meticulous attention
and resolution [94].

C. CLOUD-EDGE Al ARCHITECTURE FOR IOMT

The Cloud-Edge Al architecture for the IoMT represents a
vanguard paradigm that synergistically harnesses the prowess
of both cloud and edge computing modalities to foster
avant-garde healthcare applications [95]. As delineated in
FIGURE 3, within the Cloud-Edge Al framework, the cloud
epitomizes a centralized nexus dedicated to processing,
archiving voluminous medical datasets, and facilitating intri-
cate dataset training. Concurrently, edge entities are entrusted
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FIGURE 2. Within the loMT domain, the prevailing Al architectural
landscape is bifurcated into two salient paradigms: cloud-centric and
edge-centric. The crux of the distinction between these paradigms is
anchored in the locus of Al processing. Under the cloud-centric paradigm,
Al computational tasks are relegated to centralized server infrastructures.
Conversely, the edge-centric paradigm champions the deployment of
svelte Al models, tailored for execution directly on edge devices.

with real-time data processing and inferencing at the net-
work’s periphery [96]. This bifurcated computational model
bestows a multitude of advantages upon the IoMT milieu.
It champions minimal-latency processing, attenuates network
congestion, and guarantees prompt responses pivotal for
exigent healthcare applications. The infusion of AI infer-
encing at the edge catalyzes sagacious decision-making,
paving the way for real-time surveillance, diagnostic preci-
sion, and bespoke healthcare interventions. By capitalizing
on the cloud’s inherent scalability and adaptability, healthcare
practitioners are empowered to adeptly curate and scrutinize
copious medical data, culminating in enhanced patient wel-
fare, precocious disease detection, and a more streamlined
healthcare provision paradigm.

Al inferencing executed on microprocessors/microcontro
llers encapsulates the actuation of pre-trained Al paradigms
on resource-restricted microcontroller apparatuses [97]. His-
torically, AI undertakings necessitated the computational
heft of robust servers or GPUs, given their intensive com-
putational demands. Consequently, these servers proffered
the computational prowess requisite for assimilating data
from the edge, amalgamating it into a medical big data
corpus, and subsequently orchestrating training protocols.
Contrarily, edge microprocessors, due to their circumscribed
computational capacity, were deemed unsuitable for intricate
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FIGURE 3. The envisaged cloud-edge Al architecture for IoMT is poised to
usher in proximate clinical decision-support mechanisms to the medical
user-provider nexus. Within the cloud-centric paradigm, data validation
transpires in a centralized milieu, facilitating the dispensation of
high-precision diagnostics anchored on rigorously curated datasets.

In contrast, the edge-centric approach entails the transmutation of a
server-originated trained model into a more compact representation. This
streamlined model is subsequently instantiated on edge sensory
apparatuses, thereby inaugurating an inference engine proximal to the
data source. Such an arrangement amplifies the propensity for
instantaneous data processing and elucidation, an indispensable
attribute for loMT endeavours.

Al training procedures [98]. However, with the advent of
hardware and software refinements, the deployment of Al
inference engines directly onto microprocessors has become
feasible, ushering in an era of intrinsic device acumen and
edge computational proficiencies. For example, in Ref. [99],
a non-invasive blood glucose monitor utilizing an ESP32
microprocessor and a photoplethysmography (PPG) MAX
30102 sensor to record pulse waves at the fingertips, was
developed. In this study with 22 participants, non-invasive
PPG data were classified into three classes by referencing
conventional invasive measurements. A cloud-based Al train-
ing mechanism, specifically Convolutional Neural Networks
(CNNs), was employed to align the proposed approach. The
training mechanisms were still performed on cloud servers.
Then, the trained model was converted into an Al Lite version
that can be executed on a microprocessor locally. Al Lite
models refer to streamlined and resource-efficient artificial
intelligence models designed for deployment in environments
with limited computational resources. Al inferencing at the
edge via microprocessors proffers a plethora of merits. Pri-
marily, it facilitates instantaneous decision-making, obviating
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TABLE 1. Comparation between cloud computing, edge computing, and
cloud-edge computing to support the development of IoMT concept.

Factors Cloud Edge The Proposed
Computing Computing Cloud-Edge
[73] [83] Computing

Computing Centralized Distributed Centralized and

architecture distributed

Location Cloud server ~ Edge nodes Cloud server and

edge nodes

Transmission High Low Fair

bandwidth load

Energy High Low Fair

consumption

Data processing  High Low Fair

Latency High Low Low

Real time Weak Strong Strong

Security Low High Fair

Reliability High Low Fair

Computing Unlimited Limited Fair

resources

Computing cost  High Low Fair

User experience ~ Weak Strong Strong

the dependency on cloud tethering, thereby expediting diag-
nostics and equipping medical professionals with the tools to
dispense superior diagnostics and counsel. Furthermore, the
instantiation of Al paradigms on microprocessors diminishes
the imperative for incessant data relay, a boon in scenar-
ios where bandwidth is either constrained or financially
prohibitive. Additionally, localized inferencing on micropro-
cessors curtails the latency inherent in data shuttling to the
cloud, rendering it apt for applications demanding prompt and
minimal-latency processing, such as robotic integrations and
surgical automations.

TABLE 1 presents a comparison between cloud, edge, and
cloud-edge computing, highlighting that cloud-edge com-
puting is an extension of both cloud computing and edge
computing concepts. Edge computing and cloud comput-
ing have a collaborative and complementary relationship.
While edge devices can quickly analyze and process real-
time data, most of the data is not used only once. Even
after recording at the edge, data still needs to be transmitted
from the edge devices to the cloud [100]. Tasks such as min-
ing and analyzing massive data, storing crucial information,
and linking multiple edge nodes heavily rely on the cloud.
Additionally, the virtualization resources and management of
edge devices also require cloud involvement. On the other
hand, cloud-edge computing provides low latency, real-time
data analytics, and a strong user experience [101]. In the
development of Al applications, cloud-edge scenarios are
feasible to be developed by focusing the server to train
dan to validate datasets that are steamed continuously by
the edge sensory nodes. Meanwhile, edge sensory nodes
also provide Al-capable computational resources to infer
real-time data generating early diagnostics for the patients.
By closely implementing cloud-edge computing, they can
cater to diverse demand scenarios, thus maximizing the appli-
cation potential of cloud-edge technologies [102].
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IV. RESEARCH CHALLENGES AND FUTURE FOR
AI-POWERED IOMT

The incorporation of artificial intelligence (AI) across
various healthcare domains, including diabetes manage-
ment [103], clinical decision support frameworks [104],
and robot-assisted surgeries [105], has been elucidated in
extant literature. Al emerges as a linchpin in adeptly man-
aging the voluminous and multifaceted sensor-generated
data, thereby enabling granular analyses and bolstering
decision-making prowess. This segment delineates the supe-
riorities of Al-augmented IoMT vis-a-vis its conventional
counterpart and prognosticates the trajectory of future
advancements.

A. COMBINING WEARABLE IOMT DEVICES WITH 6G
NETWORKS

The advent of 6G communication technologies is poised to
usher in a plethora of innovations and opportunities within the
IoT landscape [106]. Concurrently, it introduces a myriad of
intricacies that necessitate meticulous attention to ensure the
seamless amalgamation of 6G and IoT paradigms. A salient
challenge lies in the exponential surge in data magnitude and
intricacy. Given the prodigious speed and minuscule latency
intrinsic to 6G, IoT apparatuses are anticipated to engen-
der data at an unparalleled scale [107]. To adeptly manage,
process, and interpret this data contemporaneously, there’s
an imperative for state-of-the-art computing architectures,
efficacious data storage modalities, and sophisticated data
analytics methodologies.

An additional challenge pertains to the security and pri-
vacy of IoT devices and the data they generate. With the
anticipated exponential proliferation of connected devices,
fortifying the security framework of IoT networks becomes
paramount. It is imperative for 6G networks to embed rigor-
ous security measures, encompassing end-to-end encryption,
stringent authentication protocols, and sophisticated intru-
sion detection mechanisms, to shield sensitive IoT data
and thwart potential cyber-attacks [108]. Furthermore, the
issues of interoperability and standardization loom large in
the nexus of 6G and IoT [109]. Given the heterogeneity
of the IoT landscape, characterized by an array of devices
and platforms from myriad manufacturers, each operating
on distinct protocols and communication standards, forging
seamless interoperability and achieving comprehensive stan-
dardization are indispensable. Such harmonization is pivotal
to facilitate fluid communication, efficacious data inter-
change, and synergistic collaboration amongst diverse IoT
systems.

Furthermore, the imperative of energy efficiency for IoT
devices operating within 6G networks cannot be understated.
Given that a significant proportion of IoT devices are reliant
on battery power, and in light of the anticipated surge in
the number of such connected entities, energy consumption
emerges as a salient concern [110]. The onus is on innovators
to engineer energy-frugal IoT devices, refine communi-
cation protocols for optimal energy utilization, and delve
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into alternative energy reservoirs. Such endeavors aim to
extend the operational longevity of [oT devices and guarantee
their sustainable functionality within the ambit of 6G net-
works [111]. Beyond the technical challenges, the discourse
must also encompass the ethical and societal ramifications of
6G-integrated IoT paradigms. As the ubiquity of IoT inten-
sifies, it engenders debates surrounding privacy, the sanctity
of data ownership, and the principled utilization of data har-
vested by 10T [112]. It becomes incumbent upon stakeholders
to architect holistic frameworks and promulgate regulations
that judiciously address these ethical quandaries, all while
nurturing innovation and amplifying the dividends of 6G and
IoT [113]. By preemptively confronting these challenges,
the amalgamation of 6G and IoT stands poised to catalyze
transformative shifts across sectors, enriching our quotidian
experiences with a more astute, interconnected, and fortified
IoT landscape [114].

B. OPTIMIZATIONS OF Al TECHNIQUES

The ascendancy of edge computing paradigms is inextricably
linked to the strides made in the domain of Al Seminal
to this evolution is the incorporation of Al chips into edge
apparatuses, which acts as the linchpin for engendering astute
computations at the network periphery [115]. This symbiosis
of Al algorithms and edge computing augments the veloc-
ity, security, and efficacy of data processing. Concurrently,
it fine-tunes the apportionment of edge resources, thereby
attenuating associated service expenditures. Presently, the
epicentre of Al research gravitates towards DL, with con-
certed efforts directed at refining algorithms to surmount
impediments such as non-convex optimization conundrums,
the gradient dissipation phenomenon, and model overfitting.
Owing to the intricate nature of objective functions inherent
to DL, a plethora of optimization quandaries are bereft of
analytical resolutions [116]. In such instances, recourse is
often sought in approximation techniques, realized through
optimization stratagems rooted in numerical methodologies,
exemplified by stochastic gradient descent. Yet, formidable
challenges persist, notably navigating the pitfalls of local
optima in constrained dimensional spaces and contending
with saddle points in expansive dimensional realms [117].
The relentless pursuit of algorithmic refinement is imperative
to harness the full potential of edge apparatuses, thereby
facilitating superior service delivery across a spectrum of
medical application vistas.

1) EDGE Al

DL, a subfield of artificial intelligence, has burgeoned into
a preeminent methodology, catalyzing transformative break-
throughs across multifarious sectors. Specifically, architec-
tures such as spatiotemporal CNNs have been instrumental in
redefining the Al landscape, facilitating intricate pattern dis-
cernment, adept natural language processing, and prescient
analytics, albeit at the expense of intensive computational
demands. Notwithstanding its prowess, the conventional

21446

Medical Institution Local Server Edge Sensory IoMT Device

Wearable Personal
Health Monitors

Wearable Personal
Health Monitors

_\/\OD Rz:qauisition
o Preng
I

5’:::; Data Silo

Y
_\/\0 Data
Acquisition

i | F Preprocessing

Y
Real-time
Medical Data

Inferencing on
Microprocessor

Training Validation
Subset Subset

4

Global
Lite Model

Local Network

Y
= iao e Verification ] -9 Preliminary
B Validation by Clinicians /< gDiagnostics

\ 4

Diagnostics and
Recommendation

Performance
Matrics

OH

Downlink

Model
Conversion
, Trained
ig Global Al
Model
@@Model
|t Aggregation

0
% Al Model

Global Servers

Downlink  Uplink

True

Local Training

Uplink

Converge?—Fals
Uplink—>

KLocal Training

® Training ® Validation

® Federated Learning

® Inferencing

FIGURE 4. The envisaged cloud-edge federated Al architecture for loMT
presents a fortified clinical decision support mechanism, adeptly
facilitating the exchange of medical data across institutions whilst
circumventing the exposure of sensitive information to the broader
cyberspace. In a bid to augment the efficacy of the prediction system,
data emanating from IoMT devices is meticulously aggregated within
each medical institution via a secure local network, thereby enriching the
overarching dataset. In the subsequent phase, datasets collated from
diverse medical institutions are subjected to Federated Learning
protocols. This iterative methodology is operationalized leveraging a
conventional internet connection, persisting until discernible patterns
embedded within the datasets are adeptly generalized.

cloud-centric DL paradigm grapples with impediments in
contexts characterized by circumscribed network bandwidth,
exacting latency stipulations, and overarching privacy appre-
hensions. The advent of Edge Al, epitomized by the assimi-
lation of DL blueprints directly onto edge apparatuses [118],
offers a salient solution, orchestrating computations proximal
to the data genesis locus. Harnessing the potential of edge
computational faculties, DL schematics can be instantiated on
edge devices with inherent resource constraints, engendering
real-time inferencing and sagacious decision-making at the
network periphery. This modus operandi not only dimin-
ishes dependency on nebulous cloud assets but also bolsters
data confidentiality and fortification. Additionally, Edge Al
paves the way for offline inferencing [119], equipping edge
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contrivances with the capability to operate seamlessly, inde-
pendent of a robust network linkage.

To facilitate DL inferencing on edge microprocessors,
a plethora of optimization stratagems have been devised.
These methodologies predominantly concentrate on model
compression, quantization, and the formulation of neural net-
work architectures meticulously tailored for microcontroller
ecosystems [120]. Model compression paradigms endeavor
to truncate the dimensions of the DL blueprint, rendering
it compatible with the circumscribed memory reservoirs
of microcontrollers. Concurrently, quantization approaches
finetune the precision of weights and activations to cur-
tail computational exigencies. Additionally, bespoke neural
network architectures, such as svelte convolutional neu-
ral networks (CNNs) or spiking neural networks (SNNs),
are architected to optimize efficacy whilst adhering to the
resource stipulations of microcontrollers [121]. The con-
fluence of DL and edge computing has catalyzed inno-
vations across multifarious domains [122], encompassing
autonomous robotics and perspicacious video surveillance.
Al frameworks have emerged as pivotal tools to expedite the
proliferation of Al at the edge.

TensorFlow Lite, a renowned Al framework, has been
instrumental in facilitating the deployment of Al on edge
devices [123]. The modus operandi for leveraging Tensor-
Flow Lite entails the transformation of trained TensorFlow
models into a compacted and optimized schema, primed
for edge deployment. This streamlined iteration of Tensor-
Flow ensures adept execution of Al paradigms on edge
devices, which are often encumbered by limited computa-
tional prowess and memory constraints. Notably, TensorFlow
Lite is compatible with an extensive array of hardware accel-
erators, thus ensuring its facile integration across a diverse
spectrum of edge devices. By harnessing the capabilities of
TensorFlow Lite, developers can actualize the potential of
Al at the edge, engendering real-time and offline inference,
bolstered data privacy and security, diminished latency, and
an augmented user experience in their applications.

Another instrumental framework for orchestrating DL at
the edge is PyTorch Mobile. Representing a refined iteration
of the renowned PyTorch DL paradigm, PyTorch Mobile is
meticulously crafted to facilitate the deployment of models
on mobile and edge-centric devices [124]. This frame-
work empowers developers to seamlessly transmute PyTorch
models into configurations amenable to mobile environ-
ments, ensuring their operability on devices with constrained
resources. PyTorch Mobile stands out by ensuring efficient
and optimized execution for inference undertakings, endors-
ing salient features such as quantization, model fine-tuning,
and hardware acceleration. Furthermore, its adaptability is
underscored by its compatibility with diverse platforms,
including Android and iOS. By harnessing PyTorch Mobile,
developers can tap into the robust capabilities of PyTorch,
capitalizing on its expansive ecosystem and user-friendly
interface for on-device Al endeavors.
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2) EDGE FEDERATED LEARNING

EFL has crystallized as a vanguard methodology, synergiz-
ing the merits of edge computing and federated learning
to orchestrate collaborative and privacy-centric Al on edge
devices. Within the EFL paradigm, raw data transmission
to a monolithic server is eschewed. Instead, edge devices
collaboratively refine a shared AI model, all the while
retaining their data in a localized environment [125]. This
decentralized learning framework fortifies data privacy and
security, ensuring that sensitive datasets remain ensconced
within the edge devices. EFL capitalizes on the computa-
tional prowess of edge devices, orchestrating local model
refinements predicated on their distinct datasets. Notably,
only the model’s iterative updates are relayed to a central
server [126]. This collaborative learning modality facilitates
the model’s refinement across a heterogeneous array of data
sources, all the while adhering to stringent data privacy
stipulations. The EFL paradigm, as delineated within the
cloud-edge federated AI architecture, proffers a plethora
of advantages over its traditional centralized Al counter-
parts (as illustrated in FIGURE 4. Foremost, it curtails the
imperative for voluminous data transfers, thereby attenuat-
ing communication overheads and conserving bandwidth.
Furthermore, by fostering local model training, this architec-
ture catalyzes real-time inferencing and decision-making at
the edge, obviating the need for persistent cloud connectiv-
ity. This attribute is particularly salient in scenarios where
paramount importance is placed on low latency and offline
functionalities, such as in IoT apparatus or sophisticated edge
robotics. In summation, EFL augments the scalability quo-
tient of Al systems, distributing computational burdens across
amyriad of edge devices, thereby enhancing operational effi-
ciency and diminishing reliance on centralized computational
assets.

The modus operandi of federated learning, when contextu-
alized within the ambit of the IToMT, encompasses a series of
pivotal stages. The initial phase necessitates the orchestration
of a cohesive network comprising medical apparatuses and
sensors, tasked with the acquisition of data from a diverse
array of sources, including but not limited to wearable health
monitors, intricate medical implants, and dedicated health
surveillance systems. Notably, this amassed data is retained
in a decentralized fashion, ensconced within the confines of
the originating devices or proximate edge servers, thereby
fortifying its privacy and security attributes. Subsequent to
this, the architecture of a federated learning paradigm is
sculpted, wherein a central orchestrator or server chore-
ographs the learning trajectory, albeit without direct ingress
to the sensitive data reservoirs. In lieu of direct data access,
this central entity disseminates model iterations or algorith-
mic updates to the localized devices or edge servers. These
peripheral entities, leveraging their localized data caches,
undertake the model training regimen and reciprocate by
transmitting the refined parameters back to the central nexus.
This cyclical process perpetuates, fostering a collaborative
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learning milieu, all the while staunchly preserving data con-
fidentiality. To bolster this privacy-centric stance, an array
of sophisticated techniques, such as differential privacy and
advanced encryption methodologies, can be seamlessly inte-
grated. In its entirety, the federated learning blueprint within
the IoMT framework champions a collaborative learning
ethos derived from geographically dispersed data nodes, all
the while tenaciously upholding data privacy and security
tenets. Such an approach is poised to catalyze monumen-
tal strides in the realms of bespoke healthcare delivery and
avant-garde medical research.

V. CONCLUSION

This research undertakes a comprehensive exploration of
several IoMT paradigms, including centralized IoMT, cloud-
edge-based IoMT, and Al-enhanced wearable IoMT, with
a primary emphasis on medical data analytics and the
evolution of clinical decision support mechanisms. In par-
ticular, the investigation delineates the architectural nuances
of conventional IoMT and the associated IT infrastruc-
ture tailored for data management within centralized cloud
environments. Furthermore, it underscores pivotal strategies
aimed at bolstering data security and privacy. To address
the inherent challenges associated with the traditional loMT
framework, this research introduces a novel cloud-edge Al
blueprint, offering transformative solutions. Additionally,
the research elucidates the manifold advantages proffered
by EFL in amplifying the scalability of IoMT and offers
insights into prospective trajectories in this domain. The
Cloud-Edge Al architectural paradigm, tailored for the [oMT,
emerges as an avant-garde approach, adeptly harnessing
the synergies of cloud and edge computing to catalyze
groundbreaking advancements in healthcare applications.
As the [oMT ecosystem undergoes relentless evolution, syn-
ergistically intertwined with Al, the healthcare sector is
poised to transition towards more proactive and preventive
paradigms, rendering healthcare interventions increasingly
patient-centric and bespoke.
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