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ABSTRACT The aim of personalized news recommendation is to suggest news stories to the users that
are most interesting for them. To improve the user experience, it is important that these news items are not
only relevant to the user but also get recommended to them as soon as they are available. The inability of
traditional collaborative filtering approach to recommend such cold start items has led to techniques that
incorporate latent features of items in order to make cold start recommendations such as content based
filtering and deep neural network-based approaches. However, these existing techniques do not make use
of any collaborative information between users and items as well as latent features at the same time and
thus fail to provide any serendipity which is an important aspect of any recommender system. Moreover,
these underlying collaborative signals between users and items are crucial to improving the overall quality of
recommender systems and can also be utilized to make cold start recommendations. In this paper, we propose
the Generative Collaborative Zero-Shot Recommender System framework (GCZRec) which makes use of
both the latent user and item features as well as the underlying collaborative information to generate both
warm start and cold start recommendations.We evaluate our framework for news recommendation task given
cold start and warm start cases for both users and news items. We also discuss that our model can be plugged
in and used as preprocessing to improve the performance of an existing recommender system.

INDEX TERMS News recommendation, cold start problem, zero-shot learning, recommender system.

I. INTRODUCTION
The improvement in media technology and online services
have resulted in an overload of information especially with
online news articles as the people realize the need to be
well-informed at all times [1], [2]. Recommender systems
can therefore improve the user experience by suggesting news
articles that are most recent, relevant and contain value for
her. These systems can help the users find information that is
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interesting and personalized. But compared to recommending
movies and products, news article recommendations often
entail some additional challenges such as the latest news
articles being posted frequently and lacking any historical
interactions that can be used for recommending these news
items [3]. This severe case of cold start problem is a challenge
in news recommendations. Moreover, from the user point
of view, these news stories need to be recent but highly
personalized, while from the item perspective, it should be
recommended to the users based strictly on its relevance to
those particular users.
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The conventional collaborative recommendation algo-
rithms rely on historical interaction data of users and items
to find hidden patterns based on similarity [4], [5]. The
performance of these algorithms decreases when the data
contains missing user interaction entries for the items. This
lack of data is mostly seen in the case of news articles which
are often posted without any prior interaction information.
This leads to a severe case of cold start problem.

Other techniques such as Matrix Factorization [6] and
content-based filtering [7] also suffer from cold start user
problem [8], [9], [10]. In case of Matrix Factorization, it can
additionally suffer from both over-fitting and under-fitting
given the available historical data. Another problem that both
of these techniques face is the assumption that features are
always independent. This condition is difficult to hold true
in most real-world scenarios where not only the features
but items also have relative dependence on features and
themselves.

The cold start problem in recommender systems can be
remodeled as a classical zero-shot learning task which comes
from the computer vision domain [11], [12]. In zero-shot
classification, the set of classes in the training data and set
of classes in the samples to be classified can be disjoint.
Similarly, in cold start item recommendations, the aim is to
predict whether an item should be recommended to a partic-
ular user without any available historical interactions for that
item. In cold start user case, items are to be recommended
to a particular user for which there are no existing historical
information [13]. Following this intuition, the features of
news items and users can be used to deduce the behavioral
context of cold start items and users in recommendation
scheme just like a class label can be predicted for an unseen
data sample using the generalization from known samples in
zero-shot classification. Some existing studies [14], [15] have
used this relation to propose recommendationmodels for cold
start items.

But these techniques do not take into account serendipity,
which is an important aspect of a recommender system [16],
[17], [18], [19]. This lack of diversity stems from the inability
of these models to make use of the latent collaborative
information between users as well as items. These neigh-
borhood signals are therefore important to make fine-grained
recommendations that are not only relevant to the active users
but also provide diversity in choices for them.

We observe that by directly synthesizing the interactions
based on feature representations can eliminate the need
for any external click predictor model and can also pro-
vide an effective method to not only allow item-to-user
interactions prediction but also projection of user-to-item
interactions. This synthesis of interactions can also allow
us an efficient method to rank the predicted interactions.
This can be achieved by incorporating a generative network
with conditional information to learn the latent collaborative
information between users and items. This allows us to
use these hidden patterns in the available historical data
to directly synthesize the interactions for cold start users

FIGURE 1. Illustration of the cold start news recommendation problem.

and items. In the same way that an unseen class label is
used for prediction by leveraging the features of the novel
sample, the conditional input of the generator network can
also be learned from the available item and user feature
representations.

Based on the previous discussion, we propose a novel
recommender system framework, GCZRec, to synthesize
both cold start and warm start interactions for users and news
items. Our technique utilizes the hidden feature information
of users and items to perform cold start recommendations
as zero-shot predictions. The proposed model is capable
of learning collaborative signals between users and among
items to generate interactions thus allowing diverse rec-
ommendations. The framework also allows the ranking of
these recommendations. At its core, GCZRec framework
consists of two separate classifiers for zero-shot labelling
of cold start news and cold start user. These predicted
classes are used as input to conditional Wasserstein GAN
(cWGAN) for generating interactions. During training, two
separate generator networks are independently trained such
that each training sample of the first network represent a
news item with interaction. This generator network is trained
on samples each one of which is an interaction vector
containing both interactions of users for news items. The
experiments were conducted on two publicly available news
recommendation datasets Microsoft News Dataset (MIND)
[20] and Addressa [21] in order to provide the proof of
concept for our research. Furthermore, our framework allows
this problem to be formulated as an extreme multi-label
classification task where the class labels are news items to
be recommended.

The main contributions of this research are as follows:

• We propose a novel GCZRec framework capable of
using latent collaborative information to make both cold
start and warm start recommendations of news items in
generative manner and allowing the recommended items
to be ranked.

• We present a formulation of cold start recommenda-
tion as zero-shot learning problem and utilize hidden
features of both users and items in order to make
recommendations.

• Our framework can also be used for typical extreme
multi-label classification task and provides an efficient
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approach for predicting the subset of labels from a large
space given a new instance.

II. PRELIMINARIES
The goal of a recommender system is to present the users
with an ordered set of items which are ranked based on the
preference and relevance of these items for each particular
user. This section defines the relevant concepts pertaining
to the overall recommendation problem and provides the
necessary basis for further discussion on these topics in the
subsequent sections.
Definition 1: Given set of users U and items I, the U x I

interaction matrix ℜ represents the historical choices of users
and items r(u∈U, i∈ I). A cold start user problem occur when
r(unew, i) is undefined for a novel user unew and all values of
items i in I. Whereas, a cold start item problem occurs when
r(u, inew) is undefined for a novel item inew and all values of
u in U.

The cold start problem in recommender systems is
comparable to zero-shot classification problem in computer
vision.
Definition 2: In zero-shot learning, the classification

model generalizes feature information from seen classes to
an unseen class in order to predict it. Mathematically, given
a set of instances X and set of labels Y where Y contains both
seen and unseen classes, and feature space Z, the objective of
zero-shot learning is to learn the mapping f from input state
X to semantic space Z:

f : X → Z (1)

And also learn the mapping g from semantic space Z to label
space Y:

g : Z → Y (2)

Since, in a recommendation problem, there are typically a
large number of users and items involved. The selection of a
small subset of relevant items for the user from a large space
of available items is analogous to predicting class labels in an
extreme multi-label classification problem.
Definition 3: In extreme multi-label classification, the

objective is to predict a subset of most relevant labels from
a high-dimensional label space containing a vast number
of potential labels, given an input instance. Mathematically,
given an input space χ and a high-dimensional label space
|L|. The objective in extreme multi-label classification is to
train a model that can find a set l containing relevant labels
for a novel instance x given l ⊆ |L|.
We now introduce serendipity which can generally be seen

as the measure of diversity in recommendations produced by
an algorithm and is an important characteristic for improving
the overall user experience.
Definition 4: In the context of recommender systems,

serendipity refers to the ability of an algorithm to recommend
unexpected and diverse items to the users to expand their taste
into neighboring interest areas.

III. RELATED WORK
Over the years, numerous techniques have been proposed
to deal with recommendation problem with Collaborative
Filtering [4], Content-based Filtering [6], [22] and Matrix
Factorization [7] among the prominent approaches. However,
the problem of news recommendation presents an additional
challenge that the itemmust be linked to a target set of readers
soon upon entry into the system.

In this section, we first review the news recommendation
problem and the techniques that were employed for this
specific task and then we shift our attention to generative
adversarial approaches for recommendations that are present
in literature.

A. NEWS RECOMMENDATION
The earliest news recommendations were focused on similar-
ity and classical machine learning algorithms. In [22], simi-
larity between user model and news articles are exploited to
generate personalized recommendations. For finding relevant
news items, [23] proposed the idea of using semantics of the
news articles. SF-IDF in combination with different semantic
similarity measures were used to find relevant news items
where the only semantic context they incorporated was based
on synonyms. The approach of using SF-IDF was further
extended by [24] in their work which used an updated SF-IDF
measure for finding semantic similarity while taking into
account the relationship between synonym sets. In a graph-
based approach, [25] discussed the use of knowledge graphs
by connecting named entities, events and places present in the
news articles.

The idea of employing collaborative filtering along with
content-based approach to make news recommendation
was also explored in research. One such example was
NewsDude [26] which recommended news by sequentially
employing three modules. A content-based recommender,
followed by classical collaborative component and a Naïve
Bayes classifier. In [27], a hybrid algorithm was presented
that combined content-based recommender system with
collaborative filtering to recommend sports news articles.
The inability of collaborative version to handle cold start
items was dissimulated by the content-based component.
In another such work [28] proposed the technique for fusion
of collaborative filtering and content-based modelling to
generate news recommendations. The content-based module
was used to construct user profile while user groups similar
to the active user were found in much the same way as in
a collaborative approach. Then a fusion model with user’s
current and potential interests was developed to recommend
news by finding similarity between the fusion model and
content of the news articles.

In a different approach for finding personalized news
articles, [29], [30], [31] used deep neural networks as
their recommendation model. In [29], a news encoder and
user encoder were trained such that the news encoder
used attention mechanism to find topic information from
news articles through classification. The user encoder was
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constructed with the help of users click behavior on news
articles. The news encoder was constructed in much the
same way by [30]. However, they argued that capturing both
long-term and short-term interests of the users is necessary
for recommending highly personalized news items. The
long-term representations were captured by the embeddings
of user IDs while the short-term representation of the users
was guided by their browsed articles using a GRU network.

The idea of different users who click on the same article
with attention on different aspects was discussed by [31] in
their paper. They used convolutional neural network (CNN)
to learn news item representation from its title. The attention
mechanismwas used at news-level andword-level in the news
model since a particular news may have different importance
or relevance for different users.

B. GENERATIVE METHODS
Among the first to use GAN for recommendation problem
were IRGAN [32] and GraphGAN [33]. These methods
explored the potential of GAN for recommender systems but
suffered from the well-known ‘‘label confusion’’ problem;
that is the model learning to label an item with positive and
negative labels at the same time resulting in performance
degradation of the model. As an application of minimax
optimization inherently present in GANs, [32] proposed
item recommendation as a generalized information retrieval
task with an objective function of matching top-k relevant
documents to the user.

In their paper, [33] proposed a model that set an objective
of generating the connectivity distribution for a given
vertex. In the recommendation application, the connectivity
distribution between a given vertex and all relevant items
was discussed. It was discussed by [34] in their paper that
treating missing user-item as negative rating can deteriorate
the recommendation performance since the negative ratings
could just be due to the user unaware of the item. They
used GANs to generate pairwise recommendation for each
user and item with positive-unlabeled sampling. The idea
of using conditional variant of GAN for recommendation
was presented by [35] in their research. Their GAN was
conditioned on fashion item as a class, given which another
complementary item was generated as a recommendation.

A GAN-based approach to handle the problem of data
imbalance in recommender systems was proposed by [36].
They made use of conditional Wasserstein GAN to generate
missing data for minority class to perform recommendations.
Their work used PacGAN in the discriminator architecture
with an aim to alleviate the performance of missing data
and improve the performance of recommendation models.
In anotherWasserstein GAN based framework, [37] proposed
GAZRec model to generate synthetic feature representations
for both cold start news and user. To find the probability
of click behavior, their framework adopted a separate click
predictor module given a single user and news item. The
model did not use the behavioral representations to train
the generator for learning distribution of interactions directly

for items across different users. Due to the click prediction
objective of their work, the recommendation task is reduced
to binary classification and could not be extended to allow for
multi-label formulation of the problem.

In an earlier work on generative recommendations, [38]
proposed autoencoders are generators for collaborative rec-
ommendations in CAAE model and to extract latent factors
from user-item interactions, however, their framework did not
utilize the separate feature space of users and items to make
recommendation in case there was a cold start user or product.

IV. GCZREC FRAMEWORK
The architecture of our proposed GCZRec framework con-
sists of dual generator networks, implemented as conditional
Wasserstein GAN. The generator for news-to-user interaction
is trained on mapping a given news item to a distribution
representing users’ interest score for the item. Whereas the
companion generator for user-to-news interaction is trained
to generate a distribution of interaction scores of all news
items for a given user. Another important component of the
GCZRec model are two independent classifiers for news
and users. These pre-trained classifiers are used to perform
zero shot prediction of a cold start news or user in order
to provide the generator networks their conditional input for
synthesizing the interactions.

The proposed framework utilizes generative capabilities
of the traditional GAN architecture to synthesize interactions.
The individual classifiers are trained to use semantic space
and classify both seen and unseen news item and user in
order to provide our generators a conditional input. This
design of our model also opens the door for a novel way
of performing zero-shot extreme multi-label classification
efficiently. In the subsequent subsections, each component
of our model is discussed in detail. In Fig. 2, the overall
architecture of GCZRec is illustrated.

A. NOTATIONAL CONVENTIONS
In the remainder of this paper, the general notation used for a
news is N and for active user it is U. We also denote warm
news, cold news, warm user and cold user by wn, cn, wu,
cu respectively. The four possible cases to be considered are
thus represented as wnwu, wncu, cnwu, cncu. These cases are
represented in the model with the help of a 2-bit vector which
serves as the item-user state gate gs and can determine the
synthesizer to be used for generating interest vector. We refer
to the generator responsible for synthesizing interactions
for each user given a particular news item as genN and its
companion generator which is responsible for generating
interactions for each news given a user as genU. Apart from
these generators, the zero-shot classifiers for novel news item
and user will be called news label predictor PN and user label
predictor PU. These classifiers are jointly referred to as zero-
shot predictors. For encoding the identifiers of warm start
news item and warm start users and map them to a unique
numeric identifier, the encoders employed are referred to as
EN and EU respectively.
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FIGURE 2. Architecture of proposed GCZRec framework.

B. NEWS INTEREST SCORE GENERATOR GENN
The generator genN in GCZRec framework is responsible
for handling the states wnwu, cnwu and cncu. These input
states are determined prior to it by state gate gs. This network
synthesizes interaction score for each of the users given the
news item label yN as its conditional input. The relevancy
of an active news item for a user can be determined from
the corresponding value generated by the network where this
value is essentially an interest score. The overall output of
genN is a vector of interest scores predicted to be given
by each user in the system to the active news item. Each
position in this vector represents a unique user and the value
is a score that shows preference of that particular user for
the active item. With the value closer to +1 meaning that
the user would like this news article whereas any score
closer to -1 implying the user’s dislike for the item. In state
wnwu, the genN takes encoded news label as conditional
input from news encoder EN to generate the interaction
scores as its output distribution. For both states cnwu and
cncu the generator genN uses label provided by PN for
synthesizing interaction scores. Due to its stability and the
inherent sparsity in the historical interactions present in
our data, we used a conditional gan that uses Wasserstein
loss called conditional Wasserstein GAN (cWGAN) with
the critic network during training to implement the genN
model.

The general objective function of cWGAN is given as:

minGmaxDV (D,G) = Ec,x∼true[D(xtrue, c)]

− Ec,z[D(G(z, c)), c] (3)

In the context of news recommendation, the generator genN
aims to minimize this combined objective function, while
the critic aims to maximize it. This leads to a minimax
game where the generator tries to produce realistic synthetic
samples, and the critic tries to effectively distinguish between
real and synthetic samples. Where Ec,x true[D(xtrue,c)] repre-
sents expectation over real data whereas Ec,z[D(G(z,c)),c] is
the expectation over values generated by synthesis. In terms
of generating interest scores of users given news item as
conditional input.

The objective function of genN can therefore be stated as:

minLgenN = −EyN ,Z∼Pg(x)
[D(G(z, yN )), yN ] (4)

Formally, this generator takes random noise z from a guassian
distribution g(x) as latent input and given a news class label
yN, it generates a vector of synthetic interest scores G(·)
for all users and aims to minimize the distance between
fake and ground truth interactions between user-news pairs.
The critic evaluates how well the generated scores match
real user interest scores given the corresponding news item
and produces D(·) which is the output when it evaluates
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FIGURE 3. Flow diagram of news recommendation in GCZRec framework.

the sample G(·) generated by genN. As part of adversarial
training, the critic network aims to discern the synthetic
interaction distribution from the real one that is produced by
the generator. The activation used in the dense and output
layers of this network are LeakyReLU and tanh respectively.
The critic network uses linear activations instead of sigmoid
in the output layer and its output is the approximation of
Wasserstein distance hence assigning lower values to fake
interactions. In the dense layers of this model, LeakyReLU
activations are used. During training, the weights of the critic
are clamped to a small range and this network is updated five
times compared to a single update of the generator in order to
improve the generation quality.

C. USER INTEREST SCORE GENERATOR GENU
The input states determine the use of genU for synthesizing
interest scores for active news. These states are handled by
gs. The genU takes the user class label yU of the active user
as its conditional input and generates fake interest scores for
each news item in the system. The possible states managed
by the genU are wnwu, wncu and cncu. The output of genU
is a vector of interest scores showing preferences given by
this user to each one of the news items. Each position of this
interaction vector representing a unique news and the value
at that index indicating a score in range -1 to +1 to show
if that particular item can be interesting for the active user.
For state wnwu, the conditional variable for this model is
provided by the user encoder EU as yU. For cases wncu and
cncu the predicted class label ŷU from the zero-shot predictor
PU is used. Similar to genU the training of this network
is done in an adversarial manner by employing a cWGAN
and a critic that uses Wasserstein loss. The activation in the
dense layers of both generator and critic are LeakyReLU
while the output layer of the critic uses linear activation
and tanh activation is used for the output layer of the
synthesizer.

The objective function of genU can be stated as:

minLgenU = −EyU ,Z∼Pg(x)
[D(G(z, yU )), yU ] (5)

The model genU takes latent vector z from the gaussian
distribution as input along with user class label yU to generate
the distribution G(·) of synthetic interest scores for all news
items with respect to the active user. The critic outputs its
evaluation D(·) of the generated interaction scores produced
and genU tries to minimize the loss between real and fake
distribution of interaction scores.

D. WARM START ENCODERS
For warm start news, the class label yN to be served to the
interest score generator genN is encoded by mapping the raw
identifier of the active news item to a unique numeric id. This
encoded id is then used by EN to collect the corresponding
label of the news from historical data. In the same way, warm
start user id is encoded by EU to a unique numeric id in order
to extract the available class yU of this active warm start user
in order to provide conditional input to genU network.

E. LATENT FEATURE REPRESENTATION
In the GCZRec approach, we represent each news item N
as a latent feature vector, denoted by δ. This representation
is obtained by feature extraction process θ using pre-trained
embedding to extract informative features from the textual
content of the news item. The feature representation yielded
is δ = θ (N).

Since the MIND and Addressa datasets do not contain
any explicit user entity features, we transformed each user
U into latent feature representation λ with the help of her
historical interactions with the news categories. All the news
the user interacted with previously are treated as positive
samples and use to extract the hidden features. These features
are constructed as a process ρ which converts the list of
categories and subcategories of each interacted news into
one-hot encoding. Hence λ = ρ(U) becomes the user profile
of active user.

F. ZERO-SHOT CLASSIFIERS
The cold start problem for both news items and users is treated
as zero-shot classification task in the GCZRec approach. For
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TABLE 1. Statistics of adressa and MIND datasets.

these zero-shot predictions, we employ two classifiers that
use the latent feature representation to predict a class label
for item and user. As a result, this allows the predictors to
leverage hidden collaborative signals between items and also
users for predicting labels in terms of similarity in the latent
feature space.

1) NEWS LABEL PREDICTOR PN
Given the latent news feature representation δ, we classify
a novel item into one of K predefined categories, denoted
by yN1 , yN2 , yN3 ,. . ., yNK where K is the total number of
news categories in the domain. We implement the news label
predictor as a 1D convolutional neural network with softmax
activation in the output layer for prediction. The classifier
calculates the probability P(yNi |δ) for the given news item
belonging to class yNi as stated in equation 6.

P(yNi |δ) =
ewi · δ∑k
j=1 e

wj · δ
(6)

The assigned news category ŷN is expressed as:

ŷN = argmax
i
P(yNi |δ) (7)

2) USER LABEL PREDICTOR PU
This classifier is used to predict the label for a user based on
its feature representation λ. Similar to news label predictor,
the architecture of this model is a 1D convolutional network
with softmax function for finding the probability P(yUi |λ)
of the user falling into one of the yU1 , yU2 , yU3 ,. . ., yUM
categories. The posterior probability for finding the user label
and label assignment is shown as follows:

P(yUi |λ) =
ewi · λ∑k
j=1 e

wj · λ
(8)

ŷU = argmax
i
P(yUi |λ) (9)

V. EXPERIMENTS
A. DATASET DETAILS
For the experiments, we used the publicly available
MIND [20] and Adressa [21] news recommendation datasets.
The key statistics for both of these datasets are provided in
Table 1. The datasets contains click behavior of users for news
items. The data include information like impressions, news
categories, subcategories, abstract and textual content.

B. DATASET PREPROCESSING
From the users’ behavioral data provided including their
impressions log and news click history, we first sampled 70%
data for training our model and left the 30% for post-training
evaluation. For each user, the news item for which they have
positive interactions were found by extracting the news id
among their news click history and also from the impressions
where the user had a ‘‘1’’ as a click behavior for a particular
news. We encoded all the positive interactions between user
and news as the value ‘‘1’’ during training data construction.
The negative interactions between users and news were found
when the user did not click the news and hence has a 0 for that
particular news id in the impressions log. We encoded this
negative interaction as ‘‘-1’’ in the training data. For all the
news not present in either a user’s historical interactions or
impressions log, it was assumed that the user was never show
the news item and did not interact with it. These interactions
are encoded as ‘‘0’’ for training. Moreover, for indexing
purpose, each news id and user id is mapped to a unique
numeric news id and numeric user id respectively. Based on
their numeric indices, the final training set for genN was
constructed by using the numeric id as index for a unique
instance (row) and each numeric user id as a feature value
(column). In a similar manner, the final training data for genU
was constructed by using numeric user id as index for the
instance (row) and each numeric news id as index for feature
value (column).

C. IMPLEMENTATION
For constructing latent feature representations, we used
hierarchical clustering to assign contextual labels to each
news item based on its rich textual features. The number of
clusters selected based on silhouette score and discernment
was 32. For user labels, the hyperparameter value for
number of classes was set to 18 classes. The embedding
size for news and user is set to 300 to allow for baseline
comparison. For news, pre-trained Word2Vec embedding
are used whereas for users we used count vectorization to
perform the behavior encoding. The same architecture for
genN and genU is used with a dropout rate of 0.5, learning
rate of 0.0002, LeakyReLU as activation in the dense layers,
tanh as non-linearity for the generator output layer. Adam
is used as optimizer with hyperparameters β1 =0.9 and
β2 =0.999. As part of the cWGAN, the critic is trained with
clipped weights. Both the zero-shot predictors are trained as
multi-class classifiers with conv1d hidden layers, batch norm
regularization, dropout rate of 0.5, learning rate of 0.0005 and
softmax activation.

D. BASELINE MODELS
In terms of the recommendation objective, the GCZRec
framework is compared with the existing recommender
models to validate the performance of the proposed approach.
The models are listed as:

• GAZRec-NPA [37]: A three-tower generative zero-
shot framework to generate generalized behavior
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TABLE 2. Comparative results of GCZRec on MIND and adressa datasets in exclusively cold start case.

TABLE 3. Comparative results of GCZRec on MIND and adressa datasets in mixed cold start and warm start case.

representations of users and items for recommendation
and then use these representation for cold start and warm
start predictions using a neural click predictor.

• GNUD [39]: The user and news interactions are treated
as high-order graph in order to exploit latent preference
factors of the user to perform recommendation.

• NAML [40]: A neural news recommendation approach
with attentive multi-view learning in which user repre-
sentation is learned using their browsed history and other
information as well as news attributes such as title and
category are used for item representation.

E. EVALUATION METRICS
To evaluate the performance of the proposed GCZRec
framework against the baseline, four evaluation mea-
sures are used as performance indicators. These metrics
are Area Under Curve (AUC), normalized Discounted
Cumulative Gain (nDCG@k) and Mean Average Precision
(MAP).

The AUC can be measured in terms of true positive rate
(TPR) and false positive rate (FPR) as:

AUC ≈

n∑
i=1

1
2
(TPRi + TPRi−1)(FPRi − FPRi−1) (10)

The nDCG@k is a measure of ranking quality in the list
of recommended items with IDCG as the ideal DCG and

position k:

nDCG@k =
DCG@k
IDCG@k

(11)

Tomeasure the performance of recommender system using
average precision given top-k recommendations overmultiple
values of k we use MAP which is defined as:

MAP =

∑K
k=1 Average Precision@k

K
(12)

F. TEST ENVIRONMENT
For model training and performance evaluation we divided
the test data into two distinct sets. From the total test data
we selected 50% cold start items for evaluating the model
in an exclusively cold start setting. The remaining cold start
items along with the warm start data was used to generate
recommendations for mixed cold-warm news items.

The threshold value for recommendation of a given item is
fixed to 0.5 and the values used for hyperparameter k are 1,
5 and 10.

VI. RESULTS AND DISCUSSION
In this section, the effectiveness of the proposed approach
is evaluated and the results indicating the performance
on benchmark datasets are reported. These results are
summarized in Table 2 for cold start case and in Table 3 for
mixed case of both cold start and warm start items.

VOLUME 12, 2024 16617



S. Z. U. Hassan et al.: GCZRec: Generative Collaborative Zero-Shot Framework for Cold Start News Recommendation

A break down of model performance into different aspects
is needed in order to effectively discuss the outcomes
of GCZRec framework. These performance aspects are
presented in the following subsections.

A. CLASSIFICATION PERFORMANCE
The performance of generator networks in the GCZRec
for scores generation is done in the context of number of
correct interest score generation for a given news item. With
the help of threshold value, each individual interest score
produced in the interest vector can itself be treated as a
binary class prediction. The combined performance of these
positive and negative scores generation are represented by
the AUC values as presented in Table 2 and Table 3. The
results show significant improvement in cold start case for
MIND but slightly under-performed on Adressa against the
baseline for mixed cold-warm start case. This may be due to
the label encoding scheme used for the Adressa categories.
It can be further investigated whether category condensation
in the dataset affected the prediction accuracy.

B. PRECISION-RECALL TRADE-OFF
The GCZRec model offers significant improvement over
the existing approaches and the positional relevance of
recommended news items are taken into account by the
synthetic interaction generators. For both MIND and Adressa
dataset, the MAP score given by the proposed model shows
an improvement in both cold start and mixed warm-cold
start cases. But compared to purely cold start items, the
improvements in mixed case recommendations were much
more significant. The precision-recall curve for k=1, 5 and
10 for MIND and Adressa datasets in both cases is illustrated
in Fig. 4 and Fig. 5.

C. RANKING QUALITY
In terms of the ranking quality of news items in both cold
start and warm start cases, the proposed GCZRec framework
clearly outperforms baseline models with the highest average
improvement of +0.1113 is observed when top-5 items are
considered as shown by ndcg@k values for k=1, 5 and
10. The overall value of relative ranking in the proposed
approach can be attributed to the genN and genN learning
the underlying interest distribution from the data to produce
synthetic interest scores. These scores in their raw form are
used as is to provide the ranking of relevant items that are
recommended.

D. SERENDIPITY
For the inherently challenging and subjective aspect of
evaluating the proposed system in terms of expanding the
interest of users into neighbouring news categories, wemodel
the results of GCZRec as a collaborative recommendation
outcome. This is done in an implicit manner as the
output generated by genN and genU use the interaction
between similar user and news. We measure the diversity
of recommendations produced using GCZRec framework by

TABLE 4. Percentage of novel news.

FIGURE 4. Precision-recall curve for cold start case.

FIGURE 5. Precision-recall curve for mixed cold-warm start case.

finding the percentage of new high interest news item found
over 5, 10, 25 and 50 generations given the same user as input
to genU. A summary of this is presented in Table 4. It can
also be argued that the diversity is measurable for generations
produced by the genN in the same manner.
Based on the comparative results, it can be stated that the

proposed GCZRec framework provides more accurate and
relevant ranked recommendation of cold start and warm start
news items to users also incorporates diversity by leveraging
latent collaborative information present in feature space of
users and items.

VII. CONCLUSION
In this paper, we presented the GCZRec framework for cold
start news recommendation. We formulated the problem of
cold start recommendation as zero-shot classification task
and proposed that these recommendations can be diverse
and have serendipity if user and item information are
implicitly used during training. Unlike existing models,
the GCZRec approach allows the interest scores to be
generated directly for a given news or user in both warm
start and cold start cases. Two separate wCGAN networks
are trained on interaction between users and news items in
order to allow collaborative signals to be implicitly used
for producing synthetic interactions at testing time. For any
unseen user or news item, the model makes use of zero-shot
predictors implemented as 1D-CNN classifiers. Results on
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two benchmark datasets indicate that our proposed approach
offers significant improvement in the accuracy and ranking
of news items for cold start recommendation and also sets
a standard for incorporating serendipity by implicitly using
collaborative information with a generative recommender
system in zero-shot manner.

A. LIMITATIONS AND FUTURE WORK
The current limitation of our model include its inability
to consider the correlation between news items and tem-
poral relation between news clicks. Both of these aspects,
if incorporated, can be important in further improving the
recommendation quality of the GCZRec model.

In future work, we also aim to improve our framework to
allow cross-domain recommendation problems to be handled.
For this, existing knowledge distillation models can be used
to allow learned knowledge from source domain to be
transferred to amodel set to recommend items that are present
in target domain.
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