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ABSTRACT Detecting small slow targets on sea surface has always been a hot topic in radar target detection.
Classical target detection methods based on single input mode are particularly prone to losing the phase
information of the radar echo signal, which affects the detection performance of the radar. To solve the
problem of phase information loss, a False alarm Control method of Multi-input Convolutional Neural
Network (FC-MCNN) is proposed in this article. First, several classic Convolutional Neural Network
(CNN) models are compared and analyzed. Then, a Multi-input Convolutional Neural Network (MCNN)
is designed to extract more useful information from radar echo signal. Simultaneously, in order to improve
the generalization performance of themodel and control the false alarm probability, a controllable false alarm
Support Vector Machine (SVM) is used to modify the final output module. In addition, the datasets are also
preprocessed before being input into the proposed model. Finally, the performance of the proposed method
is verified by the IPIX measured data sets. The results show that the proposed method has a higher detection
probability and better computational performance than the traditional CNN detection methods.

INDEX TERMS Target detection, constant false alarm rate (CFAR), signal processing, convolutional neural
network (CNN), support vector machine (SVM).

I. INTRODUCTION
When marine radar detects sea surface targets, the radar
receiver not only obtains partial scattered echoes of the target,
but also contains a large number of scattered echoes from the
illuminated sea surface, namely sea clutter [1]. Sea clutter
is a type of interference clutter relative to targets, which
seriously affects the detection performance of sea surface
targets [2], [3]. Especially for detecting small slow targets
on sea surface, such as floating ice, navigational buoys,
small boats, frogmen, aircraft wreckage etc., they usually
have small radar scattering cross-sections (RCS) and weak
scattering echoes [4], [5]. If the environment is affected under
the complex sea states, the target will be more difficult to
detect effectively. Therefore, radar detection of small slow
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targets under the complex sea states is a topic worthy of in-
depth research.

Sea surface target detection methods can be classified into
two categories based on their adaptive ability: artificial target
detection methods and intelligent target detection methods.
Artificial target detection methods have low adaptability and
are difficult to apply to new environments when the target
characteristics change [6]. With the continuous development
of deep learning, the target detection method based on
intelligent feature extraction not only shows better feature
learning ability compared with the traditional target detection
methods based on artificial feature selection, but also can
get rid of the limitations of artificial feature selection and
better self-adapt to learn high-dimensional features [7], [8].
For instance, target detection in machine vision, SAR image
and other fields by combining the knowledge of related
fields [9], [10], [11], [12], [13], [14], [15]. Although deep
learning can improve the accuracy of image recognition
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to a certain extent, excessively deep convolutional layers
require a large amount of computing resources as the
computational complexity increases, which requires high
device performance and is difficult to promote and apply [16].
In view of the problems faced by deep learning, some scholars
have carried out research on lightweight convolutional neural
networks (CNNs) by optimizing the network structure and
meeting certain detection requirements [17], [18], [19], [20].
On the basis of maintaining a certain detection perfor-

mance, the lightweight CNNs can reduce the complexity of
the model through pruning and other optimization design,
so that the computational performance of the training model
can be significantly improved [17], [18], [19]. Therefore, the
application of lightweight CNNs has potential application
value. Based on three typical lightweight CNNs, Simonyan
and Zisserman [21] realized the detection and classification
of micro-moving targets on sea surface by transfer learning
method, and took four types of moving targets as research
objects to verify the advantages of the CNN-based method
compared with traditional target detection methods. On the
basis of redesigning the fully connected network structure,
Sun et al. [6] proposed an anchor-free method for detecting
ship targets in high-resolution SAR images. Zhou et al. [22]
improved a YOLOv3 model based on the pyramid structure,
and applied the improved model to the multi-target detection
of radar images in sea clutter. This method overcomes the
limitations of the two-stage detection method and improves
the accuracy of multi-target detection. However, because the
improved method increases the network depth, the model
parameters during training reach 246 M, which is difficult to
realize engineering application. In addition, several models,
such as VggNet [23], [24], GoogleNet [25], ResNet [26], and
AlexNet [17], [27], have also been widely applied in radar
image processing, but the above methods are mainly based on
single input of the radar image, and relatively little research
has been done onmulti-source input, ignoring the information
contained in the radar echo signal in different domains.

In the sea clutter environment, the CNN-based target
detection or classification method usually reconstructs the
pseudo-color image dataset based on the Time-Frequency
(TF) transformation of the radar echo signal, and then uses the
dataset to train the CNN model to extract high-dimensional
features for target detection or classification. However,
when generating the pseudo-color image dataset, the CNN
can only obtain the boundary features of the image, and
the phase information of the complex matrix obtained
by TF transformation is lost. In addition, the statistical
characteristics of radar echo signals are not considered in
pseudo-color images. Considering that the phase information
contained in the TF transformation complex matrix is an
effective source of information for target detection, the
proposed method extracts the real and imaginary parts of the
complex matrix based on the Short-Time Fourier Transform
(STFT), and generates the corresponding pseudo-color image
dataset as the input images. In the mean time, the statistics of
radar echo signals are also considered as input vector. Finally,

the target detection is carried out by combining the false alarm
controllable Support Vector Machine (SVM) classifier.

Aiming at the problem that small slow targets are difficult
to detect, we propose a False alarm Control method of
Multi-input Convolutional Neural Network (FC-MCNN).
Our main work is summarized as follows:

• To overcome the problem of phase information loss
caused by single input and insufficient image infor-
mation extraction, a multi-input network structure is
designed to increase the amount of input information and
facilitate the mining of multi-domain features.

• To preserve useful information between different layers,
a Skip convolutional layer is employed, which allows
the network to automatically choose whether to extract
features from multiple convolutional layers or skip
them directly, effectively preserving information from
multiple layers.

• To improve the generalization performance of the
proposed model, a SVM module is adopted, based on
the high-dimensional features extracted by Multi-input
Convolutional Neural Network (MCNN), and useful
information is reasonably selected, effectively improv-
ing the generalization and computational performance
of the model. The total number of model parameters is
only 2.6 M.

• To control the false alarm probability output by the
neural network, a Constant False Alarm Rate (CFAR)
module is designed to achieve target detection function
at a given false alarm probability.

The rest of this paper is organized as follows. In Section II,
several types of classical network structure models are
introduced. Then, based on the analysis of the typical network
structure model, the target detectionmethodwith controllable
false alarm and multiple input are designed in Section III.
For the needs of input and better detection of small slow
targets, Section IV further introduces the processing of input
data. Section V uses the measured datasets to verify the
effectiveness of the proposed method. Finally, conclusions
are drawn in Section VI.

II. CONVOLUTIONAL NEURAL NETWORK MODEL
The traditional radar target detection method based on con-
volutional neural network (CNN) is to obtain classification
results by mapping the input data, and the formula can be
expressed as follows:

Cpred = fsoftmax(ffc(fconv(X)) (1)

where Cpred represents classification result, fsoftmax rep-
resents classification operation, ffc represents full link
operation, fconv represents convolution operation, and X
represents input data.

At present, the widely used lightweight CNNs include
LeNet, AlexNet and GoogleNet, as well as a series of
lightweight networks developed on their basis [17], [25], [27],
[28], [29], [30]. The following takes three typical lightweight
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FIGURE 1. Diagram of the LeNet5 basic framework.

CNNs as examples to briefly introduce the basic architectures
of the CNNs.

A. LeNet NETWORK
LeNet is the earliest CNN and has been successfully applied
to the recognition of handwritten digits. Its architecture
is characterized by the distribution of image features on
the entire image. By using convolution kernel with learn-
able parameters, similar features are extracted at multiple
locations for the recognition of handwritten digits [28].
Represented by LeNet5 in the LeNet series, the model mainly
contains three types of parameter layers, namely two 5 × 5
convolution kernel layers, two fully connected layers and a
Softmax layer, with each convolution layer followed by a
pooling layer. The basic structure is shown in Fig. 1.
For the final fully connected layer, LeNet5 is output by the

Tanh function, which is formulated:

tanh x =
sinh x
cosh x

=
ex − e−x

ex + e−x
(2)

where x is the sum of the dot product of the output vector and
the weight vector of the fully connected layer.

A state is generated by the Tanh function, and then
a Gaussian connection is formed, and the connection is
calculated as follows:

yi =

∑
j

(xj − wij)2 (3)

FIGURE 2. Diagram of the AlexNet’s basic framework.

where i is the output class, j is the fully connected node, yi is
the error Radial Basis Function (RBF) value of class i, andwij
is the parameter vector. The final output is a Euclidean radial
basis unit, one unit per class, and each output Euclidean radial
basis unit calculates the Euclidean distance between the input
vector and the parameter vector, the smaller the value, the
more likely the result is in the i class. Thus, the output of an
error RBF can be regarded as a penalty measure for matching
a model to the associated class of the error RBF.

B. AlexNet NETWORK
The AlexNet has promoted the widespread application of
the CNNs, introducing ReLU activation function, overlap
pooling, local response normalization, data enhancement,
and random discard operations, which not only increases
training speed and reduce overfitting, but also improves
computational accuracy. In addition, the network utilizes the
Compute Unified Device Architecture (CUDA) to accelerate
the training process of the CNNs in parallel, which fully
exploits the powerful computing performance of Graphics
Processing Unit (GPU). Its basic framework is shown in
Fig. 2 [17]. The calculation formula of ReLU activation
function in the network is as follows:

f (x) = max(0, x) (4)

C. GoogleNet NETWORK
Based on optimizing specific fully connected layers,
GoogleNet designed the Inception module. The basic struc-
ture of Inception module is shown in Fig. 3, where e1, e2,
e3, e4, e5 and e6 are hyperparameters [25]. Three types
of convolution kernel filters are adopted in this module.
On the basis of 1 × 1 convolution kernel dimensionality
reduction sampling, a parallel path is constructed, and
the corresponding filter convolutional layer is obtained
by combining 3 × 3 convolution kernel, 5 × 5 convolution
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FIGURE 3. Diagram of the inception module structure.

kernel, ReLU activation function and maximum pooling.
Finally, each convolutional layer is deeply connected in
the channel dimension, and its core design concept is to
separate the spatial correlation explicitly, so as to achieve
the decoupling operation of channel correlation and spatial
correlation.

III. TARGET DETECTION METHOD BASED ON FC-MCNN
The essence of small slow target detection on sea clutter is
to decide whether there is a target in the radar echo signal.
The classical target detection is a Constant False Alarm
Rate (CFAR) detector. However, under complex sea states,
there is a problem of insufficient deep information mining
for radar echo signals. Especially when using traditional
methods to detect small slow targets, it is easy to misdentify
strong sea clutter as the target, resulting in a high false
alarm rate, or misdentify the radar echo signal of weak
targets as sea clutter, leading to omission of real targets. The
traditional CNN method extracts high-dimensional features
from single input data, and then determines whether there are
small slow targets in the radar echo signal. However, other
characteristics included in the radar echo signal have not been
fully utilized. Therefore, based on the preprocessing of the
radar echo signal, this paper processes the radar echo signal
from different perspectives, and then inputs them as multi-
domain datasets. The specific network model framework is
as follows.

A. DESIGN OF MULTI-INPUT CONVOLUTION NEURAL
NETWORK
Classical CNNs are mostly based on extracting features from
a single image input for target detection, while there is less
research on target detection under multi-input conditions,
so there are few network structures that can be used. In order
to mine the information contained in different domains
of radar echo signals, a Multi-input Convolutional Neural

FIGURE 4. Diagram of the MCNN basic framework.

Network (MCNN) framework is designed to meet the needs
of marine target detection under multi-source information
input conditions. The network mainly includes three parts:
input layer module, hidden layer feature extraction module
and result output module.

Based on the designed parallel framework, the high-
dimensional features contained in the input data are extracted
respectively, and then the network results are fused before
output. Subsequently, the trained MCNN model is obtained.
The framework is shown in Fig. 4, and the specific module
design is as follows.

1) INPUT LAYER MODULE DESIGN
The input layer module consists of three parts: real part
input layer, imaginary part input layer, and histogram feature
vector input layer. Different from the traditional input layer,
when designing the input layer, this paper considers that the
data obtained by STFT is a complex matrix, and the real
and imaginary parts of the complex matrix are orthogonal
components, which are independent of each other and contain
different echo information. If the single input layer method
is adopted, only the TF power spectrum information is used,
and the multidimensional information in the complex matrix
will be lost. Therefore, on the basis of analyzing the STFT
characteristics, this paper obtains two sets of matrices by
separating the real and imaginary parts, and then enters them
into MCNN in parallel to extract the different information
contained in the real and imaginary parts. In addition,
considering the statistical characteristics of the radar echo
signal, this information is further extracted and input into the
MCNN to improve the performance of target detection.
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2) HIDDEN LAYER FEATURE EXTRACTION MODULE DESIGN
In the hidden layer feature extraction module, a parallel
multi-layer network framework is designed, as shown in
Fig. 4. The hidden layer feature extraction module mainly
includes convolution layer, Skip convolution layer, ReLU
layer, pooling layer and fully connected layer. To extract high-
dimensional features of input vector generated by histogram,
a network framework consisting of full connection layer and
leaky ReLU layer is adopted.

3) RESULT OUTPUT MODULE DESIGN
On the basis of extracting multi-domain high-dimensional
features separately, the features are fused, and then the fused
features are reduced in dimensionality using a full connection
layer to obtain the reduced deep features, which are then
input into Softmax. Softmax calculates the probability table
of the output class, and predicts the classification result based
on the probability table. Secondly, cross-entropy is used to
calculate the loss between the predicted value and the true
value, and then the model parameters are updated according
to the Stochastic Gradient Descent with Momentum (SGDM)
method until the given allowable error is satisfied or the
maximum iteration steps is reached. Finally, the trained
MCNN model is used to extract high-dimensional features.
The main formulas used in this module include Softmax
layer output formula, cross-entropy loss formula and SGDM
formula [31].

The output formula in the Softmax layer is:

Softmax(yi) =
eyi∑N
j=1 e

yj
(5)

where Softmax(yi) represents the output probability of the
yi class and N represents the number of classes. Softmax
converts the output of this module into a probability
distribution, which in turn provides data for the next step of
calculating the distance between the true and predicted values
using cross-entropy.

The calculation formula for cross-entropy loss is:

H (p, q) = −

∑
x

p(x) log q(x) (6)

where x represents the input class, p represents the probability
of the true value, and q represents the probability of the
predicted value. The smaller the cross entropy is, the closer
the distribution of the two probabilities is.

The formula of SGDM is:

θ l+1
= θ l − α▽E(θ l) − β(θ l − θ l−1) (7)

where θ represents the input model parameter, l repre-
sents the iterative step, α represents the learning rate,
E represents the loss function, ▽ represents the gradient,
and β represents the influence coefficient of the previous
parameter and the current parameter on the next parameter.

FIGURE 5. Target detection method based on FC-MCNN.

B. SVM MODULE DESIGN WITH CFAR
Although the MCNN model can use the Softmax layer to
output the predicted classification results, its false alarm rate
is usually calculated after the classification, and its false
alarm rate is an output quantity, which cannot guarantee the
use of MCNN to detect the sea surface target under the given
CFAR. In addition, in the Softmax output module, all the data
input from the front layer is required to participate in MCNN
decision-making, so that each input data from the front layer
will affect the result of MCNN prediction and classification.
Considering that the objective function of SVM is convex,
the optimization goal is to minimize structural risk rather
than to minimize empirical risk, and under the set false
alarm probability, SVM only selects a few features as support
vector to determine the hyperplane, which has better model
generalization ability and classification accuracy. Therefore,
on the basis of the designed MCNN model, this section takes
the high-dimensional features extracted from the MCNN
model as the inputs of SVM, combined with the set false
alarm probability, and further trains the SVM classifier to
obtain a radar target detection method based on FC-MCNN.
The detection process of the proposed method is shown
in Fig. 5.

IV. PREPROCESSING METHOD OF RADAR ECHO SIGNAL
The FC-MCNN designed in this paper adopts two image
input layers and one feature vector input layer on the basis
of considering TF domain characteristics and amplitude
macro-statistical characteristics. Therefore, to obtain better
high-dimensional features, it is necessary to perform STFT
and normalized histogram processing on the data before
inputting radar echo signals into the model.

A. SHORT-TIME FOURIER TRANSFORM
STFT can not only process stationary signals, but also non-
stationary signals. Its basic idea is to assume that the radar
echo signal under a certain window function is a stationary
signal. By moving the window function, the spectrum of the
local radar echo signal at different times is calculated, and
then the TF spectrum is obtained. It consists of mutually
orthogonal real and imaginary parts. STFT is defined as [32]:

STFT(t , f ) =

∞∑
τ=−∞

S(τ )w(t − τ )e−j2π f τ (8)
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FIGURE 6. Diagram of normalized histogram.

where S(τ ) is the input signal. w(τ ) is the window function,
which is a time reversal and has an offset of t moments.
STFT(t , f ) is a two-dimensional function of time and
frequency, according to which the TF analysis of radar echo
signal can be carried out. It should be noted that once the
window function is determined, the resolution of the STFT is
also determined. In this paper, Hamming window is selected
as the window function, and other parameters of window
function are determined by the length of input signal.

B. NORMALIZED HISTOGRAM
Histogram is used to represent the relationship between
frequency of occurrence of values in data and group distance.
Taking the group distance as the horizontal coordinate and the
frequency as the vertical coordinate, the histogram is obtained
by calculating the relationship between the group distance
and the frequency, which is an important feature of the data
and reflects the macro-statistical characteristics of the data.
The histogram includes the number of features to be counted,
the number of group distances for each feature space, and the
value range for each feature space.

For a group of radar echo signals, assuming that the echo
data set is S, the group distance is Rm, m = 1, 2, · · · , M,
the value range of the feature space is [Smin, Smax], and the
normalized frequency value is f (m), the definition formula of
the normalized histogram can be obtained as follows:

f (m) =
h(Rm)∑
j h(Rj)

(9)

where h(Rm)represents the number of S corresponding to the
group distance Rm, and

∑
j h(Rj) represents the total number

of S. The normalized histogram is shown in Fig. 6.
It is worth noting that for radar echo signals, a group of

radar echo signals corresponds to a unique histogram when
the group distance is fixed, but a histogram can correspond to
multiple groups of radar echo signals.

V. EXPERIMENTAL RESULTS AND ANALYSIS
The datasets used in the experiment were the X-band IPIX
datasets released by McMaster University in Canada, which
were measured in two batches. The first batch datasets was in

FIGURE 7. ASCR of the selected datasets.

1993 for a floating ball with a radius of 1m as the detection
target, and the second batch datasets was in 1998 for a
slow-moving boat as the detection target [33]. According to
the characteristics of the two batches of datasets, 10 groups of
typical sea state and Average Signal-to-Clutter Ratio (ASCR)
datasets are selected for each batch, for a total of 20 datasets,
and the relevant parameters are detailed in Table 1 and
Fig. 7. The datasets in Table 1 cover a variety of sea states,
polarization modes and ASCR, and Fig. 7 shows the ASCR
under various polarization modes in Table 1. The ASCR
calculation formula is as follows [34]:

ASCR = 10 log10
PT − PC
PC

(10)

where PT represents the average power of the target bin and
PC represents the average power of the sea clutter bin.

TABLE 1. Description of the IPIX datasets.

Other parameters are selected as follows: in the HH
polarization mode dataset, 5,000 samples are generated from
the sea clutter bin and the target bin with a window width
of 512, and the total number of positive and negative samples
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FIGURE 8. Radar echo signals and their histograms.

is 10,000, and then the samples are preprocessed, and finally
the preprocessed samples are grouped into training set and
test set according to the ratio of 8:2.

A. INPUT DATASET CHARACTERIZATION
The dataset 19931118_023604 is taken as an example to
demonstrate the processing effect of the input dataset. Firstly,
randomly intercept two samples containing the target bin and
the pure sea clutter bin from the dataset 19931118_023604,
as shown in Fig. 8. Among them, Fig. 8(a) and (b) are the
original radar echo signals of the target bin and the sea clutter
bin respectively, and Fig. 8(c) and (d) are the normalized
histograms extracted from the target bin and the sea clutter
bin respectively.

It can be seen from Fig. 8(a) and (b) that the amplitude
of the target position and the pure sea clutter position
fluctuates within a certain range, and the difference in
amplitude is not obvious. However, after processing by
normalized histogram, the two samples show different
amplitude statistical distribution characteristics. The cosine
similarity is further used to calculate the similarity of the
two, and its value is 9.2 × 10−4, approaching 0, that is,
the normalized histograms of the target bin and the pure sea
clutter bin are independent of each other, indicating that the
distribution of the two has information that can be mined. The
formula for calculating cosine similarity is as follows [35]:

Scos =

∑
i Ai × Bi√∑

i Ai
2
×

√∑
i Bi

2
(11)

where Ai represents the probability value at the i-th group
distance of the target bin histogram, Bi represents the
probability value at the i-th distance of the pure sea clutter
bin histogram, Scos represents the cosine similarity between
the target bin and the pure sea clutter bin, and the value range
of cosine similarity is [−1,1]. The closer the cosine similarity

FIGURE 9. TF images of the radar echo signal.

value is to −1, the stronger the negative correlation is. The
closer to 1, the stronger the positive correlation, and the closer
to 0, the stronger the independence.

Secondly, STFT is carried out on the extracted radar
echo signal to obtain the TF pseudo-color image and the
corresponding pseudo-color images of the real and imaginary
parts, as shown in Fig. 9. Among them, Fig. 9(a) is the TF
pseudo-color image of the target bin, Fig. 9(c) and (e) are
the pseudo-color images of the real and imaginary parts of
the target bin, Fig. 9(b) is the TF pseudo-color image of the
pure sea clutter bin, and Fig. 9(d) and (f) are the pseudo-color
images of the real and imaginary parts of the pure sea clutter
bin, respectively.

As can be seen from Fig. 9(a) and (b), the TF pseudo-color
images after STFT mainly show the amplitude information,
while the time and frequency plane characteristics are
not significantly displayed. After separating the real and
the imaginary parts of the TF pseudo-color image, it is
obvious that the real part determines the longitudinal
amplitude distribution characteristics of the pseudo-color
image, as shown in Fig. 9(c) and (d). The imaginary
part of the pseudo-color image determines the distribution
horizontal amplitude characteristics of the pseudo-color
image, as shown in Fig. 9(e) and (f). By comparing the
pseudo-color images before and after the real and imaginary
parts, it can be seen that the real and imaginary parts depict
the characteristics of different dimensions and have potential
mining value.
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B. LOCAL FEATURE EXTRACTION AND ANALYSIS
In order to further investigate the effect of MCNN hidden
layer feature extraction, the shallow features of the input
image were extracted using the trained MCNN model based
on the selected dataset in Section V, and the results are
shown in Fig. 10. Among them, Fig. 10(a) and (e) are the
features and strongest feature of the 16 channels of the first
convolution layer extracted from the real part of the target bin,
and Fig. 10(c) and (g) are the features and strongest feature of
the 16 channels of the first convolution layer extracted from
the imaginary part of the target bin. Fig. 10(b) and (f) are
the features and strongest feature of the 16 channels of the
first convolution layer extracted from the real part of the pure
sea clutter bin, and Fig. 10(d) and (h) are the features and
strongest feature of the 16 channels of the first convolution
layer extracted from the imaginary part of the pure sea clutter
bin.

From the comparison of the strongest feature of the real
and imaginary parts of the target bin and the pure sea clutter
bin, it can be seen that both the target bin and the pure sea
clutter bin form bright double lines in the middle, indicating
that the amplitude of the two is significantly strengthened in
the central part, and some short ripples of different lengths
are formed around the brightest lines. Moreover, the target
bin is more concentrated in a certain deviation area on both
sides, showing a linear distribution. The pure sea clutter bin
distributes short ripples in a certain area off-center on both
sides, and presents a zonal distribution. By comparing the
first layer of convolution features extracted from the real
and imaginary parts, it can be seen that the brightness of
the feature images obtained in the imaginary part is stronger
than that of the real part, which verifies that the real and
imaginary parts contain different feature information, which
is conducive to target detection.

C. DETECTION PERFORMANCE
To verify the detection performance of the proposed method,
20 groups of measured datasets in Table 1 are selected as
experimental verification sets with a false alarm probability
of 10−3. In addition, the target detection performance of some
classical CNN methods, such as LeNet5 [28], AlexNet [17],
GoogleNet [25], MobileNetv2 [36], EfficientNetb0 [37] and
Inceptionv3 [38], is further compared. The results are shown
in Fig. 11, where the black solid line represents the detection
probability of the proposed method. The average detection
probability andmodel training time of eachmethod are shown
in Table 2. As can be seen from Fig. 11, the proposed
method has a high detection probability in datasets ranging
from 6 to 20, while the detection probability in datasets
ranging from 1 to 5 is in the middle. The experiment results
show that the detection performance of small slow targets on
sea surface is not only affected by sea conditions such as
sea state, but also by the geometry of the detection targets.
Especially in the last 10 datasets, the detection probability
of the proposed method is close to 100%. Obviously,

FIGURE 10. Hidden layer features of the input images.

due to the richer information from radar echo signal, the
proposed method can mine more feature information for
the second type of small slow target, resulting in better
detection performance. In other words, this is because the
proposed method makes full use of the input multi-source
information, mines the high-dimensional features of the input
data, and combines SVM for information fusion, so as to
obtain better comprehensive detection performance under
the set CFAR. As can be seen from Table 2, the proposed
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FIGURE 11. Detection probability of seven methods in the selected
datasets.

TABLE 2. Detection performance of the seven methods.

TABLE 3. The influence of different features on the detection
performance.

method adopts a multi-input lightweight network design, the
model size is only 2.6 M, and parallel processing is adopted,
which significantly reduces the complexity of the model and
improves the computational efficiency. The average training
time of the proposed method is only 4 min, which is much
less than other CNN detection methods, slightly higher than
LeNet5, but has a higher detection probability.

To analyze the impact of different input features on
the detection performance of the proposed method, this
paper further conducted ablation experiments. The average
detection probability of different inputs and their combi-
nations was validated using 20 selected datasets, as shown
in Table 3. From lines 1 to 3, it can be seen that the
detection probability of the only real input is the highest,
followed by the imaginary and histogram, indicating that
the real part has a good ability to partition relative to the
other two features. According to lines 4 to 6, in the case
of dual feature inputs, the combination of dual inputs with
histogram participation is most beneficial for performance
improvement, followed by the combination of real and
virtual. Compared to lines 2, 4, and 6, the imaginary part

also contains information different from the real part and
histogram. When the real part, imaginary part and histogram
are input simultaneously, the detection probability is 91.31%.
The above experimental results indicate that the three feature
inputs selected by the proposed method are effective, and that
a better comprehensive detection performance is achieved by
combining SVM and CFAR.

VI. CONCLUSION
Aiming at the problems of insufficient target feature informa-
tion extracted by traditional CNNs, large training parameters,
high computational complexity, and difficult to control the
false alarm probability, a small slow target detection method
based on FC-MCNN is proposed in this paper. Subsequently,
comparative experiments were conducted to verify the
detection performance of the proposed method under general
sea conditions. However, the real environment in which small
slow targets are located is usually more complex. In special
scenarios, such as rainfall or snowfall, the radar echo signal
will change, making it more difficult to detect small slow
targets. Therefore, for target detection in special scenarios,
the detection performance of the proposed method still needs
further verification. In the future, detecting small slow targets
in complex sea states has important research value and is also
highly challenging.
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