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ABSTRACT Predicting time series data involves extracting features and forecasting trends from observed
phenomena. Although deep learning algorithms are widely used in this field, their emphasis on prediction
accuracy may not be optimal for futures time series data. For a futures time series, achieving high prediction
accuracy alone is not sufficient. This is because, in some cases, ten accurate predictions may not compensate
for a single loss. Therefore, a high accuracy rate does not necessarily translate into good returns. Existing
methods have yet to provide practical and reliable approaches for predicting futures time series data.
The primary contributions of this study are as follows: First, we employ the Vapnik-Chervonenkis (VC)
dimension and error function from the perspective of binary classification for futures time series data to
elucidate the generalization ability of the simple moving average model. Furthermore, we offer theoretical
guidance to enhance predictive performance by introducing effective factors (i.e., features) that positively
impact prediction results. By incorporating influential features, the discrimination of the loss function
can be enhanced, making it easier to adjust the parameters and minimize the overall loss function value.
Consequently, this improves the overall return rate, which is achieved by introducing additional factors to
minimize the error values in the loss function. This explains why the proposed moving average model,
enhanced by the introduction of the volume-price-product factor, achieves good prediction performance.

INDEX TERMS Time series analysis, deep learning, average models, prediction methods, quantization
signal trading.

I. INTRODUCTION
Research on time series data spans diverse fields, includ-
ing finance [1], [2], energy [3], [4], [5], [6], transportation
planning [7], [8], [9], and meteorology [10]. Within these
domains, time series analysis employs various statistical and
machine learning methods, including simple moving average
(SMA), neural networks, and advanced deep learningmodels,
such as recurrent neural networks (RNNs) [11], convolutional
neural networks (CNNS) [12], and temporal convolutional
networks (TCNs) [13]. From a survey perspective, [14], [15],
[16] elaborated on the utilization of deep learning for time
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series data prediction and delineated the evolution of deep
learning (DL) models in time series forecasting. DL models
have been successfully applied in various domains, including
speech recognition [17], audio recognition [18], and machine
translation [19]. However, there are still gaps in the existing
research within the futures market, which is an important
component of the financial and economic fields. Challenges
related to lag and uncertainty present significant obstacles to
accurate prediction and effective decision-making. This lag
and uncertainty are primarily attributed to unknown external
factors and the non-rational behavior of market participants.
Lag and uncertainty are impossible to eliminate, as themarket
often experiences events, such as black swans. These events
are uncertain before they occur; however, once they occur,

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 17431

https://orcid.org/0009-0003-3268-2114
https://orcid.org/0000-0003-4868-7932


Y. Chen, X. Yuan: Inclusion of the Volume-Price-Product Factor for the Trend Forecasting

they have a strong and transient impact on the trend changes.
This inevitably leads to a lag and uncertainty in predictions,
which is inherently unavoidable. Therefore, establishing a
model should reduce the impact of the lag and uncertainty.
This can be measured using practical indicators such as the
most direct one, that is, the annualized return rate.

Our objective is to create universal and practical
decision-making tools that can offer clear market signals,
such as buying or selling signals, to support investors or
decision-makers in making informed decisions. The research
outcomes should be validated through empirical studies and
testing in real economic environments to ensure practical fea-
sibility and applicability. By achieving these goals, this study
aims to furnish the finance and economics sectors with more
potent and reliable predictive tools, ultimately enhancing the
ability of investors or decision-makers to comprehend market
trends accurately. The primary objectives of this study are as
follows:

• Explore effective models for predicting futures-type time
series data.

• Provide theoretical explanations to elucidate the suit-
ability and reliability for futures-type time series data
forecasting.

The major contributions of this paper are summarized as
follows:

• Proposing the application of VC dimension and error
function and clarifying the generalization ability of
SMA.

• Providing theoretical guidance for achieving better pre-
dictive performance.

• Proposing volume-price-product moving average
(VPPMA), comparing it with SMA and DL, and
explaining why the VPPMA achieves good prediction
performance.

The remainder of this paper is organized as follows.
Section II provides an overview of the current state of
research on time series data in financial and economic
domains. Section III utilizes a deep learning model of
Long Short-Term Memory (LSTM) to predict future trends.
In Section IV, the VPPMA model is proposed and used for
trend forecasting. SectionV presents a comparison and analy-
sis of the results obtained in Sections III and IV, respectively.
Finally, Section VI provides a summary of the study and
outlines future work.

II. OVERVIEW OF THE ACHIEVEMENTS IN THE
FINANCIAL AND ECONOMIC DOMAINS OF TIME SERIES
DATA
Time series data, through the analysis of its inherent charac-
teristics, can predict future trends and hold significant value
in financial and economic domains, such as financial market
forecasting and stock market analysis. Jiang [1] integrated
market information and trading features using a knowledge
graph, fused multiple features with candlestick indicators and
employed a bidirectional long short-term memory (LSTM)

network for stock price trend prediction. However, specific
profit outcomes were not provided. The daily trading volume
and transaction count of the Internet financial market were
used in a deep neural network-based prediction model for
hierarchical time series learning but without actual trading
results [2].
Reference [11] showed that LSTM and biLSTM mod-

els demonstrate higher accuracy in addressing time series
prediction than regression-based modeling approaches. Ref-
erences [12] and [13] clarified that a combination of different
deep learning architectures can enhance the predictive capa-
bilities. However, whether it is an application in fields such
as electricity and traffic [3], [4], [5], [6], [7], [8], [9] or appli-
cations in areas such as speech and machine translation [17],
[18], [19], the former exhibits statistical regularities, and the
latter adheres to grammatical rules. In contrast, futures time
series data can be considered as the resonance of different
individuals’ psychology and behavior, and human nature,
being the most complex, is challenging to define with rules.

Researchers have attempted to utilize deep learning algo-
rithms in the futures and stock prediction markets, such
as Catalin [20], who employed two traditional deep learn-
ing architectures, LSTM and TCN, to construct prediction
models. Catalin proposed a threshold-based trading strategy
and compared the profitability of the two models. However,
it focuses solely on the gain andwinning rates of the twomod-
els for various stocks, and the returns are below 20%. Another
study by Kim and Kim [21] combined LSTM and CNN net-
work models and presented stock prediction models based on
time series and images. The combined model outperformed
the individual models in terms of prediction performance.
However, it affirmed the superior performance of the feature
fusion LSTM-CNNmodel over individual models but did not
specify gain figures.

Zhou et al. [22] introduced a two-stage end-to-end pre-
diction model that combines empirical mode decomposition
(EMD) and factorization machine (FM) neural network
technology to handle nonstationary time series data. Zhou
presented an annualized return level with achievable rates,
factoring in transaction costs ranging from 11% to 14%. Jiang
and Chen [1] utilized Bi-LSTM in conjunction with financial
knowledge graphs and zigzag technology [23] to improve
the accuracy of stock price prediction. However, it did not
quantify potential profits, and methods such as zigzag, based
on anticipating future market changes, could not ensure that
actual future returns would be as favorable as currently
adjusted. Articles [24], [25], [26], [27] aimed to reduce the
prediction lag by forecasting inflection points to enhance the
accuracy, reflecting a research direction. However, these stud-
ies primarily compared new and old methods, highlighting
the enhanced accuracy of the new approach. Nonetheless,
they lack indicators that reflect practical outcomes such as
annualized returns.

It is worth noting that moving average theory is commonly
employed by investors for trend forecasting using stocks or
futures time series data. Neural networks and DL models
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utilize a parameter optimization approach, specifically by
minimizing cumulative historical errors, to predict the output
value at the next moment, whereas SMA models primarily
concentrate on trend prediction. Therefore, the moving aver-
age model may be a good choice. Inspired by Li’s moving
average theory [28] and Wang’s research [29], this study
introduces a novel volume-price-product moving average
(VPPMA) model. Furthermore, the feasibility and general-
ization ability of this model is discussed from the perspective
of machine learning, utilizing statistical learning theory [30].
The experimental findings confirm that the VPPMA model
better satisfies the objective of maximizing profitability for
trend prediction using stocks or futures time series data. The
results for stocks or futures time series data applications
surpass those of their peers, achieving an annualized return
rate higher than that of Warren Buffett [31].
Section III presents and validates the experimental results

using DL models to forecast stocks or futures time series
data. This performance is unreliable because of the inherent
uncertainty of the stocks or futures time series data. For
example, it is impossible to determine with certainty whether
the eleventh day will rise based solely on the daily increases
in the preceding ten days.

III. FUTURES TREND PREDICTION USING LSTM
In this study, an LSTMnetwork was selected as the prediction
model. LSTM is a classical recurrent neural network (RNN).
However, when predicting futures time series data, there is the
consistent issue of inaccurate predictions of the next moment
because of the inherent volatility of such data, resulting in a
lag behind the actual trend. The selection of the LSTM net-
work did not impede the discussion on these lagging issues.
To analyze the predictive performance of the DL model and
understand the issue of prediction lag, we chose the fuel
future as the input data for the LSTMnetworks. The data were
sourced from a trading platform named ‘‘Trading Pioneer
FuturesAlgorithmic Trading Software Platform.’’(TPFATSP)
The data covered the period from August 25, 2004, to April
21, 2023, at a daily level, comprising six features: the high-
est price, lowest price, opening price, closing price, trading
volume, and open interest. This dataset was used as the
training set. The LSTM network uses these six indicators as
inputs. The time step was set to 10, indicating that the model
predicted the closing price on the 11th day using data from the
previous ten days. The model employs the ‘‘relu’’ activation
function. The model was constructed using TensorFlow and
the Keras high-level API with a batch size of 30. Figure 1
shows the training results after 100 iterations.

The X-axis of Figure 1 represents the number of datasets
or the length of the time series data, which is 3635 data
points. The Y-axis represents the closing price, where the
blue line represents the actual closing price, and the pink
line represents the predicted closing price. Overall, when we
display 3635 data points from August 25, 2004, to April 21,
2023, spanning nearly 19 years, the predicted values appear
to closely align with the actual values. However, when we

reduced the period to only one month, there was a significant
disparity between the predicted and actual values. This can
be observed through the subsequent predictions of the test
dataset.

The test dataset was derived from Fuel Future, which
covers approximately one month from April 22 to May 26,
2023, whereas the training dataset includes data up to April
21, 2023. The predictive performance of the trained model on
the test set is illustrated in Figure 2.

FIGURE 1. Prediction results of LSTM networks on the training set.

FIGURE 2. Prediction results of LSTM networks on the test set.

Figure 2 reveals a consistent pattern of predictive lag in
which the predicted prices lag one step behind the actual
prices. As illustrated in Figure 2, the blue line consistently
leads to the pink line for one period. This pattern is partic-
ularly prominent under volatile market conditions, rendering
it unreliable for guiding trading decisions. This issue arises
from the DL prediction method, which involves training the
parameters to minimize the value of the loss function and
then using these optimized parameters to predict the value at
the next time step. By contrast, conventional moving average
models are commonly utilized for trend prediction in stocks
and futures.

Time series data commonly exhibit characteristics such
as tendency, periodicity, volatility, stationarity, and sym-
metry [18]. Stocks or futures time series data demonstrate
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heightened volatility and tendencies. Predicting short-term
fluctuations is challenging and cannot be achieved solely by
relying on historical data. When forecasting this type of data,
it is crucial to prioritize trend analysis. Volatility character-
istics can be analyzed using statistical theory, in which the
price is perceived as fluctuating around a central point. The
moving average line provides a visualization of the prices of
an asset over a specific period by connecting the central points
with lines. By analyzing the trend of the moving average,
we can predict short- and long-term trends in future price
movements. Themoving average theory has beenwidely used
in quantitative investment, using techniques called ‘‘golden
cross’’ and ‘‘death cross’’ to predict fluctuations in the mar-
ket. This is because the moving average model effectively
captures the trend characteristics of the time series data.

Several scholars have conducted extensive research on
enhancing their performance. Scholars have diverse focal
points when analyzing time series data on stocks and futures.
These focal points can be summarized in the following three
research directions: First, major emphasis is placed on pre-
dicting price movements by abstracting the rise and fall
of stocks as a binary classification problem. This involves
utilizing machine learning models to minimize the prob-
ability of misclassification. Second, there is a particular
focus on predicting inflection points. Jiang [24] proposed a
method for forecasting inflection points in future data using
the zigzag technology. Additionally, some scholars have
integrated piecewise linear representation (PLR) with BP
neural networks [25], Gaussian process classification [26],
and weighted support vector machines [27] to predict stock
inflection points. Third, there is an emphasis on researching
quantitative investment models, which is distinct from the
methods used to evaluate the model accuracy. This approach
involves simulating historical data to derive optimal param-
eters and subsequently using these parameters to predict
future market trends. The third strategy primarily emphasizes
investment returns, particularly profitability, as the key factor.

In this study, we propose a volume-price integrated mov-
ing average model based on a third research direction. This
model demonstrates superior annualized returns across multi-
ple futures varieties and exhibits a certain level of universality
and applicability.

IV. VPPMA MODEL
The SMA model is briefly reviewed before introducing the
VPPMAmodel. The SMA has evolved as a fundamental tool
in time series analysis, providing a basic yet effective means
of understanding trends and patterns within data. The basic
formula for calculating the SMA is as follows:

SMA =
C1 + C2 + . . .+ CN

N
(1)

where SMA represents the simple moving average value, C1,
C2, . . . , and CN represent the closing prices for the respective
days, and N represents the number of periods or days consid-
ered for the moving average. This formula was improved by

several researchers in subsequent studies. Several improve-
ments have been made to the formula. For example, the
composition of C1, C2. . .CN was adjusted, and the value of
cycle N was modified. However, the most significant break-
through was achieved by Li, who incorporated the trading
volume factor into the equation. Li modified Equation (1) as
follows:

PVMA =

∑n
i Vi
∗ Oi+Ci

2∑n
i Vi

(2)

Equation (2) shows that the average is the mean value
of the opening and closing prices over n days, with the
weight determined by the daily trading volume. Days with
higher trading volumes carry more weight in determining
price, whereas days with lower trading volumes carry less
weight. By incorporating trading volume as a weight, the
model becomes more sensitive in identifying market trends
and more accurate in forecasting market movement.

Wang [29] also emphasizes the significance of trading vol-
ume inmoving averages and acknowledges that relying solely
on trading volume is insufficient. Therefore, it is essential to
conduct a comprehensive analysis that integrates trading vol-
ume and price. Building on the findings of previous studies,
we propose a VPPMA model. The equation for this model is
as follows:

VPPMA =

∑n
i Vi
∗Ci

N
(3)

From the formula, it can be observed that, when compared
to SMA, Vi∗Ci is directly substituted for Ci in SMA, and
when compared to PVMA, both the numerator and denom-
inator are simplified. In the numerator, Ci is directly used
to replace the average Ci and Oi in PVMA, whereas in
the denominator, it is simplified to N . The volume was not
considered a weighting factor in the VPPMA. Vi∗Ci in the
VPPMA expression is referred to as the VPP factor, denoted
as Si, where

Si = V ∗i Ci (4)

We then employ the VPPMA model to construct a trad-
ing model. Automated quantitative trading was successfully
achieved by programming on the TPFATSP. It is a product
of Trading Pioneer Technology Co., Ltd., designed specif-
ically for the Chinese futures market. The TPFATSP is a
robust formula support system that allows users to imple-
ment trading ideas and write trading strategies. It features
a unique trading strategy testing engine for users to conve-
niently test and optimize trading strategies. With a leading
strategy trading system, real-time data, and automated trad-
ing capabilities, automatic trading can be fully realized. The
VPPMA algorithm was implemented on this platform.

Before introducing the VPPMA algorithm, let us consider
a few simple ‘‘criteria’’ for trend prediction using the SMA.

• When the SMA line is sloping upwards, it may indicate
an upward market trend.
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• When the SMA line is sloping downwards, it may indi-
cate a downward market trend.

• When the short-term moving average crosses above the
long-term moving average, typically with the short-term
moving average trending upward through the long-term
moving average. It is considered a buy signal, suggesting
a potential uptrend. It’s called a ‘‘golden cross,’’ sug-
gesting the beginning of an upward trend.

• When the short-term moving average crosses below
the long-term moving average, typically, the short-term
moving average trends downwards through the
long-term moving average. It is considered a sell signal,
indicating a potential downtrend. It’s called a ‘‘death
cross,’’ suggesting the beginning of a downward trend.

They can be expressed using mathematical formulas corre-
sponding to Equations (5)–(6).:

Trend =

{
uptrend if SMA[m] > SMA[n]
downtrend if SMA[m] < SMA[n]

(5)

Trend =

{
uptrend if SMAshort-term > SMAlong-term

downtrend if SMAshort-term < SMAlong-term

(6)

In Formula 5, m and n represent the SMA values for the
same period in the previousm and n days, respectively. Based
on the definition in Equation (5), the default assumption is
that m is less than n. For example, m = 0 denotes the cur-
rent day, and n = 1 represents the previous day (yesterday).
When m = 0, the current day is denoted as an SMA without
SMA[0]. Using the concepts and mathematical models intro-
duced above, we present theVPPMAalgorithm. TheVPPMA
programming is described in Algorithm 1.
The variables VPPMA1, VPPMA2, VPPMA3, VPPMA4,

MA1, and MA2 were calculated from the SMA func-
tion, which is defined in Equation (1). Parameter S in the
function SMA represents the VPP factor, which is defined
in formula (4), and the other parameter , C, refers to the
closing price; both are arrays. Parameters N1, N2, N3, and
N4 represent the number of periods. The parameter Mar-
ketPosition represents the position status. The position was
opened only when it was empty. VPPMA and MA were also
used as arrays. VPPMA[n] represents the VPPMA value for
the previous n days. In the algorithm, VPPMA2[1] signifies
yesterday’s VPPMA2 value, and VPPMA4[1] represents yes-
terday’s VPPMA4 value. The same applies to the SMA. The
core of the algorithm consists of steps 8 to 17, where the
trend is determined by the assessment of the VPPMA and
MA. A bullish trend was observed when the golden cross
was present, whereas a bearish trend was observed when the
dead cross was present. The improvement of Algorithm 1
involves the incorporation of the VPPMA to forecast the trend
of futures time series data.

The relationships between N1, N2, N3, and N4 do not
need to be predetermined; they are automatically optimized
based on the relationships between VPPMA1, VPPMA2,

Algorithm 1 The VPPMA Model for the Trend Forecasting
of Futures Time Series Data
Input: VPPMA periods of N1, N2, N3, N4;
Output: trend forecasting by trading signals;
1: VPPMA1← SMA (S, N1);
2: VPPMA2← SMA (S, N2);
3: VPPMA3← SMA (S, N3);
4: VPPMA4← SMA (S, N4);
5: MA1← SMA (C , 5);
6: MA2← SMA (C , 20);
7: ifMarketPosition = 0 then
8: if VPPMA1 < VPPMA2 and VPPMA3

< VPPMA4 and MA1 <MA2 then
9: Short selling; #downtrend
10: else if VPPMA1 >VPPMA2 and VPPMA3 >

VPPMA4 and MA1 > MA2 then
11: Long buying; #uptrend
12: end if
13: else ifMarketPosition ̸= 0 then
14: if VPPMA1 >VPPMA1[1] and

VPPMA3 >VPPMA3[1] and MA1 >MA2 then
15: Closing short position; #trend

changes upward
16: else if VPPMA2 <VPPMA2[1] and

VPPMA4 <VPPMA4[1] and MA1 <MA2 then
17: Closing long position; #trend

changes downward
18: end if
19: end if

VPPMA3, and VPPMA4. Similarly, the relationships among
VPPMA1, VPPMA2, VPPMA3, and VPPMA4 need not be
predetermined; they can be relationships other than those
specified in the algorithm. When the relationships among
VPPMA1, VPPMA2, VPPMA3, and VPPMA4 changed, the
values ofN1,N2,N3, andN4 also changed. However, different
combinations of relationships among VPPMA1, VPPMA2,
VPPMA3, and VPPMA4 result in different profit levels
for different varieties. The other relationship combination,
compared to the relationships provided by the algorithm,
may demonstrate better profit performance in certain vari-
eties, whereas, in other varieties, the profit performance may
be worse. In summary, there is no single combination of
VPPMA1, VPPMA2, VPPMA3, and VPPMA4 that exhibits
optimal performance across all varieties.
To enhance clarity in illustrating Algorithm1, we have

depicted it in a flowchart, as depicted in Figure 3. The
TPFATSP triggers this program at regular intervals propelled
by time. Consequently, during trading hours, the provided
code undergoes a continuous execution on the platform. The
code is executed not only once, although there is an absence
of a loop.
In future research, we will choose several popular futures

contracts to prioritize maximizing annual returns as the
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FIGURE 3. The flowchart of Algorithm 1.

optimization objective instead of total returns. There were
two reasons for this finding. First, the variation in the listing
durations of different futures makes it difficult to compare
only total returns. The higher ranking of the total returns may
be solely due to the longer listing time. Second, variations in
contract prices among different futures markets also impact
total returns. Similarly, the higher ranking of the total returns
could be due to the higher per-contract price. The annualized
return remains unaffected by these two factors.

To assess the efficacy of Algorithm 1, we deployed
Algorithm 1 on the TPFATSP. Six futures contracts are
selected from this platform for testing. These contracts com-
prise three chemical products (fuel, methanol, and PTA),
two agricultural commodities (cotton and palm oil), and a
black-metal commodity (rebar). The datasets for these six
commodities cover the period from the listing date of each
futures contract to April 21, 2023. Therefore, the dataset for
fuel was identical to the training set used in the LSTM deep
learning method. The datasets for the other five commodities
were new and directly obtained from the TPFATSP. The test
period begins on the listing date of each contract and ends
on April 21, 2023. Each contract is bought in one lot, with
transaction fees calculated at 10 CNY per lot on a single side.
The chosen contracts represent the main continuous contracts
for each commodity, and their trading volumes and closing
prices are derived from the daily K-line. The input range for

variables N1-N4 was set between 10 and 50 with increments
of 10 units for each variable, resulting in 625 combinations
of data. The number 625 is obtained as follows: Because
N1–N4 are set from 10 to 50 in steps of 10, each variable
(N1 to N4) can only take five values: 10, 20, 30, 40, and 50.
The total number of combinations is 5^4= 625. Only the top
and bottom five rankings were provided for each commodity
to conserve space without compromising the clarity of the
problem explanation. The test results are presented in detail
in Tables 1–6 respectively.

TABLE 1. The annualized return of fuel future.

TABLE 2. The annualized return of methanol future.

TABLE 3. The annualized return of PTA future.

Notably, upon analyzing the data in Tables 1 to 6, there
is a significant disparity in the annualized returns between
the highest- and lowest-ranked investments. For example, the
first ranking of methanol exhibits an annualized return of
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TABLE 4. The annualized return of cotton future.

TABLE 5. The annualized return of palm future.

TABLE 6. The annualized return of rebar future.

146.91%, whereas its last rank results in an annualized return
of −23.32%. A horizontal comparison of the six types of
futures commodities shows that rebar, at a rate of 66.94%,
exhibits the weakest performance among the six top-ranked
annualized returns. Correspondingly, Fuel Futures demon-
strate the lowest performance at −36.05% when considering
the bottom-ranked annualized returns for each type. Among
the top-ranked annualized returns, the lowest value is 66.94%.
This annualized return rate of 66.94% is remarkably higher
than the approximately 20% annualized return achieved by
the renowned investorWarren Buffett, as reported online [31].
This exceeded Buffett’s return by approximately 200%,
which is an impressive achievement.

FIGURE 4. Trading profit curve graph of six futures commodities.

Figure 4 presents the profit curves of the six top-ranked
annualized returns for fuel, methanol, PTA, cotton, palm oil,
and rebar.

The horizontal axis in Figure 4 represents the number of
trades, and the vertical axis represents profit. As the listing
dates of the different varieties are different, the number of
trades on the horizontal axis is also different. At the same
time, the unit price of each variety is different; thus, cumu-
lative profit varies. However, regardless of variety, the profit
curves oscillate upward, indicating that the model can capture
trends. There is a question: Although this moving average
model performs well in training with historical data, can it
also be applicable in the future? Does it possess a generaliza-
tion capability?

The performance of model f learned on the training set,
evaluated on the overall distribution, is referred to as the gen-
eralization performance of model f [30]. Is model f learned
from sample dataset D applicable to all the samples in the
overall distribution? If the performance of the learned model
in the overall distribution is consistent with its performance
in the training set, it is referred to as being consistent with the
learning process. In the field of machine learning, statistical
learning theory focuses on evaluating the generalization per-
formance of learningmodels and exploring the consistency of
the learning process. For predictive models, the goal is not to
achieve zero error but to ensure that the predicted results are
consistent with the empirical error, and the smaller the upper
limit of the error, the better. According to statistical theory,
the upper limit of the generalization error is proportional
to the empirical error and VC dimension of the hypothesis
space and inversely proportional to the sample capacity of the
training set, whose formula is as follows:

R(θ) ≤ Remp(θ )+1(
dvc
m

) (7)

where R(θ ) stands for the generalization error, Remp(θ ) repre-
sents the empirical error, 1( dvcm ) and denotes the confidence
range. The confidence range, or confidence interval, provides
a measure of this uncertainty by providing a range of val-
ues within which the true generalization error is likely to
fall. The sample capacity of the training set, denoted by m,
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is dependent on the length of the selected historical data
period. The larger the sample capacity m used for training,
the more it can avoid underfitting caused by insufficient
training data. The formula provides insights into how the
generalization performance of learning models is affected by
factors, including the complexity of the hypothesis space, the
amount of training data available, and the empirical error.
By minimizing empirical error and managing the complexity
of the hypothesis space, we can endeavor to enhance the con-
sistency and generalization capability of our learning models.

The intuitive definition of the VC dimension is that if
there exist m samples that can be separated into all possible
2m dichotomies by the hypothesis space H formed by a set
of functions, then the hypothesis space H is said to be able to
shatter m samples, and the VC dimension of the hypothesis
space is themaximumnumberm of samples that it can shatter.
If, for any m, there always exists a set of samples that can be
shattered by the hypothesis space, then the VC dimension of
the function set is infinite. In other words, the VC dimension
denotes the highest number of points that the hypothesis
space can classify in each possible manner. It plays a crucial
role in determining the complexity of a model and its ability
to fit different training data patterns. A larger VC dimension
indicates a more versatile model that is capable of accom-
modating diverse patterns. However, they may also be more
susceptible to overfitting. Conversely, a smaller VC dimen-
sion implies a more restricted model with reduced flexibility;
however, it often exhibits better generalization capability.

In the moving average model, the closing price is either
above or below the moving average. It is unlikely that the
closing price is exactly equal to the average and can, there-
fore, be categorized as above-average. Thus, the moving
average model can be considered a binary classification
model. Consider the function set of the hypothesis space
H , which is composed of moving averages with different
periods. Then, the hypothesis space H has an infinite VC
dimension because, irrespective of the data points, a moving
average can be calculated based on their close price in any
given period, classifying the data points as either above or
below the average. This function is expressed as an indicator.

I (SMA(C,N ) ≤ C0) =

{
1 SMA(C,N ) ≤ C0

0 SMA(C,N ) > C0
(8)

where C is an array comprising the elements C1, C2, C3,
. . . , and CN . C0 is the closing price of the current day. SMA
and N were consistent with those previously defined. A more
general expression for Equation (8) can be written as:

I (f (x; θ ) = y) =

{
1 f (x; θ ) = y
0 f (x; θ ) ̸= y

(9)

where f represents the learning model, and θ is the set of
parameters.

The principle of empirical risk minimization aims to
reduce the empirical error, whereas that of structural risk
minimization aims to reduce the generalization error. The VC

dimension of the hypothesis space defined by the classifi-
cation function based on Equations (8) and (9) was infinite.
An infinite VC dimension indicates that the hypothesis space
can fit any dataset flexibly and accurately. The moving aver-
age line, which is a smooth curve formed by connecting
average prices, consists of straight line segments. Line seg-
ments can be viewed as univariate functions that are defined
at specified intervals. The univariate function is the simplest.
Therefore, the function space formed by the moving average
line can be decomposed into a hypothesis space composed
of a series of univariate functions. The complexity of the
hypothesis space formed by univariate functions was the
lowest. Therefore, the structural risk of the functional space
defined on this basis was minimal. Therefore, to reduce the
upper bound of the error, it is necessary to reduce the first term
of Equation (7), which is the empirical risk. If the empirical
error is minimized, then the upper bound of the error in
Equation (7) decreases.
The formula for calculating the empirical risk, Remp(θ ),

is presented below:

Remp(θ ) =
1
m

m∑
i=1

L(f (xi; θ)− yi) (10)

where L(f (xi; θ ) − yi) is the loss function. The loss function
plays a crucial role in the training of machine-learning mod-
els. The main purpose is to evaluate the performance of the
model by measuring the degree of mismatch between the pre-
dicted and actual outputs of the training data. Different types
of loss functions can be used depending on the nature of the
problem being solved. The loss function was redefined as the
loss function for binary classification problems, and its value
was determined based on the correctness of the classification.
When the classification is correct, the loss function value is
assigned a value of zero; otherwise, it is set to one. Based
on this definition, the loss function in the summation term of
Equation (10) can be expressed as follows:

L(f (xi; θ )− yi) =

{
0 f (xi; θ ) = yi
1 f (xi; θ ) ̸= yi

(11)

where f (x; θ ) = y represents the correct classification and
f (x; θ ) ̸= y represents incorrect classification. Accordingly,
the loss function acts as an indicator, and Equation (11)
resembles Equation (9): As previously mentioned, any mov-
ing average line can effectively classify data points as above
or below the average. Therefore, according to Equation (11),
leading to a loss function value of zero for each data point.
Consequently, the empirical error Remp(θ ) was equal to zero.
In this case, R(θ) ≤ 1( dvcm ) indicates a small generaliza-
tion error and strong generalization ability. Algorithm 1
was developed based on the moving average model. The
algorithm compares pairs of moving averages (including
VPPMA and SMA) for different periods to determine the
opening and closing conditions. The compared two moving
averages in algorithm 1, One of the moving averages is
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considered as a classification average, while the other mov-
ing average is seen as individual discrete data points. The
Golden Cross and Death Cross of the two moving averages
represent the relative positions of points on one moving
average compared to the other (above or below the moving
average). This constitutes a binary classification task. Hence,
Algorithm 1 adheres to the application conditions outlined in
Equations (8)–(11), which results in a small generalization
error, thereby ensuring that the model can generalize its
predictions.

V. COMPARATIVE ANALYSIS OF THE PERFORMANCES
OF DIFFERENT MODELS
The two metrics commonly used in regression analysis to
evaluate the performance and accuracy of predictive models
are the mean squared error (MSE) and R-squared value. The
MSE measures the average squared difference between the
predicted and observed values in a model, providing a quanti-
tative assessment of themodel’s fit to the data. A smallerMSE
suggests a reduced discrepancy between the actual and pre-
dicted values, indicating a stronger predictive performance
of the model. The R-squared value, also referred to as the
coefficient of determination, is a statistical measure used
to evaluate the goodness-of-fit of a regression model. This
indicates the extent to which the values predicted by the
model were aligned with the observed data. The R-squared
value ranges from 0 to 1, with a value of 1 indicating a perfect
fit, indicating that the model explains all variability in the
data. Conversely, a value of zero suggests that the model
fails to capture any variability and serves as the baseline
for the model prediction performance. Negative R-squared
values indicate poor model performance, which is generally
deemed unacceptable. Subsequently, the mean squared error
and R-squared values were calculated using the following
formulae:

MSE =
1
m

m∑
i=1

(yi − f (xi))2 (12)

R2 = 1−
SSres
SStot

(13)

where in Equation (13), SSres denotes the sum of the squared
residuals, and SStot represents the total sum of squares. The
calculations for SSres and SStot are as follows:

SSres =
m∑
i=1

(yi − f (xi))2 (14)

SStot =
m∑
i=1

(yi − ȳ)2 (15)

where ȳ is defined as follows:

ȳ =
1
m

m∑
i=1

yi (16)

In Equations (12), (14), and (15), yi represents the
actual value, and f (xi) represents the predicted value. Based

on the experimental data in Section III, we calculate the
mean squared error (MSE) and coefficient of determination
R-squared value for fuel futures under the same experimen-
tal conditions. The calculation methods for the MSE and
R-squared values were as follows:

MSE = 0.00013;

R2 = 0.20.

MSE and coefficient of determination (R2) were obtained
from a series of experiments. The experimental results were
derived by averaging the outcomes of the three trials. The
experimental results suggest that although the mean squared
error is relatively small, indicating a reasonably accurate level
of prediction, the performance of the model is unsatisfactory
and unacceptable because the coefficient of determination
is approximately 0.2, indicating weak or no fitting. This
indicates that the deep learning model may not be suit-
able for forecasting future series of data. Importantly, high
accuracy alone or a small MSE alone does not guarantee a
good predictive performance. Even with a smaller MSE, the
model may be unreliable if the coefficient of determination is
approximately 0.2. Hence, it is essential to consider both the
coefficient of determination and mean squared error (MSE)
simultaneously rather than solely focusing on achieving a
small MSE or high accuracy.

What is the performance of the proposed VPPMA model?
We do not calculate the MSE of the VPPMA model here
because we treat the moving average model as a binary
classification problem. We also did not use evaluation met-
rics for binary classification problems, such as precision and
recall rate, because, in the preceding discussion, the moving
averages correctly classified the data based on our definition.
Instead, we focus on the accuracy of trend prediction, which is
demonstrated by the accuracy of the trades executed based on
this trend. Therefore, we selected trade accuracy as the evalu-
ation metric for the moving average model. The profitability
ratio is defined as the number of profitable trades divided by
the total number of trades, as shown in Equation (17).

P =
TP

TP+ FP
(17)

Equation (17) is similar to the calculation formula
for the precision index; however, its meaning is distinct.
In Equation (17), TP denotes the number of profitable trades,
FP denotes the number of loss trades, and TP+FP denotes
the total number of trades. The R-squared value was calcu-
lated using data obtained from the trade data in the moving
average model. It should be noted that these data differ from
those used in the DL model to calculate the R-squared value.
Utilizing the aforementioned definitions, we can calculate the
trade accuracy andR-squared value of theVPPMA. Likewise,
the six commodity futures markets were individually tested
under the same experimental conditions as in Section IV. The
experimental results for the profitability ratio and R-squared
value for the six commodity futures markets are presented
in Tables 7 and 12, respectively. Similarly, the tables only
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TABLE 7. Fuel performance using VPPMA model.

TABLE 8. Methanol performance using VPPMA model.

TABLE 9. PTA performance using VPPMA model.

display the rankings for the first five positions and last five
positions, which are consistent with the rankings observed in
Tables 1–6. Because the table cannot display many columns
of information, we omit the values of the parameters N1, N2,
N3, and N4 in Tables 7–12, which are identical to those in
Tables 1–6.

Upon analyzing the data from Tables 7 to 12, it is evident
that the majority of the accuracy rates range from 40% to
50%, with methanol being one of the few varieties showing
a profitability ratio between 50% and 60%. When observing
the R-squared value column, it is evident that all R-squared
values surpass those of the deep learning model. This phe-
nomenon is observed not only for the top five rankings
but also for the bottom five rankings. Among the top five
rankings of the six futures varieties, the lowest R-squared

TABLE 10. Cotton performance using VPPMA model.

TABLE 11. Palm performance using VPPMA model.

TABLE 12. Rebar performance using VPPMA model.

value achieved was 0.64, and the palm variety and remaining
R-squared values were all above 0.7. It can be observed that
there is a consistent pattern in which the R-squared values
of the bottom five ranked varieties are lower than those of the
top five. A similar pattern was observed for the accuracy rate,
except for PTA. Combining the two metrics of the profitabil-
ity ratio and R-squared value, we can conclude that higher
accuracy rates and larger R-squared values are correlated
with higher overall profit capabilities. This also indicates the
significance of the accuracy rate and R-squared values as
crucial factors that influence the overall profit level of the
algorithm. It is important to note that higher R-squared values
do not necessarily guarantee higher profitability because they
are related to the accuracy rate. Similarly, higher accuracy
rates do not necessarily ensure higher profitability as they
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may be accompanied by smaller R-squared values. In specific
cases, if the profitability ratio and R-squared value are both
zero, it signifies the absence of transactions.

In general, the VPPMA model proposed in this study
showed an accuracy rate ranging from 40% to 60% for the top
five ranked varieties. Moreover, the VPPMAmodel exhibited
notable superiority over the deep learning model in terms of
R-squared values. This observation indicates that theVPPMA
model is better suited for analyzing time series data of futures
and stocks than the deep learning model.

How can the performance of the VPPMA be compared to
that of the SMA? Is the VPPMA superior in performance?
A performance comparison between the VPPMA and SMA
models must be conducted under identical experimental con-
ditions, including the same platform, data, time, commission
setting, and transaction volume for each lot. The only dif-
ference is that the SMA model does not incorporate the
volume price factor. The SMA model can be obtained by
replacing parameter S with C in the SMA function from
steps 1 to 4 in Algorithm 1 while maintaining all other codes
unchanged. The experimental results obtained by the SMA
model are presented in Tables 13 to 18, which show the met-
rics of annualized return, profitability ratio, and R-squared
value.

TABLE 13. Fuel performance using SMA model.

TABLE 14. Methanol performance using SMA model.

We compared the VPPMA and SMA models by evaluat-
ing the metrics of annualized return, profitability ratio, and
R-squared value, the values of which can be retrieved from
Tables 1–18. Line charts were used to provide a thorough

TABLE 15. PTA performance using SMA model.

TABLE 16. Cotton performance using SMA model.

TABLE 17. Palm performance using SMA model.

TABLE 18. Rebar performance using SMA model.

and lucid comparison of the forecasting performances of the
VPPMA and SMAmodels. These charts effectively illustrate
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FIGURE 5. Performance of fuel futures in VPPMA and SMA models.

FIGURE 6. Performance of methanol futures in VPPMA and SMA models.

the comparison of the predictive performances of VPPMA
and SMA, as shown in Figures 5-10.
Figures 5–10 show that VPPMA consistently outperforms

SMA in terms of annualized return indicators from the top
five rankings to the bottom five rankings across all varieties.
The profitability ratio and R-squared value do not provide
a clear indication of which model–VPPMA or SMA–is
superior. Regarding the performance of the SMA model,
although its profitability ratio does not significantly decrease

FIGURE 7. Performance of PTA futures in VPPMA and SMA models.

FIGURE 8. Performance of cotton futures in VPPMA and SMA models.

among the bottom five rankings, the annualized return has
already become negative. Similarly, when the annualized
return became negative, the R-squared value of the SMA
model among the bottom five rankings did not decrease sig-
nificantly. These findings suggest a weak correlation between
the profitability ratio and the R-squared value metrics and
annualized return metric in the SMA model. By contrast,
VPPMA captures the impact of the profitability ratio and
R-squared value on annualized returns. The introduction
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FIGURE 9. Performance of palm futures in VPPMA and SMA models.

FIGURE 10. Performance of rebar futures in VPPMA and SMA models.

of the VPPMA model with the volume-price product fac-
tor enhances the accuracy and regularity of evaluating time
series data of futures and has a better annualized return
performance.

The VPPMA model demonstrates superior performance,
and we attempt to elucidate its effectiveness in Section IV.
In the absence of the VPP factor, according to the definition
of the loss function in Equation (11), the value is always zero.

Consequently, each period of the moving average yields a
loss function value of zero. However, in cases where multiple
moving averages are used for trend prediction, the same data
point can be classified as above certain moving averages
or below certain other moving averages. Consequently, the
overall loss function value for the combined moving average
is not always zero. Algorithm 1 then transforms into selecting
a combination of four SMA periods to minimize the overall
loss function value, that is, to maximize the annualized return.
Upon introducing the VPP factor, there is a higher likelihood
that the respective loss functions of the VPPMA and SMA
will not be equal to zero simultaneously. This discrepancy
can be attributed to the asynchrony between the VPPMA and
SMA, leading to amplified divergence. Consequently, there
is a higher probability that the overall loss function is non-
zero. Ultimately, the inclusion of the VPP factor enhances the
discriminability of the moving average model. The process of
determining the optimal parameters in Algorithm 1, whether
using VPPMA or SMA, can be understood as the process of
minimizing the overall loss function. Minimizing the overall
loss function indicates an improved classification ability that
can promptly generate bullish and bearish crossovers, thereby
enabling a timely trend prediction.

According to the proposed theory, a single moving average
(SMA) can consistently and accurately classify points at
any price. Thus, irrespective of the SMA period, the corre-
sponding classification loss function remains at zero. This
implies that, for any SMA period, the returns are identical.
Can our model adapt to this extreme scenario? The answer
is yes because there is no opening position when there is
only one line. When not trading, profit remains constant at
zero, and the loss function is zero. Having a loss function
of zero is easily explained because doing nothing ensures
that there are no mistakes. However, once the conditions for
opening a position, such as MA1 > MA2 or VPPMA1 >

VPPMA2, are satisfied, indicating the presence of at least two
lines, the loss function no longer consistently equals zero.
At this point, the returns vary owing to the different SMA
periods, illustrating the impact of distinct moving averages on
returns.

Let us now discuss another scenario: Are more moving
averages better? We consider an extreme case assuming an
infinite number of moving averages. We hypothesized that
an infinite number of SMA lines would exist. In this case,
if the condition is set as ‘‘MA1 > MA2, MA1 > MA3, . . . ’’
continuing indefinitely, it is equivalent to the condition ‘‘MA1
> Max(MA2, MA3, . . . )’’ and essentially boils down to com-
paring only the two lines. Therefore, increasing the number
of SMA lines does not necessarily improve the performance.
Second, even if we pair an infinite number of SMA lines for
comparison, such as ‘‘MA1 > MA2, MA3 > MA4, MA5 >

MA6, . . . ,’’ it is equivalent to only the pair of SMAs with the
minimum loss function value being effective. Furthermore,
considering the condition ‘‘MA1 > MA2 > MA3 > . . . ,’’ it
can be transformed into MA1 >MA2, MA2 >MA3,. . . , so it
becomes the second condition.
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FIGURE 11. The comparison of the top 5 rankings between 7 SMAs
and 6 SMAs.

In summary, higher moving averages did not necessarily
yield better results. We conducted experiments using six and
seven moving averages, with input parameters ranging from
N1 to N6 and N1 to N7, respectively. Figure 11 shows the
annualized returns for the top five performers. Surprisingly,
the first-ranked performer was a combination of six VPP-
MAs, surpassing seven VPPMAs. This demonstrates that
increasing the number of moving averages does not neces-
sarily lead to an increase in the returns. Compared to the four
moving averages provided by Algorithm 1, using six or seven
moving averages resulted in higher annualized returns. This is
because the opening conditions for the four moving averages
inAlgorithm 1 (as the conditions for SMA remain unchanged,
only the conditions for VPPMA are provided) are subsets of
those with six or seven VPPMAs. The opening and closing
conditions are presented in Table 19.

TABLE 19. Open and close conditions for 4, 6, and 7 VPPMAs.

According to our proposed perspective, combinations of
six or seven moving averages are more numerous than
combinations of four moving averages, thereby increasing

the likelihood of achieving a smaller loss function. Conse-
quently, they outperform the four moving averages. Although
the closing conditions for the six and seven moving aver-
ages are identical, the opening conditions differ, which is
expressed in black font in Table 19. The opening conditions
are not mutually inclusive. Incidentally, the combination of
six moving averages has a smaller loss function than the
combination of seven moving averages, resulting in supe-
rior performance of the six moving averages over the seven
moving averages. The experimental results agree with the
theoretical description, and there is no contradiction between
them. (In this experiment, apart from the varying number
of moving averages, leading to different combinations for
opening and closing positions, all other conditions remain the
same).

VI. CONCLUSION AND OUTLOOK
This study explores the prediction of time series data for
stocks or futures using two approaches: a deep learningmodel
and a moving average model. The article emphasizes that
relying solely on the accuracy, the commonly used compara-
tive indicator of the deep learning model does not guarantee
profitability. Additionally, an analysis of the R-squared value
shows that the moving average model is more suitable than
the deep learning model for predicting stocks or futures data.
The commonly used SMA model considers only the price
factors. However, trading volume is also an important feature
of the time series data. It was found that considering volume
alone is insufficient and that the average price line is a funda-
mental component for predicting such time series data. This
study advocates the VPPMA model, which introduces the
volume-price product factor into the moving average model.
The generalization capability of the moving average model
was demonstrated. In conclusion, this study compared the
performance of the VPPMA and deep learningmodels as well
as that of the VPPMA and SMA models in predicting futures
time series data.

However, further investigation and exploration are required
in some areas. In the next step, we focused on two aspects.
First, we redefine the loss function of the DL model
to enhance its suitability for handling time series data
related to stocks or futures. By redefining the loss func-
tion, the DL model can optimize the training process and
improve its ability to capture unique characteristics and pat-
terns of financial time series data. Second, we continue
to explore the factors or features that influence stocks or
futures time series data to enhance the model’s return rate.
For the moving average model, the value of the overall
loss function was directly computed for multiple moving
average models. Typically, when working with financial
data, the goal is to maximize annualized returns. Using
the loss function value as an optimization metric enables
us to examine its influence on annualized returns. This
offers a fresh outlook for enhancing the trend predic-
tion in futures time series data using the moving average
model.
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