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ABSTRACT Hand-drawn diagrams have been a standard visual communication tool in many disciplines,
including architectural design, engineering, and education. The inherent diversity and absence of
standardized formats of hand-drawn diagrams make it difficult to recognize them. As a result, there is
an increasing need for efficient strategies and approaches for correctly identifying and interpreting hand-
drawn diagrams. This research study comprehensively reviews hand-drawn diagram recognition (HDDR)
techniques, emphasizing their importance and usefulness in numerous sectors. For the past ten years,
articles from the Scopus database on HDDR have been extracted and reviewed. The study explores the
approaches, steps, and benchmark datasets available to recognize hand-drawn diagrams. An attempt is
made to get insights into the most recent state-of-the-art methodologies, their limits, and potential future
advancement directions. This paper also suggests probable solutions to overcome the limitations and develop
new techniques for efficiently and robustly recognizing hand-drawn diagrams.

INDEX TERMS Computer vision, deep learning, hand-drawn diagram recognition, machine learning,
sketches.

I. INTRODUCTION
From the ancient human era to the recent technologically
advanced humans, hand-drawn diagrams and sketches have
been the primary means of efficient communication. These
diagrams frequently represent intricate ideas, thoughts,
and designs, simply and understandably. The hand-drawn
diagrams rose from petroglyphs and historical documents
to health care, education, business, and recently human-
computer interaction, as shown in FIGURE 1.

From the FIGURE 1, it is clear that hand-drawn diagrams
have applications in almost every sector. In the healthcare
industry, doctors can diagnose Parkinson’s disease with the
help of spirals or waves drawn by patients. Graphologists
use the Wartegg test to determine and deduct anxieties
and wishes, emotional states, ambitions, interpersonal
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interactions, and personal choices. Online tactile maps
contain unnecessary information about streets. In contrast,
hand-drawn maps have only the necessary details between
the source and destination, which is easier for a low vision
person to understand and follow. Hence, digitization of such
diagrams will automate the detection of Parkinson’s disease,
determine the mental capability of a person, and help low
vision people to walk on streets independently.

Digitization of handwritten diagrams or sketches involved
in education, especially distance education, business, and
human-computer interaction, will help in the technological
advancements of countries. Also, the drawings engaged in
criminal investigation and planning of the field operations in
the military will speed up the protection of the country from
enemies.

Numerous traces of visual communication may still be
seen in cave paintings and images, frequently used as com-
parisons when examining the rise of human development [1].
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FIGURE 1. Examples and applications of hand-drawn diagrams.

Also, similar petroglyphs are present in different continents
as people migrate widely. Hence, if digitized versions of such
petroglyphs are available on the cloud, it will be helpful for
the archaeologist to understand them efficiently and in less
time. Similarly, digitizing handwritten historical documents
will save history for generations to come.

The obvious question that comes up is why write by hand
and then digitize the contents; the answer to it is handwriting
provides good logical benefits [2]. Writing by hand increases
the ability to focus on what is written. It improves memory,
information organization, and prioritizing skills. Understand-
ing and processing of information is also enhanced through
handwriting. The solution to the conceptual question is better
for students who write notes by hand than for students who
type letters [3].

A. MOTIVATION AND CONTRIBUTION
Themotivation behind thismanuscript is the need for a review
paper on hand-drawn diagram recognition (HDDR). HDDR
has many applications, as shown in FIGURE 1, which means
many things to be explored and worked on. To work on
any HDDR project, a researcher needs information about the
approaches that can be used for HDDR, gaps in recent work,
benchmark datasets available, challenges, etc. However, the

unavailability of such details below one roof motivated us to
write this manuscript. The paper’s organization is shown in
FIGURE 2.

The contributions of this manuscript include
1) Exploration of various applications of HDDR.
2) Detailed overview of approaches and steps used in

those approaches for HDDR.
3) Discussion about the benchmark datasets available and

results achieved on those datasets so far.
4) Identification of the challenges and future research

directions.
5) Suggesting solutions for the challenges.

II. METHODOLOGY
Before conducting the review, it is necessary to define the
significance of thework and formulate the research questions.
Once the questions are prepared, the next step is to query
the relevant articles from the Scopus database. To avoid
ambiguity, only one database is used for article selection.

A. SIGNIFICANCE AND GOALS
Though handwriting and hand-drawn diagrams have various
advantages, hand-drawn diagram recognition (HDDR) is
challenging for computers [4]. Complexities in the chart,
such as the inclusion of text into symbols, the flexibility
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FIGURE 2. Formation of the sections of this paper.

of grammar, symbol extension in any direction, the higher
scope of a diagram, etc., make the HDDR difficult. In 1996,
Blostein [5] specified six stages for HDDR: pre-processing,
segmentation, recognition, spatial relation identification,
logical relation identification, and semantic interpretation.
There have been efforts to digitize and recognize the
essential hand-drawn diagrams in many fields for further
modification and analysis using these stages. Research
on hand-drawn diagram recognition systems was ongoing,
and several strategies were implemented to overcome this
difficult challenge.

This research aims to identify the applications where
HDDR can be applicable, to find out the gaps in the
work done on HDDR, and to determine the approaches and
techniques used for HDDR. Most importantly, it determines
the challenges faced and defines future research directions
to be worked on. These goals are formulated into research
questions as shown in TABLE 1.

B. RESEARCH APPROACH
The search focuses on the fundamental ideas pertinent to
this overview’s purpose. Thousands of articles are available

TABLE 1. Research questions defined for the work.

on handwriting recognition, but this manuscript focuses on
recognizing hand-drawn diagrams or sketches. Hence the
query used on Scopus database for the search is: ( TITLE
( ‘‘hand-draw*’’ OR ‘‘hand draw*’’ OR ‘‘handdraw*’’ OR
‘‘hand-sket*’’ OR ‘‘hand sket*’’ OR ‘‘handsket*’’ ) AND
TITLE ( ‘‘recogni*’’ ) ) AND PUBYEAR > 2012 AND
PUBYEAR < 2024 AND ( LIMIT-TO ( LANGUAGE,
‘‘English’’ ) ).

The focus was on the work done for HDDR in the last
ten years. The query yielded 50 articles, so the review is
based on those articles for answering the research questions.
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FIGURE 3. Year-wise distribution of the selected articles.

FIGURE 4. Keywords associated with the selected articles.

The year-wise count of the published articles over the
previous ten years is depicted in FIGURE 3. From the figure,
an increase in the number of articles in recent years can be
observed.

Keywords are the most important aspect to find the
relevance of the articles. Indexed keywords of the selected
papers are shown in FIGURE 4. The size of the keyword
indicates its co-occurrence. The co-occurrence analysis of the
keywords will help answer RQ1, i.e., finding the different
approaches and applications of the HDDR.

The articles were synthesized to answer research ques-
tions 2, 3, and 4. The synthesis results are discussed briefly
in the following sections, followed by the probable solutions.

III. APPROACHES FOR HDDR
Work on HDDR systems was ongoing, and several strategies
were implemented to overcome this difficult challenge. The
first step of the review process was to find out the various
approaches used for HDDR. The techniques are shown in
FIGURE 5. The figure shows the advancement in themethods
from template matching, graph theory, and segmentation to
machine learning and deep learning. The overview of such

FIGURE 5. Approaches used for HDDR in the reviewed articles.

techniques for recognizing hand-drawn diagrams, along with
the referenced articles, are discussed in this section.

1) Image Processing Techniques:Hand-drawn diagrams
have been recognized using conventional image pro-
cessing techniques like edge detection, contour anal-
ysis, and region segmentation [6]. Due to differences
in stroke thickness and quality, these techniques may
not be as effective for complex drawings as for simple
symbols and diagrams.

2) Template Matching: To identify the best match, tem-
plate matching entails comparing hand-drawn symbols
with predetermined templates [7]. While this method
can successfully handle straightforward diagrams,
it has limitations when dealing with more intricate and
abstract graphics.

3) Graph Theory-based Approaches: Graph theory is
sometimes used to represent hand-drawn graphics as
graphs. The graph’s nodes represent the diagram’s
elements, while the edges show their connections.
Recognition entails comparing the sketched diagram’s
subdivisions to predetermined templates [8], [9].

4) Machine Learning: Support vector machines (SVMs)
and k-nearest neighbors (kNN) are examples of
machine learning methods with supervision that may
be trained to perform classification tasks in HDDR [1],
[10], [11], [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21], [22], [23].

5) Deep Learning: Since the invention of deep learning,
several methods have been used to recognize hand-
drawn diagrams [7], [11], [13], [19], [24], [25], [26],
[27], [28], [29], [30], [31], [32], [33], [34], [35], [36],
[37], [38], [39], [40], [41], [42], [43].
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a) Convolutional Neural Networks (CNNs): In
recognizing hand-drawn symbols and diagrams,
CNNs have demonstrated encouraging results.
CNNs may learn to recognize intricate patterns
and structures by receiving training on huge
datasets of labeled diagrams.

b) Recurrent Neural Networks (RNNs) and Long
Short-Term Memory (LSTM) Networks: For
jobs requiring sequence recognition, such as
figuring out the sequence in which a diagram’s
strokes were drawn, RNNs and LSTMs are
employed.

c) Graph Neural Networks (GNNs): GNNs can
efficiently use structural information since they
can operate directly on network illustrations of
diagrams.

6) Combination of Object Detection and Semantic
Segmentation: Some current methods label the pixels
that belong to the different elements in the diagram
using semantic segmentation and object detection to
recognize the specific components in the diagram.
The combination enables more precise recognition of
intricate diagrams [10], [27], [35], [39], [44].

7) Hybrid Approaches: To produce hybrid recognition
systems, some solutions integrate artificial intelligence
algorithms with methods for image processing [38],
[40].

IV. STEPS OF HDDR SYSTEM
The steps of the HDDR system are shown in FIGURE 6.
Initially, input is provided to the system. The information can
be a diagram captured through a scanner if drawn through
pen on paper (offline mode), or a direct image (online mode)
is provided if drawn through a stylus or mouse.

Sometimes, the whole document is given as input in such a
case diagram needs to be identified from the document. The
next step is to capture the diagram from the document given
as input. Various methods have been proposed to separate
the diagram from the paper, known as mode detection or
text/non-text classification methods. The mode detection
method determines whether a user produces handwritten text,
equation, or symbol. The captured diagram undergoes various
steps of HDDR, such as pre-processing, segmentation,
feature extraction, classification, and recognition. The output
of the HDDR system is the diagram converted to digital form.
This section explores the methods used in various steps of the
HDDR system.

A. PRE-PROCESSING METHODS
Numerous computer vision and image analysis work needs
the use of pre-processing methods. These are applied to
improve image quality, eliminate noise, and prepare the
data for further analysis. The following are pre-processing
methods used in HDDR systems.

1) Resizing: An image can be easier to manage and
computationally less difficult by being resized. It can
also aid in uniformizing the image size for deep
learning algorithms [13], [14], [25], [40].

2) Normalization: When pixel values are scaled to a
standard range, such as [0, 1] or [-1, 1], it is possible to
make sure that the illumination levels of various images
are comparable [1], [9], [21], [24], [43].

3) Grayscale conversion: Grayscale conversion of an
image can streamline processing while preserving
crucial structural data. It is frequently employed when
color data is not necessary.

4) Noise Reduction:With the help of the Gaussian filter,
high-frequency noise is reduced, and it also smoothens
the image [6]. Salt-and-pepper noise can be eliminated
by substituting the value of every pixel with the
average value in its neighborhood. More sophisticated
denoising methods, such as the Non-Local Means
(NLM) filter or wavelet denoising, can also reduce
noise [23].

5) Image Binarization: Sets a threshold to divide a
picture into binary areas. It is frequently used in the
task of segmenting images [1], [14], [20], [22], [23],
[25], [30], [43], [45], [46].

6) DataAugmentation:The robustness of the predictions
can be increased by supplementing the input data for
training using modifications of hand-drawn diagrams,
such as various styles, layouts, and amounts of
noise [31], [36], [41].

Other methods used for pre-processing in combination
with the above techniques are degradation of image [31], node
selection [9], and simplified conversion from raw image [18],
[19]. The precise objectives of the image analysis work
and the qualities of the input information determine which
preprocessing methods should be used.

B. SEGMENTATION TECHNIQUES
A crucial problem in computer vision is image segmen-
tation, which involves dividing the image into significant
components or parts. These parts in the image relate to
specific objects or exciting areas. Outlined are a few typical
segmentation strategies:

1) Density-Based Spatial Clustering of Applications
withNoise (DBSCAN):DBSCAN is resistant to object
morphology and distance changes because it can detect
densely packed areas in the feature vector. Even while
DBSCAN can be used for picture segmentation, it’s
important to remember that it focuses largely on spatial
density. It could not work well when objects have
comparable volumes but varied morphological proper-
ties. In these circumstances, integrating DBSCANwith
additional methods, including feature-based grouping
or neural network-based approaches, may produce
superior segmentation outcomes [44].
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FIGURE 6. Workflow of diagram recognition system.

2) U-Net: For the segmentation of images, the U-Net
framework is a well-liked and very successful CNN
design. The symmetric and skip-connection nature of
the U-Net architecture makes it possible for it to collect
simultaneously high-level semantic data as well as
excellent data in the segmented sections. A labeled
collection of input images and matching segmentation
masks are commonly used to train a U-Net model.
Because there are previously trained U-Net algorithms
accessible, applying transfer learning to particular
segmentation tasks is made simpler [7].

3) Pixel Segmentation Tool: For diverse picture seg-
mentation problems, numerous image segmentation
programs are available, both for conventional computer
vision and deep learning-based techniques. A few
well-known tools for image segmentation are Open
Source Computer Vision Library, Scikit-Image, Dlib,
SimpleCV, Deep Learning Frameworks, Labelbox,
Supervisely, etc. The selected tool will rely upon
the segmentation task’s particular needs and difficulty
level [17].

4) Spectral Clustering: It can capture complicated
cluster structures and consider the overall data struc-
ture, making it appropriate for picture segmentation
when objects have shape variations and differ in
size and luminance. Unlike conventional techniques
like K-means, spectral clustering does not presuppose
whether clusters are convex or spherical. When used
properly, spectral clustering is an adaptable method
that can produce precise and reliable outcomes for
image segmentation tasks, particularly when working
with difficult images with complicated structures and
different item forms [1].

5) Morphological Operations: Morphological opera-
tions are performed on the binary images. The erosion
and dilation are done to change the appearance of the
image. To remove noise, erosion is applied, followed
by dilation and filling up the gaps present in the image
done by dilation followed by erosion [20].

6) Stroke Recognition: Learning images’ layout and
subject matter may be understood by identifying and
analyzing strokes. Sometimes, it can be used as a
pre-processing step when the strokes are crucial for
expressing information. This is because it can increase
the precision of item or region delineation [46].

Specific attributes of the images, plus the application’s
objectives, determine the segmentation approach to use.
Combining methods or employing a tailored methodology
is frequently necessary to obtain the required segmentation
precision and robustness.

C. FEATURE EXTRACTION TECHNIQUES
In HDDR, the objective is to extract relevant features to
comprehend the content and layout of images. These charac-
teristics are essential for interpreting and conducting further
investigation. The following feature extraction methods are
frequently applied to the HDDR.

1) Stroke Analysis: Individual strokes are frequently
used to create hand-drawn diagrams. It can be useful
to extract features at the stroke level. Characteristics
may include the thickness, direction, and intensity of
the strokes [46].

2) Graph-based Representations: Draw the image as a
graph, with the forms and strokes acting as nodes and
the connections as edges. Node degree, prominence
ratings, and graph patterns are examples of graph-based
attributes [8], [9].

3) Shape Descriptors: Extraction of shape-related prop-
erties from recognized or split image objects. Charac-
teristics including dimension, region, boundaries, and
tightness can characterize shapes [10], [27], [36].

4) Contour Analysis: Extraction of contour-related char-
acteristics for objects. Contour size, contour curve, and
Fourier classifiers are examples of features [29].

5) Skeletonization: Skeletonization approaches simplify
visualizations of complicated shapes. Examples of
skeleton traits are branch points, termination points,
and size [1].
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6) Scale-Invariant Features: Extracting scale-invariant
characteristics can be helpful if diagrams have different
scales and orientations. Scale-invariant feature trans-
form (SIFT) and speeded-up robust features (SURF)
can be used [6].

7) Deep Learning-based Features: CNN layers may be
employed to learn features, which can be applied to
recognition [13], [24], [27], [30], [40], [41].

8) Histogram of Oriented Gradients (HOG): HOG can
be used to record the image’s gradients and boundary
characteristics. It is beneficial for identifying specific
diagrammatic objects or forms [14], [15], [20], [22],
[47].

9) Local Binary Patterns (LBP): LBP represents the
local textures in the image. It is useful in recognition
through textures [15].

These methods can be combined to capture various
characteristics of the images, giving a comprehensive feature
representation for training and recognition. Additionally,
for HDDR, deep learning algorithms, such as CNNs and
recurrent neural networks (RNNs), have become more
prominent.

D. CLASSIFICATION TECHNIQUES
The categorization of handmade drawings into distinct groups
or classes is a component of HDDR. Different classification
algorithms might be used to resolve this issue depending
on the intricacy of the sketches and the data at hand.
The below-mentioned categorization methods are frequently
employed in HDDR.

1) Traditional Machine Learning Algorithms: SVMs
can classify diagrams into binary or many categories
by acquiring the decision boundaries that identify the
various classes [1], [9], [13], [14], [19], [20], [21], [22],
[23].
Ensemble learning techniques can deal with com-
plicated and multidimensional spaces of features,
including random forests [14], [18], [19], [48].
Diagrams are classified using K-NN based on the
nearest neighbors’ feature spaces [14].
For text-based classification problems in images, naive
Bayes classifiers are efficient.

2) Deep Learning: CNNs are pretty good at recognizing
diagrams from images. They can learn hierarchical
characteristics from the input photos immediately [25],
[42], [49].
If the layout and placement of diagrammatic elements
are crucial, as they often are in flowcharts and
sequential diagrams, RNNs can be used [19].
When performing tasks that call for a combination of
spatial and linear reasoning, CRNNs combine the best
aspects of CNNs and RNNs.

3) Transfer Learning: Transfer learning approaches
start HDDR tasks by leveraging pre-trained models

often trained on massive datasets. The model can be
fine-tuned to suit the particular purpose [41].

4) Ensemble Methods: The outcomes of several basic
classifiers can be combined using ensemble techniques
like bagging and boosting, which enhance classifica-
tion performance overall [14].

5) Graph-Based Classification: Graph convolutional
networks (GCNs) may capture connections and prop-
erties within a graph’s framework for diagrams repre-
sented as graphs.

Other classification techniques used are softmax regres-
sion [40], euclidean distance [17], multi-layer percep-
tron [21], etc. The type of diagrams, the accessibility of
labeled data, and the particular needs of the identification task
are just a few of the variables that influence the classification
technique selection. The best method for a specific HDDR
challenge is frequently determined by testing and analyzing
a representative dataset.

V. BENCHMARK DATASETS
Using benchmark datasets makes it easier to check the
models’ performance and compare various algorithms or
methods. This section details the benchmark datasets for
recognizing flowcharts, finite automata, sketches, etc.

A. ONLINE FLOWCHART DATABASE (FC_B) [50]
It is a database of online sketched flowcharts. Twenty-
four users drew 28 diagrams, leading to 672 diagrams on
the Lenovo X61 tablet. The standard used for data storage
is InkML. The stroke information is also stored in the
database. The database also contains text blocks and arrow
information stored as connectors, heads, and shafts. The
database includes a training dataset designed by ten users
containing 280 diagrams, a validation dataset by seven
users containing 196 diagrams, and a test dataset containing
196 diagrams. The database can be downloaded from link
https://cmp.felk.cvut.cz/b̃ reslmar/flowcharts/index.html.

B. ONLINE FINITE AUTOMATA DOMAIN DIAGRAM
DATABASE (FA) [51]
The database contains an online sketched diagram of the
finite automata domain. Twenty-five users drew 12 diagrams,
leading to 300 diagrams on the Lenovo X61 tablet. The
standard used for data storage is InkML. The pen tip, time,
and pressure information are also stored in the InkML file.
The database provides annotation of the arrowhead and
shaft. The database contains a training dataset designed
by 11 users containing 132 diagrams, a validation dataset
by seven users containing 84 diagrams, and a test dataset by
seven users having 84. The database can be downloaded from
link https://cmp.felk.cvut.cz/ breslmar/finite_automata.

C. ONLINE FLOWCHART DATABASE (FC_A) [52]
Thirty-five writers drew 419 handwritten flowcharts. The
database is stored in InkML format. The training set
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contains 248 samples with 14 different patterns. The test
set includes 171 examples with 14 other various designs.
The database is created using an Anoto pen. In the
database, the groundtruth of each flowchart is alsomentioned,
which helps detect correct stroke labels, segmentation,
and recognition. The database can be downloaded from
http://tc11.cvc.uab.es/datasets/OHFCD_1.

D. TECHNICLE UNIVERSITY BERLIN DATABASE
(TU-BERLIN DATASET) [53]
One thousand three hundred fifty amateur sketch artists
participated in an event sponsored by Amazon Mechanical
Turk (AMT) to generate the dataset. This dataset has
250 object types and 20,000 overall sketches. There are
80 sketch elements in each group of objects. Each image
is of size 1111 by 1111. For this sketch, human recogni-
tion accuracy is 73.1%. The database can be downloaded
from https://cybertron.cg.tu-berlin.de/eitz/projects/clas sifys-
ketch/.

The other sketch datasets available are as follows. The
course of Action Diagrams (COAD) [54] is a selected group
of hundreds of images used for field action planning by the
USmilitary. There are 20 categories, and while some symbols
have unique shapes, others only exist as a portion of a handful
of symbols.

Each of the 75,472 photos contains 12,500 hand-drawn or
sketched items, and are 125 classes assigned to each image in
the Sketchy dataset [55].
The SHREC13 dataset [56] contains just one stroke sketch

image. There are 2800 drawings in this collection, which are
divided into 90 classes.

E. NicIcon DATABASE [57]
NicIcon database contains symbols of multistroke. It includes
25,000+ characters divided into 14 classes. The database
contains the training dataset, validation dataset, and test
dataset. It includes both online and offline datasets. The
database can be downloaded from link http://unipen.nici.ru.nl
/NicIcon.

F. DECIMER DATASET [58]
Twenty-four volunteers from the Westphalian University
of Applied Sciences, Germany, contributed their free time
to the generation of the DECIMER dataset. It includes
5088 PNG pictures of distinctively hand-drawn chemical
structural representations. The collection comprises stereo-
chemical information, charged groups, and various isotope
kinds. It contains online (sketched on a smart device and
saved) and offline (drawn on white paper and captured )
samples. The database can be downloaded from the link:
https://zenodo.org/record/6456306.

G. HandPD DATASET [59]
The HandPD dataset includes handwritten tests from the
Healthy Group and the Patient Group, which comprises

TABLE 2. Brief of benchmark databases and results.

people with Parkinson’s disease (PD). The primary assign-
ment is filling up a form of four spirals and four meanders,
cutting it out, and saving it as a ‘‘jpg’’ image. The dataset
includes 92 participants, of which 18 are healthy and 74 are
ill. The total dataset comprises 736 photos divided into two
groups: the healthy group, which consists of 72 images, and
the patient group, which consists of 296 photographs. The
collection includes 368 images from each drawing, such
as spirals and meanders. The database can be downloaded
from the link: https://wwwp.fc.unesp.br/ papa/pub/datasets/
Handpd/.

From the survey, the results achieved on benchmark
datasets are collected and shown in TABLE 2.

VI. CHALLENGES AND FUTURE RESEARCH DIRECTIONS
The challenges in hand-drawn diagram recognition include

1) Ambiguity: Hand-drawn diagrams frequently have
arbitrary borders and overlapped parts, which makes
them difficult to recognize.

2) Variability: Different drawing styles, stroke weights,
and other visual characteristics result from individual
differences in how diagrams are created, making
identification more difficult.
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3) Scale: Diagrams can range greatly in size from
quick drawings to intricate, precise representations;
therefore, they must be adaptable to many scales.

The reviewed articles also faced other challenges, which
can be used as a future research direction for upcoming
researchers. Such challenges are discussed in TABLE 3.
It cannot be easy to distinguish distinct drawing styles,
mainly when working with diagrams created bymany people.
Partially drawn or ambiguous elements are complex for the
system to recognize and understand since it has to guess the
intendedmeaning from incomplete visual signals. Automated
systems may find it challenging to distinguish between some
symbols because they can overlap or appear unusually. It is
difficult to understand relationships between components
and derive significant connections, mainly when working
with intricate designs. Hand-drawn diagrams frequently have
noise, distortions, or inadvertent anomalies. Systems for
recognition ought to be able to adjust to novel symbols
and contexts without requiring a lot of retraining. Accurate
recognition depends on knowing each element’s function and
how it fits into the diagram’s overall purpose. Reaching quick
and processing speeds is crucial for applications that need
real-time recognition. There can not be enough standardized
datasets for evaluation, and the annotation process could be
laborious and subjective.

A multidisciplinary strategy combining machine learning,
image recognition, and interaction between humans and
computers principles is needed to address these issues.

VII. DISCUSSION
The various approaches (RQ1), steps (RQ2), and benchmark
datasets (RQ3) available according to the reviewed articles
are discussed in sections III, IV, and V. Still, there are
various challenges and massive scope for future researchers
(RQ4), as mentioned in section VI. This section discusses the
probable solutions for each research question.

A. RQ1
With recent technological advancements, the approaches that
can be used to improve the performance of HDDR systems
are as follows.
Attention Mechanisms: To improve recognition perfor-

mance and handle large-scale diagrams more successfully,
attention mechanisms have been incorporated into recogni-
tion models to help users concentrate on the most critical
areas of the diagram.
Natural Language Processing (NLP): When hand-drawn

diagrams have text messages, natural language processing
(NLP) methods can be utilized to identify the text, analyze
it, and give the chart a more profound significance. NLP
approaches may obtain text-based features when the image
has textual annotations.
Human-in-the-Loop: To recognize complicated or con-

tradictory hand-drawn designs, human interaction or aid

may occasionally be needed. Users may participate in the
recognition process through interactive systems.
Domain-Specific Models:Domain-specific algorithms and

procedures can be created to increase recognition precision
for specific categories like circuit diagrams, flowcharts,
or architectural designs.

B. RQ2
Various methods can be used at multiple steps of HDDR to
improve the performance.

1) PRE-PROCESSING
Contrast enhancement techniques can be used by shifting the
pixel’s intensity values to increase an image’s local contrast.

Edge detection techniques such as Sobel, Prewitt, and
Canny can draw attention to feature extraction techniques
towards the edges and gradients.

Positioning a visual or cutting it to isolate a particular area
of interest can enhance later processing stages.

2) FEATURE EXTRACTION
Corner Detection: It can be helpful to note important
junctions or corners on the sketch. It is possible to extract
corner characteristics like Harris or Shi-Tomasi corners.

Texture and Color Analysis: Texture and color properties
might offer helpful information for colored diagrams. Local
binary structures or coexistence matrices, which are texture
features, can be used to define the texture of various locations.
Color characteristics like color histograms or color moments
can capture color distributions.

3) CLASSIFICATION
One-Class Classification: One-class classification, wherein
the objective is to find diagrams of a particular class while
classifying every other class as outliers or anomalies, may,
in some circumstances, be more practical.

Clustering Followed by Classification: Similar diagrams
can be grouped using clustering methods like K-means, and
each cluster can have its classification algorithm applied.

Active Learning and Semi-Supervised Learning: These
approaches can effectively utilize the annotated data already
available and lessen the requirement for significant labeling
in situations with little labeled data.

Fusion of Multiple Modalities: Diagrams can be classi-
fied using multimodal techniques that combine visual and
textual elements.

C. RQ3
Benchmark datasets are available only for a few applications,
such as Parkinson’s disease in health care, molecule structure
and finite automata in education, flowcharts in organization,
and miscellaneous sketches. Still, there is a need to create
datasets for other applications such as electric circuits, Lewis
structures, etc.

The biggest challenge in the creation of a dataset
is annotation or labeling. The first option is to label
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TABLE 3. An overview of the reviewed HDDR techniques with the future research ideas.

the symbols using an open-source tool such as Label
Studio. Another option is to develop or use methods to

work on unlabeled data, such as unsupervised learning
techniques.
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It’s vital to remember that hand-drawn diagram identifi-
cation is still developing, and which technique to choose
relies on the application’s particular needs. To increase the
precision and usefulness of HDDR systems, researchers
and programmers keep looking into novel approaches and
refining existing ones.

D. RQ4
Innovative approaches are needed to address the problems
with hand-drawn diagram recognition, and these approaches
frequently combinemachine learning, image recognition, and
human-machine interaction methods.

To make models more tolerant of various drawing styles,
researchers can employ deep learning models, augment data
for training with variances in drawing styles, and investigate
domain adaptation strategies. Researchers can make unclear
aspects more understandable using interactive interfaces,
incorporating contextual information, using probabilistic
models, and permitting user interactions.

Graph-based approaches and attention mechanisms can be
utilized for symbol segmentation and recognition. Geometric
limitations can be included to improve the diagram’s
spatial comprehension. Reliable, less noise-sensitive feature
extraction techniques can be examined. It is possible to create
modular architectures that quickly integrate new symbols and
adjust to various domains.

Transfer learning methods can use the knowledge from
models previously trained in fresh symbol recognition tasks.
By using explainable AI techniques, individuals can verify
the machine’s interpretations and get insight into making
decisions.

Creating self-supervised or semi-supervised learning
strategies can lessen reliance on thoroughly annotated
datasets. Crowdsourcing techniques can also be investigated
for data annotation to ensure a diversity of opinions during
the labeling process.

Putting these concepts into practice can help build more
reliable and flexible HDDR systems. Furthermore, working
together, researchers, practitioners, and users might yield
insightful solutions to particular problems in real-world
applications.

VIII. CONCLUSION
Recognition of hand-drawn diagrams is essential and crucial,
as it has applications in almost every field. This paper
comprehensively reviews articles on HDDR from the Sco-
pus database. The study is partitioned into four research
questions: approaches, steps, datasets, and challenges of
HDDR. The most commonly used methods for HDDR are
machine learning and deep learning. Image binarization and
normalization are preferred to pre-process the diagrams and
prepare for further steps. Features are extracted mainly using
CNN and HOG as they improve the performance of the
methods. Machine learning algorithms such as SVM are
most preferred for classifying the symbols in the diagrams.
For recognition, deep learning algorithms are selected.
Furthermore, the probable solutions for the challenges and

future research directions are also presented. The study will
help researchers to find novel solutions to HDDR.
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