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ABSTRACT As drone intrusions into important facilities have increased, research on drone countermeasures
has been conducted to counter drones. In this study, we developed a reinforcement learning (RL)-based
counter fixed-wing drone system that can respond to fixed-wing drones in autonomous flight with soft kills.
The system redirects fixed-wing drones to a designated target position using the global navigation satellite
system (GNSS) deception based on the drone’s position and speed measured by RADAR. In this study,
to construct an environment for training an RL agent, simplified drone modeling was performed for two
types of fixed wing drones, and the RADAR error measured through flight tests was modeled. Subsequently,
the Markov decision process (MDP) was defined to enable redirection without prior information regarding
fixed-wing drones. After applying the RL agent trained in the defined MDP and environment to the counter
fixed-wing drone system, the simulation and flight test results confirmed that redirection was possible for
both types of fixed-wing drones.

INDEX TERMS Anti-drone system, electronic countermeasures, GNSS deception, reinforcement learning.

I. INTRODUCTION
Cases of illegal drone intrusion also increase along with
the increase in the use of drones [1], [2]. Therefore, anti-
drone research has been conducted to protect critical facilities
from illegal drones [3], [4], [5], [6]. Anti-drone technology
detects drones and responds to them to prevent them from
carrying out their missions. It is divided into drone detection
and drone countermeasures [7], [8]. Drone detection involves
the detection and tracking of drones using RADAR, radio
frequency (RF) scanners, Electro-Optical/Infra-Red (EO-IR),
and acoustic sensors. Drone countermeasures are divided into
two types: (1) hard kill, which disrupts the drone’s mission
by physically damaging it with lasers, netting, or shooting,
and (2) soft kill, which uses jamming to disrupt the mission.
Between the two, the soft-kill method interferes with the
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drone’s remote-control signal or global navigation satellite
system (GNSS) signal. The autonomous flight of commer-
cial drones, which have limited high-performance inertial
measurement units (IMU), relies on GNSS [9], [10], [11].
Therefore, research has been conducted on soft kill for GNSS,
interfering with the automatic flight of drones by interfer-
ing with or deceiving the reception of GNSS signals [12],
[13], [14].

Particularly, research has been conducted on using GNSS
deception to cause autonomous drones to deviate from their
path or to redirect near a designated target position. These
were studied separately based on the type of drone, flight
mode, and use of path-following algorithms [15], [16], [17],
[18], [19], [20], [21], [22], [23], [24], [25]. Multi-rotor drones
have the advantages of easy takeoff and landing, hovering,
and excellent maneuverability, whereas fixed-wing drones
are characterized by high flight speeds and long flight times,
resulting in a wide operating distance. Therefore, multi-rotor
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and fixed-wing drones are used differently depending on
the mission, and a response to both drones is necessary for
the drone defense of important facilities. The redirection of
multi-rotor drones has been validated through flight tests,
mainly for the hovering mode [15], [18], [19], [20], [21].
In [25], the redirection of fixed-wing drones was verified
through simulations and flight tests.

In contrast, reinforcement learning (RL)-based redirection
using a hunter drone capable of meaconing has been proposed
to counter multi-rotor drones [26]. Meaconing is a soft kill
that retransmits the received GNSS signal. For synchronized
deception, the hunter drone must be within one chip of the
intruder drone. Moreover, for practical implementation, it is
necessary to eliminate the ring around. GNSS deception using
RADAR performs synchronized deception based on the posi-
tion of the drone measured by the RADAR. Compared to
meaconing, this enables it to operate on the ground.

Reinforcement learning requires time to build an envi-
ronment for RL agent and for training, but it is known to
perform better than existing rule-based methods for a given
dynamic environment [27]. Previous research on redirection
using GNSS deception has used rule-based methods; how-
ever, to the best of our knowledge, no research has been
conducted using RL. In this study, we designed and veri-
fied an RL-based counter fixed-wing drone system that can
perform fixed-wing drone redirection using GNSS decep-
tion. Modeling of the environment is required for RL agent
training; for this purpose, drone and RADAR modeling were
performed. It was confirmed that the simplified fixed-wing
drone model has flight trajectories and tendencies similar to
the flight test results in [25] and that this drone model can
quickly model a drone with fewer tuning parameters than
a detailed modeled drone. In addition, it performs simula-
tions faster than a real-time drone simulator. This enables
the Markov decision process (MDP) for RL agent training
to be defined and the performance of the trained RL agent to
be verified more quickly. Therefore, in this study, simplified
drone modeling was performed for two types of fixed-wing
drones. However, the verification of the actual operating
environment is necessary because of the difference between
the trained RL agent environment and the actual operating
environment. Therefore, the trained RL agent was applied
to a counter fixed-wing drone system and its performance
was verified through flight tests on two types of fixed-wing
drones. The contributions of this study are as follows:
(i) A method for training the RL agent of an RL-based

counter fixed-wing drone system is proposed using
simplified fixed-wing drone models.

(ii) The effectiveness of the proposed training method is
confirmed by verifying the redirection of the trained
RL agent through flight test results using two types of
fixed-wing drones.

The remainder of this paper is organized as follows: Section II
presents a counter fixed-wing drone system using RADAR
and GNSS spoofer. Section III describes RL for fixed-wing
drone redirection, including the environmental configuration

and MDP definitions. Section IV presents the simulation
results of the RL-based counter fixed-wing drone system
using two simplified drone models. Section V presents
the redirection results of the system based on flight tests
conducted using two types of drones. Section VI presents
a discussion of the results compared with a rule-based
approach. Finally, Section VII concludes the paper.

II. COUNTER FIXED-WING DRONE SYSTEM USING
RADAR AND GNSS SPOOFER
A. COUNTER FIXED-WING DRONE SYSTEM USING GNSS
DECEPTION
Fig. 1 shows the counter fixed-wing drone system using
GNSS deception, which consists of a GNSS spoofer and
RADAR in a closed-loop structure. The RADAR measures
the position and speed of the drone and feeds them into the
Kalman filter of the GNSS spoofer, converting the aperiodic
input of the RADAR into a periodic output and performing
filtering. This is input into the redirection algorithm, which
calculates the deception position and velocity to redirect the
drone to the designated target position, after which a decep-
tion signal is generated and radiated to the drone. If the flight
direction of the drone is changed by the deception signal,
the RADAR measures it again and repeats the operation to
redirect the drone to a designated target position.

The counter fixed-wing drone system can measure the
position of the target drone using RADAR, which is close
to the position of the GNSS receiver mounted on the
drone. Therefore, soft spoofing, which is synchronizedGNSS
deception, can be performed using the procedure shown in
Fig. 2. First, the GNSS spoofer receives an authentic signal
from the satellites and the measured position of the target
GNSS receiver from the RADAR. Then, the spoofer performs
time-delay control on the authentic signal of each received
satellite and radiates the spoof signal with a power greater
than the authentic signal, such that the target GNSS receiver
recognizes the position measured by the RADAR. As shown
in the middle of Fig. 2, the target GNSS receiver receives the
deception signal reflecting the RADAR measurement error
and the spoofer’s time delay error, and tracks the deception
signal because it is adjacent to the authentic signal and has a
higher power than the authentic signal.

Subsequently, the time delay value for each satellite for the
desired deception position was calculated and controlled to
perform synchronized dynamic deception.

Synchronized dynamic deception can be used to generate
the deception position and velocity for drone redirection.
A real-time controllable GNSS spoofer is required to redirect
the drone in real time.

B. REAL-TIME CONTROLLABLE GNSS SPOOFER
The GNSS spoofer was controlled in real time using the
operational procedure shown in Fig. 3. After receiving the
authentic signal SL1(t) from the satellites in (1), navigation
message extraction and time synchronization are performed.
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FIGURE 1. Configuration of counter fixed-wing drone system using GNSS deception.

FIGURE 2. Synchronized GNSS deception for soft spoofing.

Then, the time-delay value 1tdi of each satellite signal is
calculated, as shown in (2), based on the deception position
XSP calculated by the redirection algorithm and the measured
drone position XM from RADAR.

SL1(t) =

n∑
j=1

Aj (t)Gj (t)Dj (t) sin
(
ωt + φj

)
, (1)

1tdj =

∥∥XSP − XSatj

∥∥
2
−

∥∥XM − XSatj

∥∥
2

c
(2)

where SL1 (t) represents the sum of the signals from the n
satellites, consisting of signal strength Aj(t), PRN code Gj (t),
navigation message signal Dj (t), angular frequency ω, and
phase φj, which are time-dependent variables. The subscript
j represents the j-th satellite. The position XSatj of the j-th
satellite signal is calculated from the ephemeris information
in the navigation message, and the speed of light

Then, after calculating the time delay 1tSPdj at the GNSS
spoofer, as shown in (3), the deception signal S′

L1 (t) is
generated, as shown in (4). The time-delay calculation and
deception signal generation are repeated for each time step.

1tSPdj = 1tdj −1tp −1tsys −1tionj −1ttroj (3)

FIGURE 3. Operation process of real-time controllable GNSS spoofer. c is
used to calculate 1tdj

.

S′

L1 (t) =

n∑
j=1

A′
j(t

′
j)Gj

(
t′j
)
Dj

(
t′j
)
sin(

(
ω +1ωj

)
t′j (4)

Considering the transmission delay 1tp, the system delay
1tsys of the counter fixed-wing drone system, the iono-
sphere delay 1tionj , and the troposphere delay 1ttroj , the
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time delay 1tSPdj at the GNSS spoofer can be calculated. The
real-time controllable GNSS spoofer was fabricated using
a GNSS receiving antenna, navigation message extractor,
time synchronization receiver, RF front-end, FPGA,DSP, and
GNSS transmitting antenna. DSP and FPGA are synchro-
nized through the 1 pulse per second and reference clock
generated by the synchronization receiver. DSP calculates
1tSPdj and 1ωj using deception information from the redi-
rection algorithm and the extracted navigation message, and
FPGA generates a deception signal by applying 1tSPdj and
1ωj to each satellite. After combining the deception signals
of each satellite, the signal is normalized to prevent satu-
ration of the DAC. The frequency of the deception signal
is then upconverted at the RF front end, and the signal is
radiated through the antenna. Furthermore, the spoofer stops
receiving authentic signals and uses the stored navigation
messages when transmitting deception signals to avoid self-
spoofing. Signal reception is performed again when the signal
transmission ends. Therefore, a GNSS spoofer was designed
to generate the deception position and velocity, which were
calculated using the redirection algorithm in real time.

C. SIMPLIFIED DRONE MODEL
In this study, a simplified drone model was used to design an
RL-based counter fixed-wing system. The simplified drone
model has the advantage of simple drone modeling with vari-
ous flight characteristics and few tuning parameters. Because
the redirection was only performed along the horizontal axis,
the drone model was also modeled along the horizontal axis,
and the attitude controller was omitted.

Carrot chasing, one of the path-following algorithms, cal-
culates the cross-track error based on the drone position and
sets virtual target point (VTP) to the point along the path
line added by δ at the intersection of the path line and cross-
track error, as depicted in Fig. 4. W⃗i+1 and W⃗i represent
the vectors of the i+1-th and i-th waypoints, respectively.

⃗VTPk is the position vector of VTP, and [xVTPk , yVTPk ]
T
are

its position coordinates. [xsensork , ysensork ]T are the coordinates
of the position measured by the drone sensor, and D⃗

sensor
k is

the position vector measured by the sensor. R⃗i represents the
path line vector connecting W⃗i+1 and W⃗i, and D⃗k represents
the position vector of the drone. The variable δrefers to the
distance at which VTP is set. V⃗

desired
k represents the desired

velocity vector, ψ̇desired
k indicates the desired heading rate,

and V⃗
sensor
k represents the velocity measured by the drone

sensor. Subscript k of the variable indicates the k-th time step.
The drone model calculates the desired heading ψdesired

k to
fly toward the VTP for path-following, as in (5) and (6).

V⃗ desired
k =

([
xVTPk
yVTPk

]
− D⃗sensork

)
T−1 (5)

ψdesired
k = atan2

(
V⃗ desired
k,y , V⃗ desired

k,x

)
(6)

where T indicates the sample time.

FIGURE 4. Simplified fixed-wing drone model.

The current measured heading ψ sensor
k and ψ̇desired

k of the
drone are calculated using (7) and (8), respectively.

ψ sensor
k = atan2

(
V⃗ sensor
k,y , V⃗ sensor

k,x

)
(7)

ψ̇desired
k = ψdesired

k − ψ sensor
k (8)

Using the calculated ψ̇desired
k , the heading velocity of the

drone in the next state, ψ̇drone
k+1 , is calculated, as shown in (9).

ψ̇drone
k+1 = min(

∣∣∣ψ̇desired
k

∣∣∣ , ψ̇Max) ∗ sign
(
ψ̇desired
k

)
, (9)

where ψ̇Max indicates the maximum heading rate defined by
the user.

Using ψ̇drone
k+1 , the current heading ψdrone

k and the position
D⃗k of the drone, the position D⃗k+1 and velocity V⃗ drone

k+1 of
the drone’s next state are calculated using (10) and (11),
respectively.

V⃗ drone
k+1 =

∥∥∥V⃗ drone
k

∥∥∥ [
cos

(
ψdrone
k + ψ̇drone

k+1 T
)

sin
(
ψdrone
k + ψ̇drone

k+1 T
) ]

(10)

D⃗k+1 = D⃗k + V⃗ drone
k+1 T (11)∥∥∥V⃗ drone

k

∥∥∥ represents the user-defined velocity of the drone.
The simplified drone model is defined as a model flying at a
constant speed.

During GNSS deception, fixed-wing drones are affected
by their position, velocity, and heading, as measured by the
GNSS receiver. Therefore, in Fig. 5, the directly affected
position, velocity, and heading are shown in red text, and
the VTP, desired velocity, and desired heading rate, which
changed accordingly, are shown in blue.

Therefore, the simplified drone model during GNSS
deception is shown in (12)–(15), where the position and
velocity values measured from the sensors become the
deceived position D⃗spk and velocity V⃗ sp

k of the GNSS decep-
tion, and ψ̇desired

k changes accordingly. Thus, it is possible
to model the changes in the next state of the drone owing to
GNSS deception.

V⃗ desired
k =

([
xVTPk
yVTPk

]
− D⃗spk

)
T−1 (12)

ψdesired
k = atan2(V⃗ desired

k,y , V⃗ desired
k,x ) (13)
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FIGURE 5. Deception effect of fixed-wing drone.

ψ
sp
k = atan2(V⃗ sp

k,y, V⃗
sp
k,x) (14)

ψ̇desired
k = ψdesired

k − ψ
sp
k (15)

D. RADAR MODEL
For RADAR, the FIELDctrl range of APS in Poland was
used [28] to measure the three-dimensional position and
speed of the drones. RADAR modeling was performed in
an RL environment. Therefore, RADAR modeling was per-
formed based on the RADAR error measurement, which
refers to the difference between the RADAR measurement
data and the logging data of Remo-M flying 400 m above
ground level (AGL). Seven flight tests for RADAR measure-
ments were performed within a ground distance of 2200 m.
Fig. 6 shows the measurement errors of the position and
speed according to the ground distance, and is color-coded
according to each flight sortie. At this point, the position error
was calculated using the L2-norm of the position error of each
axis, and the speed error was calculated using the absolute
value of the speed difference.

Compared with other errors, the elevation error was
inversely proportional to the ground distance. Because the
RADAR used was installed at a height of approximately
1.5 m above the ground, it was affected by multipath ground
reflection. Therefore, the elevation error, which is the slope of
the error relative to the ground distance, was used to calculate
the bias and bias weight. Additionally, all errors exhibited
a random slope change owing to the increased prediction
error of the RADARwhen the drone’s flight direction rapidly
changed. However, we confirmed that the variance between
specific sample windows was not large.

The random slope bias was set to randomly change within
a range with a resolution of 10 s. The average errors of range,
azimuth, elevation, and speed were used as the mean of the
Gaussian distribution, respectively.

After obtaining the standard deviation of the measure-
ment error for a specific sample window, this value was
used as the standard deviation of the Gaussian distribution.
As listed in Table 1, the range, azimuth, elevation, and
speed errors of the RADAR were modeled by adding noise
modeled by a Gaussian distribution, random slope bias, and
linear regression. Fig. 7 presents the modeled RADAR noise

FIGURE 6. RADAR Measurements Errors. (a) Position Error. (b) Speed
Error.

TABLE 1. Parameters of RADAR noise model.

FIGURE 7. Simulation results of RADAR model. (a) Position error.
(b) Speed error.

obtained through 15 simulations. The error generated by the
RADAR model partially included the range of the measured
error.
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III. REINFORCEMENT LEARNING FOR FIXED-WING
REDIRECTION
The reinforcement learning training configuration for a
fixed-wing drone redirection is shown in Fig. 8. The RL
agent uses proximal policy optimization (PPO), receives the
state, reward, and done from the environment, and outputs
the action. In this case, done was used only in the training
and to determine whether the episode was terminated. The
environment included the drone and RADAR models in sub-
sections C and D of Section II, Kalman filter of the GNSS
spoofer, state calculation, reward calculation, and deception
position/velocity calculations. The state calculation was used
to output the state using the measured drone position and
velocity, which are the outputs of the Kalman filter. State sk
at the k-th time step was calculated using (16).

sk= (̸ T⃗k−̸ V⃗k )/π (16)

The target direction ̸ T⃗k refers to the direction of the vector
connecting the drone’s position measured by RADAR to the
designated target position, and ̸ V⃗k represents the direction
of the drone’s velocity measured by RADAR. The state was
normalized to a value between –1 and 1. The reward calcu-
lation uses the output of the state sbNk before normalization
and the Kalman filter to calculate the reward and done status
Done, which are calculated using (17).
The reward is set to reduce the absolute value of sbNk to

match ̸ T⃗k and ̸ V⃗k . Therefore, it is set to reward if the
absolute value of sbNk is within 1◦ or if ṡbNk , the difference
between the absolute value of sbNk and the absolute value
of the previous state sbNk−1, is less than zero. Additionally,
if Dist , the distance between the designated target position
and drone position, is less than or equal to rgoal , the episode
is terminated with a large reward. A penalty is imposed when
the absolute value of sbNk exceeds 90◦ or the first conditional
statement is not satisfied.

rk =



−0.1, if
∣∣∣sbNk ∣∣∣ > π

2
0.3cos

(
sbNk

)
, elseif

∣∣∣sbNk ∣∣∣ < π

180
0.1cos

(
sbNk

)
+ 0.2sin(

∣∣∣ṡbNk ∣∣∣), elseif ṡbNk < 0

−0.1sin
(∣∣∣sbNk ∣∣∣) otherwise

100,Done, if Dist ≤ rgoal

−100,Done, elseif cnt>1.5
WPdist
Vel×T

0,cnt++, otherwise

(17)

Additionally, if the number of sample times cnt exceeds
1.5 times the number of sample times required to reach the
drone’s waypoint, a large penalty is imposed, and the episode
is terminated. If the second conditional statement is not met,
cnt is increased by 1.

In actual scenarios, WPdist is unknown; therefore, it was
used as a variable to set Done to terminate an episode during
training. The action output ak by the RL agent is a vari-
able that determines the direction of deception velocity, and

FIGURE 8. RL training configuration for fixed-wing redirection.

FIGURE 9. Estimation of the path line direction.

values between –1 and 1 are discretely output in 201 steps.
The output action was input to the drone model after the
deception position/velocity calculations were performed in
the environment.

In this study, the path line direction of the fixed-wing
drone before deception was estimated based on the RADAR
measurement results, as shown in Fig. 9, and the deception
position/velocity calculations were designed accordingly.

In [23], a method for estimating the desired heading toward
a VTP was proposed. However, it operates only on the
assumption that the desired heading rate does not change,
even during deception. This assumption differs from (15), and
it cannot be used in this study. Therefore, rather than estimat-
ing the drone’s VTP or waypoint, which are difficult, a simple
estimation method was used to improve the implementation.

The direction of the deception velocity is calculated using
the action, the maximum angle of deception θMax , and the
estimated path line direction Ĥinit , as shown in Fig. 10
and (18).

̸ V⃗ SP
k = akθMax + Ĥinit (18)

Subsequently, the deception position of the current time
step is calculated using the deception position of the previous
time step and the deception velocity of the current time step,
as shown in (19).

D⃗SPk = D⃗SPk−1 + V⃗ SP
k T (19)

Drone modeling was also performed for two fixed-wing
drones with different flight characteristics. UAV-A is a home-
grown drone with a faster flight speed but a slower heading
rate than Remo-M, which is a South Korean commercial
fixed-wing drone. Table 2 lists the modeled parameters.

16554 VOLUME 12, 2024



M.-H. Chae et al.: Reinforcement Learning-Based Counter Fixed-Wing Drone System Using GNSS Deception

FIGURE 10. Deception position and velocity calculation in environment.

TABLE 2. Drone modeling parameters for two drones.

TABLE 3. Training information of RL agent.

WPDist refers to the distance at which the waypoint is
judged to have been reached when the distance is within
WPDist based on the waypoint. ψdrone

0 and D⃗0 indicate the
initial states required for the simulation, and the same values
are used for both drone models.

Table 3 lists the RL agent training parameters, waypoints,
and designated target ranges.

During training, the designated target position was ran-
domly changed for each episode. Moreover, the RL agent
was first trained on UAV-A, which had the slower heading
rate among the two drone models, and additional training was
then performed on Remo-M. Subsequently, two drones are
randomly selected for training during each episode.

The RL-based counter fixed-wing system was operated by
applying the trained RL agent, the environment’s state and
deception position/velocity calculations to the GNSS spoofer
redirection algorithm, as shown in Fig. 1.

FIGURE 11. Simulation results of redirection possibility. (a) UAV-A.
(b) Remo-M.

IV. SIMULATION RESULTS
The probability of successful redirection of the trained RL
agent was confirmed by performing 1000 simulations. Based
on the designated target position, a circle with a radius of
100 m is marked as the purple area, and the probability
was calculated by checking whether the drone entered the
radius. Current waypoint (WP1), next waypoint (WP2), and
the designated target position were set to [0, 0], [3,000, 0],
and [1000, 1500] m, respectively. As shown in Fig. 11, the
simulation results showed a redirection success probability
of 100% for UAV-A and Remo-M.

V. EXPERIMENTAL RESULTS
Redirection for the two types of fixed-wing drones was ver-
ified through flight tests by applying the trained RL agent to
a counter fixed-wing drone system. The configuration of the
RL-based counter fixed-wing drone system used for the flight
testing is shown in Fig. 12.
The results of the three redirections of UAV-A and

Remo-M are shown in Fig. 13 and 14, respectively. The
redirection tests were performed to verify that redirection was
possible even if the test conditions changed. Blue indicates
the position measurement of the drone from the RADAR, red
indicates the deception position, and the flight trajectory of
the drone starts from the black point. The magenta triangle
indicates the designated target position.

Fig. 13(b), 14(a), and 14(c) show that RADAR tracking
loss occurred during redirection, but redirection to the desig-
nated target position was possible. In Fig. 13(c) and 14(b),
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FIGURE 12. Configuration of RL-based counter fixed-wing drone system.

FIGURE 13. Redirection results of UAV-A based on the designated target
position: (a) [1500,–1200] m. (b) [1700,–900] m. (c) [700,–900] m.

FIGURE 14. Redirection results of Remo-M based on the designated
target position: (a) [300, 700] m. (b) [200, 1100] m. (c) [300, 700] m.

RADAR tracking loss occurs before reaching the desig-
nated target position, resulting in a larger redirection error
than the other results. When the drone changed its flight
direction rapidly, the RADAR measurement error increased,
and the measured trajectory of the drone differed from the
actual flight trajectory in some curved sections, as shown in
Fig. 13(a) and 14(a)–(c).

Because the drone redirection tests were conducted in
an area where RADAR’s detection quality probability was
high, RADAR tracking loss occurred owing to an increase
in prediction error caused by rapid changes in the drone’s
position and velocity. Additionally, tracking loss occurs
stochastically when the drone begins to change direction or
moves in another direction because the predicted value and
measurement errors follow a probability distribution.

The flight test results in Fig. 13 and 14 are all redi-
rected within a radius of 100 m around the designated target
position.

FIGURE 15. Simulation results of redirection possibility using rule-based
redirection algorithm. (a) UAV-A. (b) Remo-M.

VI. DISCUSSION
We verified that an RL-based counter fixed-wing drone sys-
tem trained using a simplified drone model could redirect
two types of fixed-wing drones during flight testing in an
untrained environment.

Fig. 15 shows the redirection probability obtained using the
rule-based redirection algorithm under the same conditions as
those shown in Fig. 11. The results shown in Fig. 15 exhibit
a redirection success probability similar to that of RL-based
redirection within a 100 m radius based on the designated
target position. However, it is observed that the results of
RL-based redirection are more concentrated in the designated
target position. Table 4 presents a comparison of the success
probabilities of the RL-based and rule-based redirection by
changing the radius based on the designated target position.
It can be observed that as the radius is reduced, the differ-
ence between the success probabilities of the RL-based and
rule-based redirection increases.

However, compared with the flight test results of rule-
based Cases 1 and 2 in [25] and Fig. 14, the rule-based
results showed that the drone’s flight trajectory was closer
to a straight line. As a result, RADAR tracking loss occurred
more frequently in the RL-based flight test results. Because
a Kalman filter was used, the deception path could still
be generated despite the RADAR tracking loss; however,
it is necessary to generate a deception path to reduce the
probability of tracking loss. This is because of the differ-
ence between the actual flight test and the simplified drone
model, which is a trained environment, and it was confirmed
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TABLE 4. Comparison of success probabilities of deception between
RL-based and rule-based redirection.

that training through flight tests is also necessary for
improvement.

In the training environment, RL outperformed the rule-
based method; however, in a real environment, which is dif-
ferent from the training environment, the rule-based method
performed better. This is because the rule-based performance
was improved through tuning based on the flight test results,
whereas the RL agent did not perform flight test-based train-
ing. Therefore, to train an RL agent in a real environment,
it is necessary to perform training through online learning
or, if this is limited, obtain the training data using rule-based
methods during the actual operation and train through offline
learning using a network capable of off-policy [29], [30].

VII. CONCLUSION
In this study, we designed and verified an RL-based counter
fixed-wing drone system that can redirect a fixed-wing drone
to a designated target position during automatic flight. For RL
training, a simplified drone model, RADAR model, GNSS
spoofer’s Kalman filter, state calculation, reward calculation,
and deception position/velocity calculations were used to
construct an environment. The measurement error of the
RADAR model was modeled based on the measurement
results of the RADAR using the flight test results of the fixed-
wing drone. Subsequently, the reference angle of action for
the fixed-wing drone redirection was set by estimating the
path line direction, and the MDP was defined accordingly.
The redirection success probability of the designed RL-based
counter fixed-wing drone system was confirmed through a
simulation in a trained environment for two types of fixed-
wing drones, and the redirection was confirmed in flight tests
for two types of fixed-wing drones in an untrained environ-
ment. Therefore, the designed RL-based counter fixed-wing
drone system can redirect the fixed-wing drone to the desig-
nated target position without any prior information, such as
the waypoint or VTP of the drone.

Additionally, the redirection results of the RL agent were
compared with the rule-based results in both trained and
untrained environments. The RL agent redirection in the
untrained environment produced a rapid change in the drone
flight direction when compared to that of the rule-based
results, which frequently caused RADAR tracking loss.
Therefore, the training of RL agents needs to be studied
based on drone flight tests using online or offline learning
to improve the performance of RL-based redirection in drone
flight tests.

In this study, we verified a method for training the RL
agent of the RL-based counter fixed-wing drone system using
simplified fixed-wing drone models, and the designed system
is expected to be applied to anti-drone systems to counter
fixed-wing drones.
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