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ABSTRACT Power-Hardware-in-the-Loop (PHIL) is a kind of real-time simulation, capable of exchanging
not just low-voltage, low current signals, but the power required by the power device under test (PDuT).
PHIL requires a PDuT to be connected to a real-time digital power network simulator via a power interface
(PI). There have been quite a few PIs proposed in the past. Among them, the ideal transformer model (ITM)
is the most commonly used due to its ease of implementation. Other PIs such as partial circuit duplication
and damping impedance can be considered as an extended version of the ITM. These PIs need to follow a
strict impedance ratio between PDuT and the rest of the system prior to the PHIL implementation, which
could be a tedious and difficult task. This paper proposed a new PI for PHIL based on multi-dimensional
golden section search algorithm, which can eliminate such a constraint. The proposed method has been
shown to have wider stability regions when PDuT is a passive device or active one such as an inverter based
resource. Moreover, dynamic responses of the proposed method are similar to those of the ITM under stable
conditions. The validity of the proposed method has been justified with offline simulation and experimental
PHIL setups.

INDEX TERMS Real-time simulation, power hardware-in-the-loop (PHIL), golden section search (GSS),
Gauss-Seidel, power amplifier.

I. INTRODUCTION
Due to the need for clean energy in the world and the commit-
ment to meet net zero emissions, the installation of renewable
energy (RE) sources to the grid has greatly increased.
Moreover, new devices that facilitates realization of smart
grids are also proliferating. Nevertheless, it is economically
infeasible and may impose hazards to the system and
personnels to test these devices by directly connecting them to
a power network. Furthermore, the increasing complexity of
these devices requires more comprehensive tests for system
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compatibility and reliability. Offline simulation requires
detailed model of the equipment, which may not be available
or not provided by the manufacturer. Moreover, offline
simulation fails to capture some of the actual interaction such
as oscillations of controller of the hardware as reported in [1].

Real-time simulation (RTS) allows a real device to interact
with a real-time simulator. In general, there are three types of
RTS, which are rapid control prototyping (RCP), hardware-
in-the-loop (HIL) or controller hardware-in-the-loop (CHIL),
and power-hardware-in-the-loop (PHIL) [2]. RCP is used
when an emulated controller interacts with a real device (the
plant) [3]. HIL simulation, on the other hand, is employed
where the controller is a real device and the plant is modelled
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FIGURE 1. Basic PHIL concept.

usually by a digital real-time simulator [4]. Thus, the purpose
of HIL simulation usually is to investigate the performance
of a controller of an equipment, rather than the entire
equipment itself, under various conditions. To simulate how
a real power hardware device interact with a power network,
PHIL is usually used. PHIL is a natural extension of HIL,
in which the real-time simulation environment is capable
of exchanging not just low-voltage, low current signals, but
the power required by the power device under test (PDuT).
PHIL allows power engineers to study how a real PDuT may
interact with the power network without connecting to a real
power network. Moreover, the detailed model of the PDuT is
generally not needed in PHIL since PDuT itself is part of the
simulation.

Fig. 1 shows the basic conceptual diagram of PHIL where
a power PDuT is connected to a real time digital power
network simulator (RTDPNS) via a power interface (PI).
The PI is essential for achieving accurate simulation results
and achieving stability of PHIL systems. There have been
quite a few interfaces proposed in the past. This includes
the ideal transformer model (ITM), time-variant first order
approximation (TVFOA), transmission line model (TLM),
partial circuit duplication (PCD), and damping impedance
method (DIM). Among them, the ITM is the most commonly
used due to its ease of implementation [5], [6]. The problem
of the ITM is that the ratio between the RTDPNS and PDuT
impedances needs to be maintained in order to preserve
stability. This imposes practical difficulty as one needs
to precisely determine, prior to PHIL implementation, the
impedance of the PDuT, which could be a tedious and
difficult task [7]. The PCD and DIM can be considered
as extended models of the ITM. The PCD adds an extra
linking impedance in both the RTDPNS and PDuT to increase
the region of stability. However, this introduces inaccuracies
due to extra power losses. The DIM is a generalization
of the ITM and PCD. It has a linking impedance similar
to the PCD and includes a damping impedance [8]. The
DIM is stable as long as the damping impedance matches
the impedance of the PDuT. Similar to the ITM, it is
challenging to know the exact PDuT impedance, particularly
when the PDuT is a non-linear devices such as inverter-based
resources (IBRs). Reference [9] presents the wideband
identification method to estimate the impedance of the PDuT.
The practical challenge of this approach is to maintain
the small-signal condition and at the same time, guarantee
a measurable perturbation within the frequency range of
interest. Moreover, uncertainty components such as sensors
and analogue-to-digital converter (ADC)may affect the result

of impedance identification. TLM has been well-known for
the RTS communities. It is commonly used to separate
different computations tasks across different domains. For
instance, a transmission line model is employed in the RTDS
simulator [10] when a power electronic device modeled in
the small-time step domain is connected to a power network,
modeled in a larger time step (typically 50 µs). Although the
TLM has been proposed to be used in PHIL, it is seldomly
used in practical PHIL applications [11] because a real
resistor must be added on the PDuT side to represent the line’s
characteristic impedance, which incurs extra power losses
and decreases output voltage range. Tremblay et al. [11] have
modified TLM for PHIL applications by adding a high-speed
control loop between the sending and receiving ends of the
transmission line. Nevertheless, such a new interface leads
itself to an ITM form, which again requires a strict impedance
ratio between PDuT and rest of the system (ROS) to maintain
stability. The TVFOA algorithm is based on the assumption
that a PDuT can be modeled as a time-varying first-order
linear system (RL or RC circuit) [12]. As reported in [13],
TVFOA may show larger error and even instability at high
frequency; thus, it is rarely used for PHIL.

This paper proposes a new power interface for PHIL,
which can eliminate most of the above mentioned problems.
Different from most of the existing power interfaces, which
are mainly based on Gauss-Seidel iteration (which will be
explained in Section II), the proposed method integrates
RTDPNS and PDuT by the proposed multiple-dimensional
golden section search (GSS). Thus, the impedance ratio
constraint of IMA is not applicable to the proposed method.
The contributions of the paper are listed as follows:

1) The proposed method, comparable to the ITM, is easy
to be implemented and it does not need to add any
linking nor damping impedance to improve stability.

2) The proposed PI can still maintain stability even if the
impedance ratio of the ITM is violated. Thus, the user
does not need to know the impedance of the PDuT prior
to implementing PHIL.

3) The proposed PI has wider stability region, compared
to the ITM, allowing it to be used in more PHIL
applications.

4) The proposed method is inherently stable, and does not
lead to unconverged results, endangering system and
personnels.

The organization of the rest of the paper is as follows:
Section II describes how ITM works and its inherent
problems. Section III presents the proposed method and
how it is implemented in PHIL applications. Section IV
demonstrates the superior performance of the proposed
method via simulation and experiments. Finally, a conclusion
is given in Section V.

II. ITM INTERFACE
The PI in Fig. 1 can be implemented as shown in Fig. 2
[14]. The RTDPNS is used to simulate the rest of the system
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FIGURE 2. The power interface of PHIL.

(ROS) and needs to run in real-time with fixed time-step.
As pointed out in [15], there are a few processors that can
be used as simulators. These include PC based, FPGA based,
supercomputer based and custom processor based simulators.
The power amplifiers (PA) can be realized using switched-
mode amplifiers, linear amplifiers, and generators. Switched
mode amplifiers are commonly used for PHIL applications
ranging from small-scale up to mega watts range [1], [16],
[17]. Linear amplifiers have higher bandwidths as compared
to switched mode PAs. However, linear amplifiers are limited
to low power range. The generator-type amplifiers typically
uses synchronous generators driven by a dc or ac motors,
which are used for low and medium power range. In this
paper, we have chosen the switched-mode power amplifier
as the PA for the PHIL.

Fig. 3 illustrates one way of how Fig. 2 can be realized for
the PHIL setup. Fig. 3 contains the same key components of
Fig. 2, including digital-to-analogue converters (DAC), ADC,
sensors, PA, PDuT, and RTDPNS. Note that ZTL represents
the impedance of the line that is connected between the PDuT
and the PA. This is included for completeness. Nevertheless,
the line is usually short and its impedance can be neglected.

Here, we assumed that the PA behaves as a controlled
current source (CCS). Similar analysis can be done for a
controlled voltage source (CVS). Reference [18] provides a
comprehensive analysis.

To have a successful PHIL simulation, the PA needs to
behave as the power network to be modeled. To achieve
this, the hardware circuit needs to iteratively interact with the
software circuits (or virtual circuits) in the RTDPNS. Fig. 3
shows how the hardware circuits interact with the virtual
circuits in the RTDPNS for the ITM method.

Since CCS is assumed, the PA is current regulated [19].
As shown in Fig. 3, I (i)ref , where i is 0 initially, is set to

regulate the current of the hardware circuit (I1) at I
(i)
ref . Then,

the voltage at the terminal of PDuT (V (i)
t ) is sensed via a

voltage sensor and an ADC and is sent to the virtual circuit.
The sensed voltage is set to the equivalent voltage source,
representing the PDuT in the virtual circuit. The resulting
current flowing through the virtual circuit (I2) will be sensed
via a DAC and sent to the current controller of PA to update
I (i)ref and i = i + 1. The above steps will be repeatedly
continuously, and after a few iterations, the terminal voltages
and currents of the hardware circuit converge to those of the
virtual circuit. This is when the PDuT can be regarded as
physically connecting to the RTDPNS. Such an iteration is

FIGURE 3. System diagram of the ITM method.

in fact a Gauss-Seidel iteration. This is evident if we regard
the hardware and virtual circuits to be two different functions.
As a new value is obtained from one function (circuit), it is
immediately used in the next function (circuit) to determine
another value [20], [21].

Fig. 3 can be represented by Fig. 4 whose PI is modeled
by an ideal transformer. To simplify the analysis, we assume
that the PDuT is represented as an impedance, ZL , and ZTL is
negligible. The ROS is represented by its Thevenin equivalent
circuit (Vg and Zs in Fig. 4) in the RTDPNS. Fig. 5 shows the
equivalent block diagram of Fig. 4 and its open-loop transfer
function, Gop is given by:

Gop =
ZL
Zs
e−sTDFPA(s) (1)

where TD is the total delay time of the loop and FPA is
the transfer function of the PA. According to [22], TD may
include the computation needed for the RTDPNS (Tcomp),
the communication time for ADC and DAC (Tcomm), the
time delay introduced by the switched-mode PA (TPA), and
phase shifts due to the feedback filters, which equivalently
can be regarded as a time delay (denoted as Tfilt ) [22]. The
transfer function of the filter is denoted as Ffilt (s). Note
that TPA is constituted by one sample period due to the
discrete behaviour and half-time step due to the pulse-width
modulator. Thus, TPA is equal to 1.5Tsamp [22], where Tsamp
is the sample period of the digital controller of the PA.

From (1), it can be seen that under ideal condition where
delays are neglected and the transfer function of PA is 1, (2)
needs to be satisfied. Violation of such a constraint leads to
instability of the PHIL setup.

|ZL/Zs| < 1 (2)
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FIGURE 4. ITM (current-type).

FIGURE 5. Transfer function of the ITM (current type).

Note that for voltage type ITM, |ZL/Zs| > 1 needs to be
obeyed instead for maintaining stability. Moreover, it should
be emphasized that (2) is only applicable to passive elements
and cannot be generalized to any type of PDuT.

III. PROPOSED PHIL INTERFACE
A. FORMULATION
As mentioned in Section II, ITM employs Gauss-Seidel
iteration method to integrate the software and hardware parts
of PHIL. As seen from Fig. 3, the conversion between
voltage and current across different domains inherently lead
to the impedance constraint of the stability. Consequently,
we proposed to formulate the PHIL setup as the following:
Unlike the ITM, the PDuT is modeled as an equivalent
current source in the proposed configuration, as shown
in Fig. 6. The GSS optimizer in Fig. 6 is implemented
in a real-time simulator to carry out the proposed GSS
optimization algorithm, which will be delineated in the
next subsection. The GSS optimizer sends out the current
reference, I (i)ref in two paths — one is directly to the current
source model in the RTDPNS and the other is via DAC
to the current controller of the PA, as shown in Fig. 6.
The resulting terminal voltage of the PDuT, V (i)

t1 is sensed
via a voltage sensor and an ADC, and is sent to the GSS
optimizer. Similarly, the voltage across the equivalent current
source model, V (i)

t2 in the RTDPNS is directly sent to the
GSS optimizer. If the initialized value of I (i)ref is indeed the
true value of the current in the PHIL, the voltage difference
between both ends, V1 − V2, as shown in Fig. 6 should be
minimized, which can be written as (3).

Min{V (i)
t2 − V (i)

t1 }. (3)

Alternatively, (4) can be written for the convergence
condition. ∣∣∣∣∣V

(i)
t2 − V (i)

t1

V (i)
t1

∣∣∣∣∣ ≤ ε, (4)

FIGURE 6. System diagram of the proposed method.

where ε is a tolerance value. Note that if the tolerance value is
too small, it takes a longer time to reach to the final solution
while if it is too large, it converges prematurely. ε in our setup
was set to 1%.

B. ITERATION METHOD
GSS is one of the fastest direct search algorithms [23] to find
the minimum or maximum value of a function. For the PHIL
applications, GSS is to find the minimum of a function. The
algorithm works by iteratively narrowing down an interval
where the minimum of the function lies. At each iteration,
the algorithm evaluates the function at two points within the
interval and then chooses a new interval that is either to the
left or right of the current interval, depending on which point
had a higher function value. The ratio of the current boundary
length to the new one is always the same, and this ratio is the
golden ratio, which is approximately 0.618. This property of
the algorithm ensures that the interval is always divided into
two parts in a way that is optimal in terms of minimizing the
number of function evaluations required to find theminimum.
Fig. 7 illustrates how a one-dimensional GSS works. It starts
with two initial guesses, xl (lower guess) and xu (upper guess),
which bracket the minimum of f (x). Next, two interior points
x1 and x2 are chosen according to the golden ratio,

x1 = xl + d, (5)

x2 = xu − d, (6)

where

d = R(xu − xl), (7)

R =

√
5 − 1
2

(xu − xl). (8)
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FIGURE 7. 1-D GSS: (a) region elimination, (b) update of the intermediate
values.

As shown in Fig. 7, if f (x1) < f (x2), x2 becomes the
new lower limit and x1 becomes the new x2. On the other
hand, if f (x2) < f (x1), x1 becomes the new upper limit and
x2 becomes the new x1.
Since our current control for the power amplifier is based

on d-q frame current control, the formulation for the GSS
needs to be extended to two dimensions. In other words, I (i)ref ,
which is a current reference vector in the a-b-c reference
frame, needs to be converted into its d-q reference frame
counterpart, which is Iref ,d and Iref ,q as shown in Fig. 8.

Thus, instead of two initial guess values, four initial
boundary values need to be specified, and they are xl , xu,
yl , and yu, as shown in Fig. 9. The intermediate points are
also four, which are A (x1, y1), B (x2, y1), C (x1, y2), and D
(x2, y2). Re-arranging (5) and (6) and extending them to the
y-coordinate, the values of x1, x2, y1, and y2 can be obtained:

x1 = xl + (1 − R)(xu − xl) (9)

FIGURE 8. The current control of PA in the d-q frame.

x2 = xl + (R)(xu − xl) (10)

y1 = yl + (1 − R)(yu − yl) (11)

y2 = Yl + (R)(yu − yl) (12)

Assuming that point A is closest to the target optimum
value, as shown in Fig. 9 (a), f (A) is the minimum among
the intermediate points. Thus, the target value will not lie
in x2 < x < xu and y2 < y < yu. Consequently, the new
boundary is formed by (xl, y2), (xl, yl), (x2, yl), and point D,
as shown in Fig. 9 (b). The process of eliminating region
keeps continuing until the target value is reached, as shown
in Fig. 9 (c).

IV. VALIDATION
We have constructed two platforms for model validation.
The first one is offline PHIL simulation. The entire system
is built in Matlab/Simulink, where the time step emulating
the hardware circuit is 1 µs and the time step for RTDPNS
and the digital controller of the power amplifier is 50 µs.
On the other hand the second platform is the experimental
PHIL and Fig. 10 shows the actual setup. The controller
is implemented in OP4512 from OPAL-RT. The GSS
optimizer and the RTDPNS are implemented in SCALEXIO
of dSPACE whereas the switched-mode power converter
from SEMIKRON is used for PA and its switching frequency
(fsw) is set to be 10 kHz. The time step for both controller
and RTDPNS are 50 µs. The time step for the GSS optimizer
is set to be 7 ms. This is because it takes time for the
current to reach the steady-state value. Thus, the current
reference cannot be updated instantaneously. For our PHIL
setup, a duration of 7 ms is inserted to ensure that all the
current trajectories reach the steady-state before the reference
is changed. We have considered four cases. In the first three
cases, the PDuT is a passive device whose impedance is ZL =

RL + jωLL , as shown in Fig. 11. The PA is a voltage source
converter (VSC) with LCL filters whose parameters are listed
in Table 2. For the last case, the PDuT is an inverter based
resource (IBR). The power system modeled in the RDPNS in
all four cases is represented by the Thevenin equivalent whose
impedance is Rs + jωLs.
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FIGURE 9. Golden section step illustration: (a) Initialisation (b) First step (c) The rest of the steps.

A. CASE 1: LS >LL
For this case, we set Ls and LL to be 5 mH and 1 mH ,
respectively. These values are chosen because they are
readily available off-shelf for experimental implementation.
As listed in Table 2, a minimum of delay time present
in the experimental PHIL setup is 152.5 µs. Note that
Tfilt is compensated by adding a phase angle in the Park
transformation, as done in [24] and [25]. We vary the
values of Rs and RL from 0.1 � to 20 � in discrete
manner and plot the stability regions (the region enclosed by

dashed lines) of ITM and the proposed method, as shown
in Fig. 12 and 13, respectively. Different from the ITM,
the proposed method does not readily yield an analytical
transfer function. Consequently, we obtained the stability
regions by numerically plotting closed-loop Nyquist plots
of the PHIL setup whose input is subjected to small-signal
perturbations via offline simulations. Fig. 12 shows that for
ITM, most of the stable region is when Rs > RL (i.e.
region R2 in Fig. 12). Due to the feedback filters whose
transfer function is 1

(0.002s+1) , the stability at the region 1,
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FIGURE 10. The setup of experimental PHIL.

FIGURE 11. The PHIL setp whose PDuT is a passive device.

TABLE 1. Parameter values used in PHIL simulations.

R1 can be maintained. This is evident from the closed-loop
Nyquist plots shown in Fig. 14 (a) and (b). Fig. 14 (a) shows
that the system is unstable when the value of Rs is 2 �

and RL is 5 � without feedback filters because the origin
is enclosed in the closed-loop Nyquist plot. On the other
hand, Fig. 14 (b) shows that the system is stable when the
feedback filter is included. As Fig. 13 indicates, the proposed
method is stable regardless of the values of Rs and RL ,
and the stability region is much larger than that of Fig. 12.
As an example, Fig. 15 shows the closed-loop Nyquist plots
of the three points indicated in Fig. 13. All these three
figures show that they are stable because the origins are not
encircled.

Figs. 16 shows the PHIL results based on offline simulation
for ITM and proposed method when Rs = 15 � and RL =

FIGURE 12. Stability region of ITM for case 1.

10 �. The initial conditions setting for the ITM and the
proposed method are as follows: For the ITM, I (0)ref ,d and I

(0)
ref ,q

are both set to 0.1 A. For the proposed method, the initial
boundary xl and yl are set to 0.1 A whereas xu and yu are
set to −10 A. Note that magnitude of 10 A is the maximum
current limit for this experimental setup. Since such a case is
stable for both the ITM and the proposed method as seen in
Figs. 12 and 13, offline PHIL simulation results indicate that
the currents measured at the hardware circuits, Id and Iq from
the ITM and proposed method, converge to the true solutions,
as shown in Fig. 16, which are obtained from dividing the
source voltage (Vg = 110sin(377t)) by the total impedance
value. Nevertheless, as shown in Fig. 16, ITM has a large
negative overshoot and is more oscillatory as compared to the
proposed method when the PA is turned on. Fig. 17 shows the
difference between the true values and the converged results
of ITM and the proposed method at the steady state. The
figure shows that the proposed method is comparable with
ITM in terms of accuracy.

Fig. 18 shows the experimental PHIL results when Rs =

15 � and RL = 10 �. The ITM results are more oscillatory
than those of the proposed method before t = 0.17 s after
PA is turned on, which is evident from Fig. 18. Moreover,
Fig. 18 (b) shows a negative overshoot also occurs in
the ITM. Nevertheless, some discrepancies exist between
Figs. 16 and 18, which are resulted from that the real
setup has higher damping effect. In addition, as reported
in [22], in a real PHIL setup, there exist variable delays
such as the wait time of the simulator to respond to the
new value of the input from the hardware circuits at the
beginning of the next time step, which can also contribute
to the discrepancy. Fig. 19 shows the difference between
the true values and the converged results of ITM and the
proposedmethod at the steady state. The figure shows that the
experimental results yield higher error, which is reasonable
due to component and time delay uncertainties and distortions
present in the experiment. Nevertheless, the proposed method
yields slightly better results as the error for Id of the proposed
method is slightly lower than that of the ITM while the error
for Iq for both methods is comparable.
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FIGURE 13. Stability region of the proposed method for cases 1, 2, and 4.

FIGURE 14. Closed-Loop Nyquist plots for ITM: (a) without the feedback
filter; (b) with the feedback filter.

TABLE 2. Various delay times for the PHIL setup.

B. CASE 2: LS <LL
For this case, we set Ls and LL to be 1 mH and 5 mH .
We vary the values of Rs and RL from 0.1 � to 20 � and
plot the stability region (enclosed by dashed lines) of ITM as
shown in Fig. 20. As figure indicates the stability region is
much smaller than that of Fig. 20. This is because a large

FIGURE 15. Closed-Loop Nyquist plots for the proposed method:
(a) point 1 in Fig. 13; (b) point 2 in Fig. 13; (c) point 3 in Fig. 13.

portion of the region is Rs < RL , violating (2). For the
proposed method, similar to Case 1, the system is stable (the
region enclosed by dashed lines) regardless of the values
of Rs and RL , as shown in Fig. 13. This is validated by
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FIGURE 16. The current flowing through the PDuT (Offline PHIL) when
(Rs, Ls, RL, LL) = (15 �, 5 mH, 10 �, 1 mH): (a) The proposed method;
(b) ITM.

FIGURE 17. The difference between true values and the converged results
(Offline simulation).

choosing Rs and RL to be 0.1 � and 15 �, respectively.
Offline PHIL simulation results indicate that the proposed
method can still converge to the true value while the ITM
leads to instability, as shown in Fig. 21. Similar results are
confirmed by experiments, as shown in Fig. 22. Note that the
amplitude of the current for Fig. 22 (b) is smaller than that of
Fig. 21 (b) due to the more damping effect of the real PHIL

FIGURE 18. The current flowing through the PDuT (Experimental PHIL)
when (Rs,Ls,RL,LL) = (15 �, 5 mH, 10 �, 1 mH): (a) The proposed method;
(b) ITM.

FIGURE 19. The difference between true values and the converged results
(Experiment).

setup. The slight discrepancies between Figs. 21 (a) and 22 (a)
may be also due to the factor of the variable delays in the real
PHIL setup as mentioned in Section IV-A.

C. CASE 3: DYNAMIC RESPONSE
This section investigates the dynamic response of the
proposed method. For the dynamic case, an additional
condition is required for the proposed method to detect the
change of states. (13) is the equation for detecting the change
of state. If the condition holds, the initial boundary will be
re-initialized to search for the new operating state.

|Pn − Pn−1|

Pn
≤ ϵ, n = 1, 2, 3, · · · (13)

where ϵ is a tolerance value, and is set to 10%.
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FIGURE 20. Stability Region of ITM for case 2.

FIGURE 21. The current flowing through the PDuT (Offline PHIL) when
(Rs,Ls,RL,LL) = (0.1 �, 1 mH, 15 �, 5 mH): (a) The proposed method;
(b) ITM.

Fig. 23 shows the current trajectories when the PDuT
is changed from the half to the full load for the proposed
method. Fig. 24, on the other hand, shows the dynamic
current response of the ITM when subjected to the same
stable condition. Comparing both figures, one sees that the
proposed method yields similar dynamic trajectories of the
ITM, demonstrating that the dynamic responses are well
reproduced by the proposed method.

D. CASE 4: AN IBR AS A POWER DEVICE UNDER TEST
Fig. 25 shows the PHIL setup for an IBR serving as the
PDuT. This IBR, which can be regarded as a typical storage
device, consists of a VSC whose dc side is connected to a
dc source and its ac impedance is RL + jωLL . The switching
frequency for the IBR is set to 5 kHz. The controller of the
IBR, denoted as controller 2, is adapted from the ac voltage

FIGURE 22. The current flowing through the PDuT (Experimental PHIL)
when (Rs,Ls,RL,LL) = (0.1 �, 1 mH, 15 �, 5 mH): (a) The proposed
method; (b) ITM.

FIGURE 23. Transient response of GSS.

FIGURE 24. Transient response of ITM.

controller from [26]. The parameters of an IBR that may
influence the overall stability of the PHIL include the control
algorithms, control parameters of the IBR, the values of RL
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FIGURE 25. The PHIL setp whose PDuT is an IBR.

FIGURE 26. Stability Region of ITM for IBR.

and LL of the IBR, and the source impedance. It is beyond the
scope of this paper to investigate how each parameter affect
the stability region. Instead, similar to what we have done for
Cases 1 and 2, we varied the values of RL and Rs while all
other parameters remained fixed, and compared the stability
regions of ITM and the proposed method. Fig. 26 shows the
stability region of ITM, which is obtained by plotting its
closed-loop Nyquist plots for each combination of Rs and RL
when Ls and LL are set to 5 mH and 10 mH, respectively as
in Case 1. It can be seen that the stability region shown in
Fig. 26 is different from its passive counterpart as shown in
Fig. 12. On the other hand, the stability region of the proposed
method for the IBR case is still the same as that in Fig. 13.

V. CONCLUSION
This paper proposes a new power interface for PHIL, which
can eliminate the stability constraints imposed by other
power interfaces such as ITM, PCD, and DIM. This stability
constraint is an impedance ratio between the ROS and
PDuT, which needs to be maintained in order to preserve
stability. This imposes practical difficulty as one needs
to precisely determine, prior to PHIL implementation, the
impedance of the PDuT,which could be a tedious and difficult
task. The proposed method extends one dimensional GSS
to multiple-dimensional GSS for PHIL applications. The
proposed method does not require to convert current from the
software part to the voltage from the hardware part. Thus,
unlike ITM, it can maintain stability regardless the values

of the source impedance and the impedance of the PDuT.
Offline and experimental PHIL results have confirmed that
the proposed method has larger stability regions, compared
to the ITM.
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