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ABSTRACT Recent improvements formulated in the area of video captioning have brought rapid revolutions
in its methods and the performance of its models. Machine learning and deep learning techniques are both
employed in this regard. However, there is a lack of tracing the latest studies and their remarkable results.
Although several studies have been proposed employing the ML and DL algorithms in different other areas,
there is no systematic review utilizing the video captioning task. This study aims to examine, evaluate,
and synthesize the primary studies into a thorough Systematic Literature Review (SLR) that provides a
general overview of the methods used for video captioning. We performed the SLR to determine the research
problems under whichmachine learningmodels were preferred over the deep learningmodels and vice versa.
We collected a total of 1,656 studies retrieved from four electronic databases; Scopus, WoS, IEEE Xplore,
and ACM, based on our search string from which 162 published studies passed the selection criteria related
to one primary and two secondary research questions after a systematic process. Moreover, insufficient data
collection and inefficient comparison of results are common issues identified during the review process.
We conclude that the 2D/3D CNN for video feature extraction and LSTM for caption generation, METEOR
and BLEU performance evaluation tools, and MSVD dataset are most frequently employed for video
captioning. Our study is the pioneer in comparing the implementation of ML and DL algorithms employing
the video captioning area. Thus, our study will accelerate the critical assessment of the state-of-the-art in
other research fields of video analysis and human-computer interaction.

INDEX TERMS Deep learning, machine learning, performance evaluation metrics, video analysis.

I. INTRODUCTION
Video captioning, an area of Computer Vision (CV) and
Natural Language Processing (NLP) has gained significant
research focus in recent years. The main goal of computer
vision is to convey the visual information in a video in natural
language, which not only gives a comprehensive overview
of the video but also organizes the visual data into sentences
with good grammar and logical structures with decent words.

The associate editor coordinating the review of this manuscript and

approving it for publication was Rongbo Zhu .

The idea behind is somehow more detailed, more complex,
and more challenging than video subtitling as the subtitling
involves only the conversion of audio spoken in the video
into natural language text. Video captioning, on the other
hand, aims to understand every entity in the video sequences
and describe it in grammatically accurate natural language.
These entities include scenes, objects, actions, and all the
interactions among these entities because this description is
not understandable for humans without interaction details.

The scope of video captioning has significantly expanded
in the modern era as a result of the tremendous advancements
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in technology and captioning algorithms. This systematic
study ponders light on different aspects of video captioning
studies proposed so far. The development of video caption-
ing creates a wide range of new options. Advancements in
video captioning can be witnessed in numerous application
domains like sign-language recognition, video surveillance,
human-robot interaction, visually or hearing-impaired assis-
tance, video indexing, and many more [1]. We anticipate
having the same kind of interactions with robots that we have
with people soon. There are two distinct steps in the pro-
cess of captioning videos; visual understanding and caption
generation. Four basic modalities— visual, audio, motion,
and semantic—are necessary to build a video interpreta-
tion paradigm. Using cutting-edge techniques, numerous
researchers have had success in extracting the features from
diverse modalities.

A combinatorial analysis of deep learning and machine
learning video captioning studies can provide valuable
insights into the state of the art in this field. By comparing
and contrasting the different approaches used in these stud-
ies, it is possible to identify the strengths and weaknesses
of each approach and to determine the best approaches for
video captioning. One aspect of a combinatorial analysis is
to classify the studies based on the type of deep learning
or machine learning models used. For example, studies may
use convolutional neural networks (CNNs), recurrent neural
networks (RNNs), or transformers. This can provide insights
into the most commonly used models, and the performance
of each model. Another aspect is to classify the studies based
on the type of datasets used for training and evaluating the
models. For example, studies may use video captions, subti-
tles, or audio-visual data. This can provide insights into the
most suitable data for different models, and the impact of
the data on the performance of the models. A further aspect
is to classify the studies based on the evaluation metrics
used. For example, studies may use metrics such as BLEU,
ROUGE, or METEOR. This can provide insights into the
most commonly used metrics, and the suitability of each
metric for different models and data.

The issue of efficiently describing material using images
has been the subject of numerous research previously [2], [3].
The challenge of characterizing actions through videos, how-
ever, is more challenging to increase accuracy in video feature
extraction [4]. Numerous approaches have been employed
for the captioning of videos over the past few years. Early
studies of video captioning approaches presented the visual
themes in the video with hand-crafted features and template-
based caption generation. These template-based or rule-based
SVO approaches use the Subject (S), Verb (V), and Object
(O) triplets and generate the caption based on predefined
sentence templates [5], [6], [7]. These classical methods of
SVO were highly dependent on the templates and used some
fixed syntactic structure of sentences. However, this approach
is incapable of describing all the entities of open-domain
videos using hand-crafted features because it is not practical

due to its computational complexity. In recent years, the
statistical or machine learning approach was employed using
Statistical Machine Translation (SMT) techniques [8] where
intermediate semantic label representation was used to gen-
erate associated annotations to cope with the issues of
large-scale and open-domain video datasets. There is a long
list of video captioning studies based on statistical approaches
from traditional classifiers [9] to weakly supervised [10]
and fully supervised [11]. However, to adequately capture
the relationship between visual features and textual descrip-
tions, these strategies worked insufficiently. Recent research
developments in the CV and NLP areas using deep learn-
ing approaches have leveraged the concept of generating
sentences from video pixels. These studies employed the
DL-based architectures [12] that encode the visual features
using different variations of CNN and decode these features
into generated captions using different language models i. e.,
RNN, LSTM, GRU.

Recent publications have unavoidably showcased the most
cutting-edge approaches to various video captioning tech-
niques. A recent review of video captioning was conducted
by Jain et. al. [4] that emphasizes various features of dif-
ferent video captioning techniques and datasets. The article
offers a summary of the many deep-learning architectures
used for video captioning. According to the authors, the
models that were primarily used, with a few small adjust-
ments and various attention and encoder-decoder framework
combinations led to either a rise or a decline in the results.
Islam et. al. [13] surveyed various classical and deep learn-
ing methods already in use. The review covers benchmark
datasets, prominent assessment criteria, and architectural
frameworks. The authors also address the applications and
limitations of video captioning methods. The information
already available about video description is also examined
in a literature review by Aafaq et al. [1]. In addition to
comparing the domains of benchmark datasets, number of
classes, and repository sizes, this study also examines the
benefits and drawbacks of different evaluation measures,
including SPICE, CIDEr, ROUGE, BLEU, METEOR, and
WMD. Moreover, it highlights the cutting-edge approaches
of the video description with an emphasis on deep learning
models. The paper also summarizes the benchmark out-
comes of different methodologies on each dataset of video
descriptions. It was discovered that the heterogeneity in
unrestricted open-domain videos cannot be handled by the
classical approaches as a result of the release of massive
datasets. Almost every study agrees that there is no specific
performance evaluation metric available. Although metrics
for image captioning and machine translation have been
borrowed in the evaluation of video captions, there is no
specific metric designed to gauge the effectiveness of video
descriptions.

This systematic study will help the researchers to decide
the methods for captioning the videos for their specific
domain. This document provides a thorough review of the
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most recent studies on video captioning published so far.
VariousML andDL algorithms have been employed for video
captioning tasks so far. However, no synthesis of these studies
has been reported to provide a systematic review of video
captioning. Thus, a systematic study is lacking yet in this
domain. Our goal is to close this disparity by conducting an
SLR to focus on the ML and DL algorithms applied in video
captioning, evaluation parameters, and datasets used along
with the challenges encountered by answering our research
questions. So, the key contributions of this study are:

i. The conducted study is the first systematic study in the
area of video captioning.

ii. We critically analyzed 162 relevant primary studies to
address our research question.

iii. We identified the research gaps and explored future
research directions in the area of video captioning.

The organization of this study’s structure is as follows: The
employed research methodology is thoroughly described in
section II. Section III discusses the results and interpretation
comprehensively. The study’s final remarks are included in
section IV. Lastly, section 5 describes some important high-
lights regarding the future aspects. We have followed the
PRISMA 2020 checklist [14] to address all the necessary sec-
tions of this systematic literature review. Further information
on the studies used in this SLR is presented in Appendix A at
the end of this SLR.

A. METHODOLOGY
A systematic literature review is a technique used to recog-
nize, and critically assess all the available research studies
related to some specific research question or topic of
interest [15].

This systematic review’s goal is to offer a discussion
to summarize the existing research area of video caption-
ing, find out its research gaps, and explore potential future
research. It highlights all the existing primary research studies
using some explicit methods to answer our primary research
question and thus forms a secondary research study. The
phases involved in this systematic review are planning, iden-
tification, selection, assessment, and reporting (see Figure 1)
respectively discussed below in detail:

B. REVIEW PLAN
A systematic study is enviable because it concludes and
summarizes the literature covering some scope that is not
possible from individual studies [15]. Before conducting the
study, it was verified whether there was no prior study pub-
lished covering the same research scope as ours. After the
confirmation, the following steps were carried out in planning
the review phase:

1) REVIEW PROTOCOL
The review protocol presents the outline of all the com-
ponents of the review along with some more essential
information. An inadequate protocol may lead to biased study
selection results, that’s why we have carefully developed

FIGURE 1. Systematic review framework.

TABLE 1. PICO framework for research questions.

the review protocol. Due to the iterative development and
evaluation, our review protocol shows the plannedmethods of
our review. It was prepared as a guide before the actual review
would be conducted. PRISMA-P Checklist [16] was followed
to develop the protocol and is described in the Appendix
A highlighting the important points of the study, i.e., RQs,
inclusion/exclusion criteria, data extraction, and synthesis.
Question Structure: Formulating the structure of the

research question is the fundamental process for research to
be conducted. We have used the PICO (Problem, Interven-
tion, Comparison, Outcome) framework [17] to formulate our
research questions for this systematic review.

We adopted the PICO framework to join the several ele-
ments of our research question. It is a general rule of PICO to
reflect the research question in the study title or the abstract
of the study and we have done it in both.

2) RESEARCH QUESTIONS
Various methods, datasets, and performance evaluation met-
rics have been employed to identify the elements involved in
single-sentence and dense video captioning. We conducted
this review to answer the following primary research question
to examine the studies related to single-sentence and dense
video captioning methods:
RQ 1:What evidence indicates that deep learning methods

are more commonly utilized than machine learning methods
in video captioning?

Since all these studies used different datasets and per-
formance metrics, we formulated the following secondary
questions to assist this review:
RQ 2:Which video captioning datasets relative to different

parameter characteristics are used preferably for the bench-
marking?
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RQ3:Which performance evaluationmetric is most appro-
priate for the studies of video captioning models relative to
parameter characteristics?

The research questions were developed to fully cover the
objectives of this systematic review – from identifying the
methods used, to the characteristics of under-study datasets.
We also intended to investigate the issue of performance eval-
uation metrics used for video captioning. These RQs helped
us to develop our research strategy and identify inclusion and
exclusion criteria.

C. RESEARCH IDENTIFICATION
Using the following objective search strategy, the goal of this
systematic literature review is to look for as many primary
studies as possible that are pertinent to our research question.

1) SEARCH STRATEGY
After the formulation of the research questions, the following
steps were adopted to design the search strategy for identify-
ing pertinent studies:

i. Using the PICO approach [17], the major search terms
were derived from the study questions. Important con-
cepts of the PICO framework were translated into the
search terms. Listed below are the key search terms:
·Problem: video, captioning. ·Intervention: deep, learn-
ing, method. ·Comparison:machine, learning, method.
·Outcomes: influence, of, video, captioning, model.

ii. Identified alternative spellings and synonyms for
search terms using the following concept grid. Similar
terms were added to the grid under its related concept.

iii. Checked the keywords in the relevant papers.
iv. To broaden our search, we used the Boolean OR and

incorporated alternative spellings and synonyms hav-
ing similar concepts.

v. To narrow down our search, we used the Boolean AND
and linked the major terms from step 1 having different
concepts.

Below search-strategy was tailored to four established
databases; i.e., Scopus, Web of Science, IEEE Xplore, and
ACM Digital Library:

video caption* OR visual caption* OR video description OR
visual description OR describing video OR video-to-text

AND

deep learning OR deep-learning OR neural network

AND

method OR approach OR technique OR mechanism OR
model

2) PUBLICATION BIAS
Publication bias of a systematic review is the tendency of
authors to include some specific studies only and it affects
the quality of the research. This is a common problem, as it
can skew the results and conclusions of the review. To avoid

publication bias in our SLR of video captioning studies,
we adopted a rigorous and comprehensive approach. Here are
the steps that were followed:

i. Searched from multiple databases: we searched from
multiple databases, including both engineering and
computing sources, to ensure a comprehensive and
representative sample of the available literature.

ii. Used comprehensive search strategy: We developed a
comprehensive search strategy that covers a wide range
of keywords and phrases related to video captioning
and machine learning/deep learning and used advanced
search filters to exclude irrelevant studies.

iii. Included grey literature:We have included conference
proceedings and technical reports, in addition to pub-
lished journal articles, to ensure that all relevant studies
are included.

iv. Multiple reviewers for studies screening: We assigned
multiple reviewers to independently screen the studies,
and used a consensus approach to ensure that all rele-
vant studies are included.

v. Assessed the quality of the studies: We assessed the
quality of the studies based on our established inclusion
and exclusion criteria, such as the study design, and
the validity and reliability of the data to synthesize the
results of the studies, so that we can provide a com-
prehensive and robust evaluation of the state of the art
in video captioning. These criteria were formulated by
the first author and were validated by all the remaining
authors.

By following these steps, we minimized the risk of publica-
tion bias and ensured a rigorous and comprehensive SLR of
video captioning studies.

3) BIBLIOGRAPHY MANAGEMENT PACKAGE USED FOR
DOCUMENT RETRIEVAL
We used Endnote software to manage and organize a large
number of search results as references and citations sys-
tematically and efficiently. Hundreds of irrelevant journal
and conference proceedings studies were returned. Numerous
duplicate searches among our selected four databases were
retrieved. By using Endnote, we removed duplicate records
and created a library of references representing our initial
database.

4) DOCUMENTING THE SEARCH
The fundamental concept of search string definition is to join
the synonyms of keywords with OR connector and concate-
nate different groups of words with AND. Table 3 contains
the documentation of the search for each database selected.

D. STUDY SELECTION
We looked for the searches spanning from the inception of the
database until October 07, 2023, and included journal articles,
and conference papers using the search strings shown in
Table 3. Figure 2 describes that a total of 1,656 records were
retrieved using the four literature repositories. The largest
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TABLE 2. Concept grid.

TABLE 3. Studies search strategies documentation for selected databases.

number of studies were found using IEEE Xplore. It is quite
obvious that a study can be indexed in many databases, so we
looked for duplicate video captioning studies and removed
the 84 duplicate studies from either of the databases. After

obtaining the initial 1,572 studies, we employed the following
three-stage screening process utilized by Stefana et. al. [18]:
Screening Stage 1 – Title analysis: In this stage, only the

titles of retrieved studies were analyzed.
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FIGURE 2. Primary studies selection process.

Screening Stage 2 – Abstract and keywords analysis:
Doubtful studies were discussed by the team members in this
stage. All the studies included in this stage were downloaded
for the subsequent stage.
Screening Stage 3 – Full-text analysis:All the studies were

available to all authors in Google Drive. This stage can also
be considered the eligibility stage of the studies.

Table 4 lists the results of each stage concerning all
databases.

Specifically, we excluded 1,254 irrelevant studies during
stage I, and 107 in stage II. Then we assessed the actual
relevance of the remaining potentially relevant 211 primary
studies in stage III using the eligibility criteria described in
Table 5. Study selection criteria for all three stages were the
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TABLE 4. Overview of studies results in each step.

same. We recorded the reasons for the exclusion of studies
not fulfilling the eligibility criteria.
Study Selection Criteria: Study selection or eligibility

criteria affect the SLR results. It was defined during the
protocol development. As the inclusion/exclusion criteria set
the boundaries of the SLR and were based on our research
question. We tested our criteria on a small number of primary
studies first. Then we refined it before the actual search
process started to save the search time.

The above criteria are the list of restrictions regarding the
studies. These restrictions are by language, area of study, and
primary studies. There were many irrelevant studies found
that did not address any aspect of the research questions. Two
researchers assessed each study and each disagreement was
discussed and resolved.

E. STUDY QUALITY ASSESSMENT
A vital step in carrying out a systematic review is evalu-
ating the quality of potential primary studies. This process
is intended to evaluate the scientific credibility of studies
and wipe out thematically irrelevant studies [19]. The studies
were evaluated to answer our RQs to gauge the credibility
of the research. The quality assessment questions for video
captioning studies are indicated in Table 6 and the results of
its analysis are presented in Table 7.

The studies were evaluated, and only those supporting
our quality assessment questions were selected. The grades
against the seven above-mentioned quality criteria items were
formulated as follows:

• 1 for Yes
• 0.5 for Partially Yes
• 0 for No

Thus, a primary study was excluded if its mean grade was
less than 5. Two authors performed this step and all discrep-
ancies about the studies’ quality were resolved mutually.

Table 7 shows that out of one hundred sixty-two studies,
thirty-eight studies obtained a significant mean grade of 5,
eighty-three studies gained a mean grade of 6, and forty-four
studies earned a mean grade of 7. Although forty-nine stud-
ies were excluded due to insufficient mean grades. This
table contains the studies year-wise. The top 9 studies were
selected from the year 2023, 33 from the year 2022, 14 from
the year 2021, 19 from the year 2020, 22 studies from the year

2019, 27 from the year 2018, 24 from the year 2017, 12 from
the year 2016, 4 from the year 2015, and 1 from the year
2014 as depicted in Figure 3. Figure 6 depicts the proportion
of selected primary studies distributed across different years,
organized by databases.

Table 8 presents a comprehensive performance comparison
of selected studies with the mean grades for each study mea-
sured as seven, across different evaluation metrics, including
BLEU, METEOR, ROUGE, and CIDEr. Among the high-
lighted studies, S3 stands out with impressive scores across all
metrics, particularly achieving a high CIDEr score of 119.5.
S3 and S6 also demonstrate strong performance, scoring
notably well in BLEU, METEOR, and ROUGE.

1) DATA EXTRACTION
Research questions were answered after examining the stud-
ies in the study selection step. In this step, the information
required to answer our research question was taken from the
selected primary papers. The data collected from 162 pri-
mary studies is displayed in Table 7 to answer the research
question.

To avoid irrelevant data extraction, it was confirmed by
the authors that the extracted data addressed the factors of
primary question and secondary questions. Table 9 provides
a comprehensive overview of the extracted data from selected
studies, focusing on various key items relevant to the research
questions. The table is designed to organize and present
essential information for analysis and synthesis.

2) DATA SYNTHESIS
In this section, extracted data is presented for synthesis in
tabular and graphical formats for information visualization.
Table 10 and Table 11 show the list of the venues for the
selected primary studies published along with some neces-
sary details.

F. REVIEW REPORT
We have followed the PRISMA statement for reporting
because it is a highly preferable reporting method for sys-
tematic reviews, and its results play a crucial role in the
assessment of various research questions. This systematic
review focuses on the evidence of the influence of deep learn-
ing methods compared to machine learning methods in the
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TABLE 5. Inclusion/exclusion criteria for systematic review of video captioning studies.

TABLE 6. Quality criteria for a systematic review of video captioning studies.

field of video captioning. The research question (RQ1) aimed
to determine the superiority of deep learning methods over
machine learning methods in the field of video captioning.

The results showed that the majority of selected studies in
the field of video captioning have been conducted using deep
learning methods, followed by a smaller number of studies
that utilized machine learning methods. The usage statistics
of these methods are presented in Table 13 and Table 14.
The second research question (RQ2) aimed to investigate

which video captioning datasets are preferred for benchmark-
ing purposes, relative to different parameter characteristics.
The results revealed that the MSR-VTT dataset, in addition
to MSVD, has been extensively used for video captioning.
However, comparing the two datasets, Table 15 shows that
the MSR-VTT dataset has a larger number of video clips,
sentences, and vocabulary. However, according to Figure 7,
the MSVD dataset outperformed the MSR-VTT dataset in
evaluation metrics when different models were employed and
were selected more frequently.

The third research question (RQ3) aimed to determine the
most appropriate performance evaluation metric for studies
of video captioning models, relative to parameter character-
istics. The results showed that METEOR and BLEU were the
most commonly used evaluation metrics in the selected stud-
ies, as shown in Figure 11. These findings provide insights
into the preferred methods and metrics used in the field of
video captioning and can serve as a reference for future
research in this area.

II. RESULTS AND INTERPRETATION
The data extracted from selected primary studies are dis-
cussed and analyzed in this section. A total of 1,656 studies
were retrieved and 162 papers based on study selection cri-
teria (see Table 5), and assessment questions (see Table 6)

FIGURE 3. Yearly distribution of selected primary studies.

were finalized for the analysis. Table 13 and Table 14 list
the details of studies employing machine learning methods
and deep learning techniques for feature extraction and cap-
tion generation methods respectively. Moreover, the research
questions are answered in this section.

A. STUDY DEMOGRAPHIC
This subsection shows a general demographic overview of
the study’s data to show the overall productivity in the
under-study research area. That’s why we decided to extract
the Publication venue and year distribution. The number of
studies published in journals is higher than the conference
proceedings.

Figure 3 shows that since 2017, the interest in video
captioning has been significant (on average, twenty papers
are published annually), with vastly higher increases
in 2017–2022.
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TABLE 7. Quality scores of selected studies.
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TABLE 7. (Continued.) Quality scores of selected studies.
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TABLE 7. (Continued.) Quality scores of selected studies.
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TABLE 8. Performance comparison of highest mean grade studies.

As seen in Figure 4, conferences were the most popular
venues for publishing the selected primary studies and the
most frequently used venue was the IEEE Conference on
Computer Vision and Pattern Recognition known as CVPR
(see Table 11).
Figure 3 presents the number of primary studies per year

and an increase in the under-study research area. Most of
the video captioning studies were presented at conferences

as shown in Figure 4. Figure 5 illustrates the distribution of
primary studies categorized by databases.

Table 12 lists the most influential studies so far in the area
of video captioning. Below is a short methodological analysis
of these studies:

S162 proposed a Seq2Seq model for video captioning that
uses a convolutional neural network (CNN) as the encoder
and a recurrent neural network (RNN) as the decoder. The
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TABLE 9. Data extraction from selected studies.

FIGURE 4. Document type-split of yearly distribution of selected primary
studies.

encoder is a convolutional neural network (CNN) that pro-
cesses video frames and encodes them into a fixed-length
representation. The decoder is a recurrent neural network
(RNN) that generates the video caption word by word. S161
proposes a novel two-stage approach for video captioning
that leverages the temporal structure of videos to generate
high-quality captions. The main contribution of the paper is
a novel approach to video caption generation that leverages
the inherent temporal relationships between video frames and
captions. The authors propose a two-stage approach for video
captioning that first generates a set of candidate captions and
then refines these captions to produce the final captions. In the
first stage, the model generates candidate captions by predict-
ing the next word in the caption based on the current state of
the video, using a recurrent neural network (RNN) with an
attention mechanism. In the second stage, the model refines
the candidate captions by considering the video content and
the relationship between video frames and captions.

S160 presents a novel approach for video captioning that
generates longer and more semantically meaningful captions
by leveraging a hierarchical recurrent neural network and
an attention mechanism. S158 proposes a video captioning
model that jointly models the embeddings of video frames
and the translations between video frames and captions. The
model consists of two components: an encoder that encodes

FIGURE 5. Database-wise primary studies distribution.

video frames into continuous embeddings, and a decoder that
generates captions from the embeddings.

S142 makes a significant contribution to the field of video
captioning, by combining an attention-based LSTM network
with a semantic consistency loss and demonstrating its effec-
tiveness in generating coherent and semantically consistent
captions for video sequences.

S57 proposes a video representation model based on
HRNNs, which consist of multiple levels of RNNs that
process different levels of information in the video. S146
proposes a video captioning model that first transfers the
semantic attributes from a pre-trained attribute recognition
network to the video frames, and then uses a sequence-to-
sequence (Seq2Seq) model to generate captions based on the
video frames and their associated semantic attributes.

S127 makes a valuable contribution to the field of video
captioning, by proposing a novel video captioning model
based on attention-based multimodal fusion and demonstrat-
ing its effectiveness in generating captions that are relevant to
both the video frames and the audio track. S68 proposes a new
video captioning model with a Spatial-Temporal Attention
Mechanism (STAT) to address the limitations of previous
video captioning models, which often struggle to effectively
capture the relationships between video frames and captions.
They argue that these models can be improved by using
attention mechanisms, which can weigh the importance of
different video frames when generating captions.

They use a combination of two attention modules: a spatial
attention module that weighs the importance of different
parts of the video frames, and a temporal attention mod-
ule that weighs the importance of different frames in the
video. S122 incorporated a high-level policy network that
generates a sequence of coarse-grained action descriptions,
and a low-level value network that refines these descriptions
into captions. Strengths of the proposed approach include
its ability to effectively model the relationships between the
video and language modalities, and its flexibility in handling
diverse video content and captions.

The above papers represent some of the most influential
primary studies in the field of video captioning and have
significantly advanced the state-of-the-art in this area.
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TABLE 10. Selected journals.
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TABLE 11. Selected conferences.
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TABLE 12. List of most influential primary studies.

FIGURE 6. Year-wise database proportion of selected primary studies.

B. RESULTS OF RQ1: WHAT EVIDENCE INDICATES THAT
DEEP LEARNING METHODS ARE MORE COMMONLY
UTILIZED THAN MACHINE LEARNING METHODS
IN VIDEO CAPTIONING?
There is a plethora of numerous algorithms and approaches
available for the video captioning job; however, they may
be categorized essentially into two primary groups; the
template-based language models and the sequence learning
models.

The traditional template-based model approach breaks the
sentence up into many parts and determines the specific
grammar rule in advance (e.g., Subject, Verb, Object). Several
studies employ these sentence fragments to line up each
component with words that were derived from visual imagery
using object recognition, and they then create a phrase with
linguistic constraints. A translatable mapping between the
information of a video and a sentence is directly learned using
the deep learning approach, which makes use of sequence
learning models. Each category works in a two-stage process;
feature extraction, and caption generation.

There are various aspects to consider when selecting a
video feature extraction method. The type of features is the
most important aspect as various types of features can be
extracted from video, including low-level features such as

color, texture, and motion, and high-level features such as
objects, scenes, and actions.

Representation also plays an important role because
extracted features can be represented in different ways,
such as pixel-based, region-based, and object-based. The
pixel-based representation uses the raw pixel values of a
video frame, while region-based and object-based repre-
sentations use regions or objects, respectively, in a video
frame. Spatial and temporal resolution is also important as it
determines the detail and accuracy of the extracted features.
Video feature extraction methods can operate on different
spatial and temporal resolutions. For example, some meth-
ods can operate on a single frame, while others can operate
on multiple frames to capture temporal information. Scale
affects the ability of the method to handle videos of dif-
ferent sizes and resolutions. Some video feature extraction
methods can operate at different scales, such as multi-scale
or scale-invariant, to capture features at different levels of
abstraction. Computational complexity determines the pro-
cessing speed and efficiency of the method. Different video
feature extraction methods can have different computational
complexities, which may impact their real-time applicability.
The robustness of a video feature extraction method refers
to its ability to work well under various conditions, such
as illumination changes, camera motion, and background
clutter. Different video feature extraction methods can have
different compatibility with different video analysis tasks,
such as object recognition, scene classification, and action
recognition. Thus, selecting a video feature extractionmethod
requires balancing these different aspects to achieve the
desired results. To address the first RQ, proposed methods
of selected studies were analyzed under these stages, shown
in Table 13, and Table 14.

In Table 13 and Table 14, the terms ‘‘high’’ and ‘‘low’’
in the context of computational complexity refer to the
computational expenses associated with each model. When
describing computational complexity as ‘‘high,’’ it indicates
that the corresponding model demands substantial computa-
tional resources, encompassing significant processing power,
memory utilization, or time for execution. On the other hand,

VOLUME 12, 2024 35063



T. Kehkashan et al.: Combinatorial Analysis of Deep Learning and Machine Learning Video Captioning Studies

TABLE 13. Applied models and their aspects in the selected studies for feature extraction.

35064 VOLUME 12, 2024



T. Kehkashan et al.: Combinatorial Analysis of Deep Learning and Machine Learning Video Captioning Studies

TABLE 13. (Continued.) Applied models and their aspects in the selected studies for feature extraction.

TABLE 14. Applied models and their aspects in the selected studies for caption generation.

when denoted as ‘‘low,’’ it signifies that the model exhibits
minimal computational requirements, highlighting efficiency
in terms of processing power, memory usage, or execution
time. These terms are used as qualitative descriptors to suc-
cinctly convey the computational demands of the various
models considered in the study.

We can conclude from the above table that three major
categories of algorithms that recently shown impressive

performance in feature extraction. C3D-Net is a neural archi-
tecture made up of several 3D convolutional layers that
follow one another. Its training has the drawback of need-
ing an excessive number of instances with labels. Most of
the selected studies adopted its 2D and 3D architecture for
feature extraction in video captioning. Along with these two,
many variants of CNN have been implemented success-
fully. ResNet comes in a variety of flavors to address the

VOLUME 12, 2024 35065



T. Kehkashan et al.: Combinatorial Analysis of Deep Learning and Machine Learning Video Captioning Studies

vanishing gradient issue. For instance, training a ResNet-152
involves a lot of computations because it has roughly 60M
parameters. This increases the amount of training time and
energy needed. In comparison to ResNet-152, VGGNet not
only has more parameters and FLOP but is also less accurate.
Some selected studies deployed spatial exploitation-based
CNN architectures e.g., VGG, and GoogLeNet which proved
to be computationally costly due to the fully linked lay-
ers. A VGGNet with lower accuracy, for example, requires
more time to train. Some other selected studies have used
shortcut paths to give users the ability to skip certain lay-
ers, for example, in ResNet, a multipath CNN architecture.
This improves the ability of the signals to be easily trans-
mitted in both forward and backward directions. However,
it brought up the problem of having to re-learn redundant
feature maps. ResNeXt; a width-based variant of CNN that
supports the concept of layer widening; is adopted by many
selected studies that increased the cardinality to offer dif-
ferent transformations at each layer, although this results in
a large computational cost. Many selected studies adopt the
hybrid model to extract the features from videos and utilize
the fusion of transformer or RNN variants with CNN.Most of
the hybrid models for feature extraction adopted the diversifi-
cation of CNN with LSTM and attention mechanism. For the
sub-task of video feature extraction, a total of 189 times deep
learning methods were employed in the selected studies, and
in contrast, only five machine learning methods were used in
the selected studies which mark a vital difference.

Different aspects of language models have an impact on
their performance and efficiency. Feature extraction is one
such aspect that determines the type and quality of features
used to describe the input data. The decoding strategy refers
to the method used to generate captions from the extracted
features. Pretraining is a technique that utilizes a pre-trained
model on a large dataset to initialize the parameters of a
language model for the caption generation task. Training
data is also an important aspect as it determines the quality
of the captions generated by the model. Regularization is a
technique used to prevent overfitting in the model, while data
augmentation is used to increase the size of the training data.
Computational expense is another important aspect as the
model needs to be efficient in terms of computation time and
memory usage. Challenges in the task of caption generation
include dealing with diverse and complex inputs, handling
large amounts of data, and generating captions that are accu-
rate and coherent. Overall, a balanced consideration of these
aspects can lead to better performance and efficiency of
language models for the task of caption generation. Table 14
shows a comprehensive overview of these aspects.

Table 14 shows that RNN and LSTM have been adopted
mostly for caption generation tasks in the selected studies
of video captioning. A more advanced technique adopted for
caption production is the attention mechanism.

In video captioning, deep learning methods have been
more influential than traditional machine learning methods
in recent years. This is due to the ability of deep neural

networks to capture complex patterns and relationships in
large amounts of data. Deep learning methods were adopted
160 times, and only 2 machine learning methods were
adopted for the caption generation subtask. For example,
in video captioning tasks, deep learning models such as
encoder-decoder architectures and attention-based models
have been shown to perform well in generating captions
that are both descriptive and semantically accurate. These
models have been trained on large datasets and use techniques
such as convolutional neural networks (CNNs) and recurrent
neural networks (RNNs) to model both spatial and temporal
relationships in video frames and captions. On the other hand,
traditional machine learning methods, such as support vector
machines (SVMs) and decision trees, may struggle to capture
the complex relationships between video frames and captions
and produce captions that are less accurate and descriptive.

So, the choice of a video feature extractionmethod depends
on the specific requirements of a video analysis task, includ-
ing the type of features to be extracted, the representation of
the features, the spatial and temporal resolution, the scale of
the features, the computational complexity, the robustness,
and the compatibility with the analysis task. However, it is
important to note that deep learning methods are not always
the best solution for every problem, and the choice of method
depends on the specific task and available data. In some cases,
traditional machine learning methods may still perform well
and be a more suitable choice.

C. RESULTS OF RQ2: WICH VIDEO CAPTIONING DATASETS
RELATIVE TO DIFFERENT PARAMETER CHARACTERISTICS
ARE USED PREFERABLY FOR THE BENCHMARKING?
The use of contemporary video captioning methods has
become more popular recently. However, the success of those
techniques depends on the availability of datasets. Early
attempts focused on building datasets for straightforward
situations and closed domains. Later work improved the data
collection and scalability by utilizing the internet and movie
description services.

The size of a video captioning dataset refers to the number
of video-caption pairs included. The video’s diversity refers
to the diversity of the video content, such as topics, styles,
and camera views. The caption’s quality is another important
characteristic, as the captions should be well-written, gram-
matically correct, and accurately describe the video content.

Annotated information includes additional information
such as labels, keywords, and emotions that can be used to
further enhance the captioningmodels. Temporal information
is information about the timing of events in the video, which
is critical for generating accurate captions. Multi-modality
refers to the ability to process different modalities such as
audio, text, and visual information. Evaluation protocol is
how the performance of a video captioning model is mea-
sured and compared to other models. These characteristics
of video captioning datasets greatly influence the quality and
performance of video captioning models. To address the 2nd
RQ, the key aspects of the datasets employed frequently in
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TABLE 15. List of selected video captioning datasets.

FIGURE 7. Quality grades distribution of popular datasets.

the selected studies are summarized here in Table 15 which
could have dynamic effects on the performance of the method
proposed.

Utilizing various datasets always affects a model’s perfor-
mance differently. That’s why authors have selected different
models and datasets with different evaluation metrics. Pop-
ular datasets like MSVD, MSR-VTT, M-VAD, MPII-MD,
ActivityNet, and Charades were utilized in the selected stud-
ies. Each of the video captioning datasets listed in Table 16
has unique characteristics that make it influential in different
ways.

MSVD (Microsoft Video Description), being one of the
first and most widely used datasets, is the most popular
and performs the best among all video captioning models.
To develop the MSVD, the Mechanical Turk employees got
paid for watching short video clips, describing their contents,

and gathering 120K sentences over the summer of 2010.
To prevent bias from lexical choices in the descriptions, the
audio has been muted in all of the clips. More than 2,000
video clips are described in a collection of nearly parallel
entries as a result. Due to the workers’ encouragement to
perform the activity in the language of their choosing, the
data includes both bilingual and paraphrase alternations. This
strength of the dataset makes it appealing to incorporate in
as many experiments as possible, showing 28 studies with
grade 5, 49 studies with grade 6, and 19 studies with grade
7 in Figure 7. A total of 96 studies have utilized the MSVD
dataset. Its simplicity and early use make it influential, but
its relatively small size and lack of temporal information
make it challenging to use for training and evaluating video
captioning models.

MSR-VTT (Microsoft Research Video to Text) is the sec-
ond most frequently used dataset in quality studies. It, as a
large-scale dataset, was introduced in 2016 to overcome the
simplicity of current benchmark datasets with limited videos
and simple descriptions of specific domains. This dataset is
for the open-source video captioning domain that consists of
10k video clips from 20 categories and Amazon Mechanical
Turks have labeled with 20 English sentences for each clip.
75 is a great score for this dataset’s quality studies usage
shown in Table 15. Its size and diversity make it a popular
choice for training and evaluating video captioning models.

M-VAD (Montreal Video Annotation Dataset); a new
dataset in the movie domain was developed in 2019 to
address the lack of character-specific visual annotations in
the existingmovie description datasets. TheM-VADdatabase
includes annotations for characters’ visual appearances with
the face bounding boxes and, when accessible, associations
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FIGURE 8. Datasets usage frequency in selected studies.

with their textual mentions. A semi-automatic approach was
used to identify and annotate the participant’s features in
every movie’s video clip. Its annotated information and
multi-modality make it a useful dataset for evaluating the
ability of video captioning models to generate captions that
describe not only what is happening in the video, but also how
it is happening.

MPII-MD (Max-Planck-Institut für Informatik-Movie
Description) was established in 2015 to give transcribed
audio descriptions of movies with the idea that audio descrip-
tions (ADs) are significantly visual and descriptive to the
scripts. One sentence from the movie’s script and the audio
caption information serve as the link between each clip.
To ensure that the audio and visual information was consis-
tent, each sentence was manually connected to the related
video clip. Its size and the high quality of the captions make
it a useful dataset for training and evaluating video captioning
models.

ActivityNet Captions, which was introduced in 2017, rev-
olutionized the field of video captioning by offering the
ability to recognize each event in a video and describe it
in natural language. The dense-captioning events method,
which involves identifying and describing events in a video,
is demonstrated in this groundbreaking dataset. Its size and
diversity make it a useful dataset for training and evaluating
video captioning models.

The Charades dataset, released in 2016, shows everyday
indoor activities and lasts, on average, 30 seconds. It is a
large-scale video captioning dataset that contains captions for
complex activities in the videos, such as cooking, cleaning,
and playing games. Each movie in this dataset has a variety
of free-text annotations, action labels, action intervals, and
classes of interacting objects.

A sentence containing items and activities from a fixed
vocabulary was given to 267 different users, who then pro-
duced a video acting out the sentence. Its complexity and
diversity make it a useful dataset for evaluating the ability
of video captioning models to generate captions for a wide
range of activities.

From Table 15, several conclusions can be drawn. First,
we can interpret that the most frequently used datasets

belong to primary categories of the open world, social
media, and movies. Second, other than a few datasets that
incorporate many phrases or even paragraphs per video sam-
ple, the majority of datasets only allocate one caption per
video. Third, this table provides evidence that undoubtedly
the size of the dataset has an impact on how well the
method of video captioning performs. Fourth, short video
duration can be easily handled by the model and its descrip-
tion is much easier. This could be the possible reason to
select the MSVD and MSR-VTT datasets for benchmark-
ing. So, similar trends are observed in the selection of both
datasets.

The effectiveness of captioning models is significantly
influenced by the number of natural language sentences that
are provided for each video clip in a dataset. These sentences
play a crucial role in shaping the output of the models and
therefore the number of available sentences has a significant
impact on their performance. Table 15 displays the sentence-
to-word and video clip-to-sentence ratios for the selected
datasets. With 40 sentences per video clip, MSVD has the
highest ratio of sentences to video clips. A video captioning
model can understand more events due to the open domain
dataset’s variety of activity classes. Figure 8 demonstrates
how the MSR-VTT dataset in addition to MSVD has also
been extensively used. However, when comparing the two
datasets, the MSR-VTT dataset was found to have a larger
number of video clips, sentences, and vocabulary compared
to the MSVD dataset. However, when it came to evaluat-
ing the performance of different models, the MSVD dataset
performed better and was therefore used more frequently,
as shown in Figure 8. Moreover, the MSVD dataset contains
videos that showcase a single event per clip, with an average
length of 10 seconds per video. However, because MSR-VTT
clips are typically 20 seconds long, several events overlap,
making it difficult for the spatiotemporal feature extractor to
discern one event from another.

Traditional benchmark datasets often have a small number
of movies and a low level of narration, and the visual and tex-
tual material typically have simple semantics. To effectively
utilize deep learning in the task of video captioning, various
large andwell-labeled datasets have been created. This allows
for the potential to produce captions that are on par with
human-level descriptions. Another aspect of video captioning
is the ability to describe a video’s content in multiple lan-
guages, which is referred to as multilingual video captioning.
Most of the large-scale video captioning datasets that are
available right now only support the English language, hence
English corpora are the only ones that can be employed to
create video captioning models. For the world’s enormous
non-English speaking population, the study of multilingual
video captioning is crucial which is another novel task intro-
duced by the new video captioning datasets. YouCookII,
TRECVID, DVS, TACoS-MultiLevel, and VATEX are some
other datasets that were only infrequently used in the selected
studies. All of these datasets were unable to work effectively
as high as MSVD or MSR-VTT.
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FIGURE 9. Year-wise distribution of datasets for selected primary studies.

The dataset domain is a key consideration in selecting
it. Every other dataset, except ActivityNet and MSR-VTT,
belongs to a specific domain. Very few activity classes exist in
domain-specific datasets, which restricts a model’s potential
strength. For instance, the movie datasets M-VAD and MPII-
MD, and the cooking dataset TACoS-Multi-Level.

Table 16 summarizes the characteristics of video caption-
ing datasets that are most influential for the study of video
captioning models including:

i. Size: A large size of the dataset is important to ensure
that the video captioning models can be trained on a
sufficient amount of data and generalize well to new
videos.

The MSVD dataset is relatively small compared to more
recent video captioning datasets, with only 1,970 video clips
and captions. This makes it challenging to train video cap-
tioning models on the MSVD dataset, but it is still widely
used due to its early use and its simplicity. MSR-VTT is a
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relatively large dataset, with 10,000 video clips and captions
in 20 different languages, making it a popular choice for
training and evaluating video captioningmodels.M-VAD and
ActivityNet Captions are also large-scale video captioning
datasets with this influential characteristic of size making
them useful resources for training and evaluating video cap-
tioning models. MPII-MD and Charades are relatively small
datasets for fine-tuning models pre-trained on larger datasets.

ii. Diversity: The dataset should contain a diverse range
of videos and captions to represent different styles,
languages, and subjects. This is important to ensure that
the video captioning models are capable of generating
captions for a wide range of videos and can generalize
well to new videos.
The MSVD dataset contains a diverse range of videos,
but the captions are relatively short andmay not provide
enough information to describe the full content of the
videos. MSR-VTT and Charades are diverse datasets,
with a wide range of video topics and captions in
multiple languages, making them good benchmarks for
evaluating the generalization ability of video caption-
ing models. M-VAD contains a wide range of video
topics and captions, making it a good benchmark for
evaluating the generalization ability of video caption-
ing models.

iii. Quality: The quality of the captions in the dataset is
important because the captions serve as the ground
truth for evaluating the performance of the video cap-
tioning models. Captions that are poorly written or do
not accurately describe the content of the videos can
negatively impact the evaluation of the video caption-
ing models.
The quality of the captions in the MSVD dataset is
generally good, but some captions may be inaccu-
rate or incomplete. The quality of the captions in the
MSR-VTT dataset is generally good, with accurate
and descriptive captions that accurately describe the
contents of the videos. The captions in MPII-MD are
generally high-quality, making it a useful resource for
evaluating the quality of the captions generated by
video captioning models. The quality of the captions
in the ActivityNet and M-VAD datasets is subjective
and can depend on individual criteria and preferences.
The captions in the Charades dataset are self-generated,
meaning that they are produced by the participants
themselves. As a result, the quality of the captions may
vary and may not be equivalent to those produced by
professional annotators. However, the self-generated
nature of the captions in Charades also provides valu-
able information about how individuals describe their
actions, which can be useful for certain research
purposes.

iv. Annotated information: The dataset should contain
additional annotated information, such as action labels,
object labels, and scene labels, to allow for a more
comprehensive evaluation of the video captioning

models. M-VAD contains annotations for actions,
objects, and scenes in the videos, making it a useful
dataset for evaluating the ability of video captioning
models to generate captions that describe not only what
is happening in the video, but also how it is happening.

v. Temporal information: The dataset should contain
information about the temporal structure of the videos
and the captions, such as start and end times for actions,
objects, and scenes, to allow for a more precise evalu-
ation of the video captioning models.
The MSVD dataset does not contain any temporal
information about the captions or the videos, making it
difficult to evaluate the ability of the video captioning
models to generate captions that accurately describe
the timing of events in the videos. MSR-VTT, MPII-
MD, and Charades provide temporal information about
the captions and the videos to generate captions that
accurately describe the timing of events in the videos.

vi. Multi-modality: The dataset should contain multiple
modalities of information, such as audio, visual, and
text, to allow for a more comprehensive evaluation of
the video captioning models. M-VAD and Charades
are multi-modal datasets, providing captions, actions,
objects, and scene annotations for the videos, making
them useful resources for evaluating the ability of video
captioning models to generate captions that accurately
describe the contents of the videos.

vii. Evaluation protocol: ActivityNet Captions provides a
well-defined evaluation protocol, making it easier to
compare the performance of different video captioning
models on this dataset.

D. RESULTS OF RQ3: WHICH PERFORMANCE
EVALUATION METRIC IS MOST APPROPRIATE FOR THE
STUDIES OF VIDEO CAPTIONING MODELS RELATIVE TO
PARAMETER CHARACTERISTICS?
To gauge how closely a model’s video captioning resembles
the human annotation, evaluation metrics are crucial in this
task. Since there is no pre-defined correct answer or ground
truth that can be used as a standard for measuring accuracy,
evaluating video captioning is likewise difficult. Many dif-
ferent sentences, with differences in both syntactic structure
and semantic content, can accurately describe a video clip.
To address the 3rd RQ, the proportion of the performance
evaluation metrics applied frequently in the selected studies
is presented in Figure 10 and Figure 11 which could portray
the performance of the method proposed. A total of four per-
formance evaluation parameters were applied in the selected
studies with significant frequency. The fact that the BLEU
and METEOR are two of the most well-known performance
evaluationmeasures, followed by the CIDEr and the ROUGE,
is fairly remarkable to observe from Figure 11. Other than the
above-mentioned metrics, some more metrics were applied
rarely, e.g., SPICE, perplexity, precision, recall, and SVO
Accuracy hardly implemented once or twice in the selected
primary studies.
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TABLE 16. Influential characteristics of video captioning datasets.

In the task of video captioning, performance evaluation
metrics are influenced by several characteristics. These char-
acteristics can help to evaluate the performance of video
captioning models and guide the development of better mod-
els. Relevance measures how closely the predicted caption
matches the content of the video. A good video captioning
model should generate captions that accurately describe the
events and actions in the video. A good evaluation metric
should be highly correlated with human judgments of the
quality of machine-generated captions. The closer the eval-
uation metric is to human judgment, the more accurate it is in
measuring the performance of the model. Fluency measures
the naturalness and grammatical correctness of the predicted
caption. A good video captioning model should generate
captions that are fluent and readable. Coherence measures
how well the predicted caption fits into a larger context and
how well it follows a logical flow of events. A good video
captioning model should generate captions that are coherent
and have a logical structure. Diversity measures the range of
different captions that can be generated for a given video.
A good video captioning model should generate captions
that are diverse and capture different aspects of the video
content. This measures the consistency of the predicted cap-
tions across different videos. A good video captioning model
should generate captions that are consistent and have a similar
level of quality regardless of the video content. Table 15
lists them along with their frequency and original purpose of
design. The interpretation of Figure 11 and Figure 10 shows
that most used evaluation parameter applied so far is the
METEOR and the least used is ROUGE.

In Table 17, the terms ‘‘high,’’ ‘‘moderate,’’ and ‘‘low’’
serve as qualitative indicators describing the observed levels
of various performance evaluation parameters. When applied
to the parameter of ‘‘Relevance,’’ a designation of ‘‘high’’
implies a strong association or alignment with the original
purpose of the evaluation, indicating a significant degree
of relevance. Conversely, ‘‘moderate’’ suggests a moder-
ate level of alignment. In the context of ‘‘Correlation with
human judgments,’’ ‘‘high’’ denotes a substantial correla-
tion between the evaluation metric and human judgments,
affirming the reliability of the metric. ‘‘Moderate’’ suggests
a noticeable yet less pronounced correlation. For parameters

FIGURE 10. Grade-wise distribution of performance evaluation metrics.

such as ‘‘Fluency,’’ ‘‘Coherence,’’ and ‘‘Consistency,’’ a char-
acterization of ‘‘high’’ signifies a commendable level of the
respective attribute, while ‘‘low’’ indicates a lesser degree of
fluency, coherence, or consistency. These qualitative descrip-
tors provide succinct insights into the observed performance
characteristics across different evaluation parameters.

Its combination of word-level and sentence-level similarity
measures makes it a comprehensive metric that considers
multiple aspects of the generated captions, including accu-
racy, fluency, and coherence. METEOR also considers the
word order and synonymy between the reference captions
and the generated captions, which is important in video cap-
tioning, where captions must accurately reflect the content
of the video and be grammatically correct. ROUGE is a
widely used evaluationmetric in the field of video captioning,
as it measures the similarity between generated captions and
reference captions. It calculates the overlap between n-grams
of the generated and reference captions, including unigrams,
bigrams, and trigrams, providing a comprehensive evaluation
of the caption quality and coherence.

Here is the analysis of the mentioned characteristics of the
selected evaluation metrics.

i. Relevance: In terms of relevance to video captioning,
METEOR is considered to be a good choice because
it measures both content-related and language-related
aspects of the captions.
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TABLE 17. List of performance evaluation parameters.

FIGURE 11. Proportion of performance evaluation metrics in selected
studies

ROUGE is useful for benchmarking and comparing
different video captioning models and helps to assess
their ability to accurately describe the content of a
video. In video captioning, BLEU can be used to
assess the level of fluency and grammatical correct-
ness of the generated captions. BLEU scores can range
from 0 to 1, with higher scores indicating higher lev-
els of similarity between the generated and reference
captions. CIDEr calculates a weighted combination of
n-gram precision and recalls, considering not only the
overlapping n-grams but also the level of agreement
between multiple human evaluators on the quality and
relevance of the generated captions. CIDEr is con-
sidered to be a more effective metric than traditional
n-gram-based metrics like BLEU and ROUGE, as it
incorporates human evaluation into the scoring process.
This makes CIDEr a valuable tool for evaluating the
quality and relevance of video captions generated by
machine learning models.

ii. Correlation with human judgments: The correlation of
BLEU, CIDEr, ROUGE, and METEOR with human

judgments of text generation and summarization qual-
ity is moderate. BLEU measures the n-gram overlap
between an automatically generated text and a ref-
erence text created by a human, with higher BLEU
scores indicating greater overlap. CIDEr measures the
similarity between the automatically generated caption
and a reference caption created by a human, with higher
CIDEr scores indicating greater similarity. ROUGE
measures the overlap between the automatically gen-
erated summary and a reference summary created by
a human, and higher ROUGE scores indicate greater
overlap. METEOR measures the harmonic mean of
unigram precision and recall between the generated text
and reference text, considering synonymy, stemming,
and other factors.
While these metrics can be useful tools for evaluat-
ing text generation and summarization systems, it is
important to remember that they do not consider all
aspects of a good text from a human perspective, such
as meaning, coherence, fluency, creativity, and read-
ability. As a result, these metrics should not be used
as the sole criterion for evaluating text generation or
summarization quality. It is recommended to consider
a combination of these metrics and human judgments
to get a more complete picture of the performance of a
text generation or summarization system.

iii. Fluency: BLEU is considered a good metric for mea-
suring fluency, as it calculates the n-gram overlap
between the generated captions and the reference cap-
tions. Higher BLEU scores indicate that the generated
captions have a higher degree of overlap with the refer-
ence captions, which is often associated with fluency.
METEOR also considers word alignments, synonymy,
and paraphrase information in its similarity score cal-
culation, so it can provide a better measure of the
fluency of the generated captions than BLEU alone.
However, it is not specifically designed to measure
fluency and may not provide as accurate a measure of
fluency as BLEU. CIDER and ROUGE, on the other
hand, are not as well suited to measure fluency. CIDER
measures the cosine similarity between the captions,
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which does not specifically capture fluency informa-
tion. ROUGE measures the overlap between n-grams
in the captions, which can indicate fluency to some
degree, but does not provide a comprehensive measure
of fluency. In conclusion, while all four metrics can
provide some information about the fluency of the
generated captions, BLEU is the most commonly used
metric for evaluating fluency in video captioning.

iv. Coherence: The coherence of BLEU, METEOR,
CIDER, and ROUGE for the task of video captioning
evaluation refers to the degree to which the metrics
accurately capture the semantical and logical consis-
tency of the generated captions. BLEU is not designed
to measure the coherence of the generated captions but
rather focuses on n-gram overlap between the gener-
ated captions and reference captions. So, its coherence
for the task of video captioning evaluation may be
limited. METEOR incorporates word alignment and
synonymy information into its similarity score calcu-
lation, which makes it a better metric for capturing
semantic information and coherence of the generated
captions compared to BLEU. CIDER measures the
cosine similarity between the captions, which can be a
good indicator of the semantic consistency and coher-
ence of the generated captions. ROUGE measures
the recall-oriented similarity between the generated
captions and reference captions, which does not neces-
sarily capture the semantic consistency and coherence
of the generated captions. So, while all four metrics
have different strengths and limitations, METEOR and
CIDER tend to be better suited for capturing the coher-
ence of the generated captions compared to BLEU and
ROUGE.

v. Diversity:BLEUmeasures the n-gram overlap between
the generated caption and reference captions, making
it a less robust metric for measuring diversity. On the
other hand, METEOR uses a combination of unigram
precision, recall, and harmonic mean, which considers
the overall meaning of the sentence, thus making it a
better metric for measuring diversity in video caption-
ing. CIDEr is a dense captioning metric that considers
both word-overlap and semantic similarity, making it a
robust metric for measuring diversity in video caption-
ing. Lastly, ROUGE measures the recall and precision
between the generated caption and reference captions,
however, it does not consider the semantic similarity,
making it a less robust metric for measuring diversity
in video captioning.

vi. Consistency: The consistency of metrics such as
BLEU, METEOR, CIDEr, and ROUGE for evaluat-
ing video captioning models can vary depending on
the specific dataset used. Each of these metrics has
its strengths and weaknesses, and the suitability of a
particular metric for a given task can depend on the
characteristics of the dataset in question. For exam-
ple, BLEU is a widely used metric that measures the

overlap between predicted captions and ground-truth
captions, but it can be biased towards models that gen-
erate generic or common phrases, regardless of their
relevance to the video content. BLEU is widely used
in video captioning tasks, but it can be unreliable in
cases where the machine-generated captions contain
new and creative expressions that are not present in the
ground truth captions. Whereas, Cider assigns a score
based on the quality of the captions and not just on their
consistency with the ground truth captions. In sum-
mary, the suitability of a particular metric will depend
on the specific characteristics of the video captioning
dataset, and it is important to use multiple metrics for a
comprehensive understanding of model performance.
It is important to note that the metrics mentioned
above are not perfect and each has its strengths and
weaknesses, and choosing the appropriate metric for
the video captioning task may depend on the specific
requirements of the task and the dataset being evalu-
ated. Additionally, the results of these metrics should
not be used in isolation, and a combination of metrics
may provide a more comprehensive evaluation of the
generated captions.
Various machine translation tasks are analyzed and
tested using a variety of performance evaluation mea-
sures. However, the research claims that a significant
limitation is that there isn’t a performance evaluation
metric dedicatedly designed for measuring video cap-
tioning, hence this task has instead been accomplished
using several machine translation and image captioning
tasks.

III. CONCLUSION
This study presents a systematic review of video captioning
studies representing almost all the required details. The paper
has explored all the possiblemethods ofmachine learning and
deep learning used for visual feature extraction and language
processing. A total of 162 primary studies were selected to
answer the research question based on the defined selection
criteria. Statistical analysis of all these state-of-the-art meth-
ods has been presented. The hybrid technique was mostly
employed for both feature extraction and caption generation
sub-tasks. 2D/3D CNN methods were the most frequently
used; 57, and 44 times respectively for the feature extraction.
LSTMwas 96 times employed for caption generation.MSVD
and MSR-VTT are the most frequently adopted datasets
applied in 96, and 73 studies respectively. Subsequently,
we have identified all evaluation metrics applied to verify the
accuracy of generated captions of videos. METEOR being
used 156 times and BLEU used 132 times were identified as
the most frequently applied performance evaluation param-
eters, respectively. We have found that EMScore is the only
metric recently designed to evaluate the accuracy of generated
captions for videos. Rather, the metrics dedicated to image
captioning and machine translation domain are being used
for video captioning. One limitation observed in most of

VOLUME 12, 2024 35073



T. Kehkashan et al.: Combinatorial Analysis of Deep Learning and Machine Learning Video Captioning Studies

the primary studies is that the comparison of results is con-
ducted with older studies, whereas newer studies consistently
demonstrate significantly higher results. Nonetheless, a few
research limitations associated with the conducted study are
related to the search duration used in all the databases. the
methodology section describes that the studies span from
database incision to October 07, 2023. The studies published
after this date were excluded. Another limiting factor is the
database limitation. The record retrieval is strictly limited to
the four scientific databases only. Thus, based on the results of
this systematic review, the above trends are considered obvi-
ous. Adding some more databases would benefit enhancing
the search process. We also believe that it is also important
to compare the study results with state-of-the-art studies.
Lastly, the accuracy level of methods would be truly judged
by the development of original video captioning metrics.
In conclusion, this combinatorial analysis of deep learning
and machine learning video captioning studies provides valu-
able insights into the current state of the art in this field and
helps in determining the best approaches, datasets, and per-
formance evaluation metrics for video captioning analyzing
their key characteristics.

IV. FUTURE AGENDA
In this study, a thorough examination of the existing lit-
erature and research in the field of video captioning was
conducted. Significant achievements have been made with
this recent joint venture of visual recognition and computa-
tional linguistics. The results identify that further research is
needed by highlighting the following outcomes and promis-
ing directions:

• One of the key outcomes of this systematic review is
the recognition of the need for more comprehensive
databases and primary studies to be conducted. This will
enable researchers to explore a wider range of methods
and data and expand the body of knowledge in the field.

• Additionally, this systematic review provides a solid
foundation for a potential meta-analysis, which would
bring together the findings of selected studies using
statistical techniques.

Overall, this systematic review provides a comprehen-
sive overview of the video captioning field and serves as a
valuable resource for researchers, practitioners, and students
alike.

APPENDIX
REVIEW PROTOCOL: PROTOCOL FOR A SYSTEMATIC
LITERATURE REVIEW ON VIDEO CAPTIONING STUDIES
A. BACKGROUND
In 1991, Koller et al. [1] came up with an innovative approach
for describing the movements of vehicles in real-world traf-
fic situations using verbs from natural language. Koller’s
study was followed up by Brand et al. in 1997, who created
a storyboard from instructional videos and summarized a
sequence of events into semantic tag descriptions. Following
these works, Kojima et al. [2] produced a phrase based on

TABLE 18. Sources to be searched.

predefined templates in 2002 after first acquiring visual con-
ceptions in a video clip with handcrafted features. A new age
of video description started in 2011 [3] when models started
to get more complex and adaptable. The objective of this
study is to conduct a comprehensive review of the existing
research on video captioning, with a focus on the various
methods used for generating both single-sentence and dense
captions for videos. The aim is to provide a comprehensive
overview of the state-of-the-art in video captioning and iden-
tify any gaps in the existing literature that maywarrant further
investigation.

B. RESEARCH QUESTIONS
The following questions will be the focus of the investigation:

• What evidence indicates that deep learning methods are
more commonly utilized thanmachine learning methods
in video captioning?

• Which video captioning datasets relative to different
parameter characteristics are used preferably for the
benchmarking?

• Which performance evaluation metric is most appropri-
ate for the studies of video captioning models relative to
parameter characteristics?

C. SEARCH PROCESS
This study conducted a manual search of specific conference
proceedings and journal papers from the inception of relevant
databases. The selected databases are listed in a table.

D. INCLUSION CRITERIA
Studies exhibiting the following characteristics, published
between database commencement and September 30th, 2022,
will be included:

• Primary studies with a defined research objective of
video captioning

• Downloadable studies

E. EXCLUSION CRITERIA
This study will not consider certain types of papers such as:

• Inappropriate studies due to no defined researchmethod-
ology

• Review studies
• Studies written in a non-English language

F. STUDY SELECTION
The process of selecting studies will be carried out in two
stages: first, the titles and abstracts will be examined against
the inclusion criteria to find studies that might be relevant,
and then the full papers of those studies that passed the
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initial screening will be evaluated. The titles and abstracts
will be evaluated by authors 1 and 2, and their evaluation
will be reviewed by authors 3 and 4. The full papers will
then be studied by authors 3 and 4, and authors 1 and 2 will
assess their work. Conflicts over study eligibility shall be
settled amicably. Author5 will review the rejected studies and
tabulate the results as follows:

• Annual selection of studies by source
• The total number of articles chosen each year

G. QUALITY ASSESSMENT
Primary studies will be evaluated under the criteria which are
based on the following seven questions:

• Does the study give a clear description of its goal?
• Is there a publicly available dataset used in the study?
• Does the study mention where the data came from?
• Is the study using appropriate performance evaluation
metrics for the analysis of the results?

• Were the outcomes contrasted with findings from earlier
research?

• Was a comparison of the results to the most recent
studies done?

• Does the conclusion have any relevance to the study’s
goal?

The questions are scored as follows:
• Question 1: Y (yes), the research objective is explicitly
defined in the paper; P (Partly), the research objective
is implicit; N (no), the research objective is not defined
and cannot be readily inferred.

• Question 2: Y (yes), the standard datasets have been
adopted; P, data augmentation or some other way has
been applied on standard datasets or a mix of some
custom-built dataset, and standard datasets have been
used; N, private or custom-built datasets have been used.

• Question 3: Y (yes), any type of primary, secondary,
or tertiary source is mentioned for the dataset; P, the
dataset references implicitly any kind of primary, sec-
ondary, or tertiary source; N no reference of any kind of
primary, secondary, or tertiary source mentioned for the
dataset.

• Question 4: Y (yes), the study evaluates its performance
using all the METEOR, BLEU, CIDEr, or ROUGE
variants; P, the study assesses its effectiveness using
some variants of METEOR, BLEU, CIDEr, or ROUGE;
N no variant of METEOR, BLEU, CIDEr, or ROUGE
employed, rather used some other metrics, or even didn’t
use any metric.

• Question 5: Y (yes), the study comparing the outcomes
to other benchmark studies in proper tabulation; P, the
study comparing the outcomes to unfamiliar studies or
some generic models; N the study not comparing the
outcomes to other studies.

• Question 6: Y (yes), the most recent studies were used
to compare the results, of the same year, or one year
older; P, two-year older studies were used to compare

the results; N older than two-year studies were used to
compare the results.

• Question 7:Y (yes), the conclusion is fully related to and
mapped with the research objectives; P, the conclusion
is somehow related to and mapped with the research
objectives; N the conclusion doesn’t discuss the research
objectives.

The scoring procedure is Y=1, P=0.5, and N or
Unknown =0.

One researcher will extract the data, and another will check
it.

H. DATA COLLECTION
The data extracted from each paper will be:

• document type (i.e. the conference paper or journal arti-
cle)

• year of paper publication
• classification of proposed methodology (i.e., features
extraction model, and caption generation model)

• datasets
• performance metrics
• number of citations
• venue title
• quality score for the study

The task of data collection will be carried out by a single
researcher, who will be responsible for extracting all the
relevant information from the sources. This collected data
will then be reviewed and verified by another researcher to
ensure its accuracy and completeness. This double-checking
process will ensure the validity and reliability of the data.

I. DATA ANALYSIS
The data will be tabulated (ordered in reverse chronology) to
show the quality grades of each study. There will be a count of
the studies in each main category. To respond to the research
objectives and spot any noteworthy patterns or constraints
in the study of video captioning, the gathered data will be
examined and plotted.

J. DISSEMINATION
Researchers who are interested in video captioning as well
as those who work in computer vision and natural language
processing might find the study’s findings interesting. We,
therefore, want to record, report, and publish the complete
findings of the study.
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