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ABSTRACT Suicidal ideation detection is a vital research area that holds great potential for improving
mental health support systems. However, the sensitivity surrounding suicide-related data poses challenges
in accessing large-scale, annotated datasets necessary for training effective machine learning models.
To address this limitation, we introduce an innovative strategy that leverages the capabilities of generative
Al models, such as ChatGPT, Flan-T5, and Llama, to create synthetic data for suicidal ideation detection.
Our data generation approach is grounded in social factors extracted from psychology literature and aims
to ensure coverage of essential information related to suicidal ideation. In our study, we benchmarked
against state-of-the-art NLP classification models, specifically, those centered around the BERT family
structures. When trained on the real-world dataset, UMD, these conventional models tend to yield F1-scores
ranging from 0.75 to 0.87. Our synthetic data-driven method, informed by social factors, offers consistent
F1-scores of 0.82 for both models, suggesting that the richness of topics in synthetic data can bridge the
performance gap across different model complexities. Most impressively, when we combined a mere 30%
of the UMD dataset with our synthetic data, we witnessed a substantial increase in performance, achieving
an F1-score of 0.88 on the UMD test set. Such results underscore the cost-effectiveness and potential of our
approach in confronting major challenges in the field, such as data scarcity and the quest for diversity in data
representation.

INDEX TERMS Artificial intelligence, deep learning, large language models, suicide detection, synthetic
data generation, transformer based models.

I. INTRODUCTION providing appropriate mental health support. Early detection

According to the World Health Organization' more than
700,000 people die due to suicide every year. Suicide
remains a global health crisis, accounting for a significant
proportion of mortality rates across various age groups.
Suicidal ideation, often a precursor to actual suicide attempts,
involves the presence of persistent thoughts, contemplation,
or planning related to self-harm or death. Early identification
of suicide ideation and intervention to protect individuals at
risk of suicide are crucial steps in reducing suicide rates and

The associate editor coordinating the review of this manuscript and

approving it for publication was Vivek Kumar Sehgal
IThe World Health Organization (WHO).

of suicidal ideation is a complex task, as it requires the
integration of various factors, including psychological, social,
and environmental variables [1].

In recent years, the proliferation of digital platforms and
social media has provided an unprecedented opportunity
to capture and analyze large-scale data related to mental
health [2], [3]. Machine learning and Natural Language
Processing (NLP) techniques have shown promise in detect-
ing linguistic patterns and indicators of suicidal ideation in
diverse text-based data sources, such as social media posts,
online forums, and electronic health records [4], [5], [6], [7].

However, the use of machine learning technologies
requires high volumes of data. Data collection and annotation
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processes are time-consuming and impose significant finan-
cial costs [8]. Specifically, obtaining a substantial amount
of labeled data related to suicide can be challenging and
limited due to several factors inherent to the nature of suicide
research. The sensitive and stigmatized nature of suicide
often presents barriers to data collection. Individuals and
organizations may be rightfully reluctant to share personal or
confidential information related to suicide, fearing potential
negative consequences.

Synthetic data generation offers a viable solution to
mitigate the data availability limitation by creating artificially
generated data that closely resembles real-world data.
Synthetic data generation can be instrumental in machine
learning applications as it addresses many challenges of real
data collection and annotation. Here we review a list of
common challenges in data collection that can be managed
through synthetic data generation.

A. DATA SCARCITY

In many NLP tasks, such as mental health-related applica-
tions, there may be limited availability of relevant data due
to privacy concerns or the complexity and cost associated
with manual annotation. Synthetic data generation allows
researchers and practitioners to overcome data scarcity issues
and augment the limited amount of publically available
data [9].

B. DATA DIVERSITY

NLP models trained on limited data may suffer from poor
generalization and performance when exposed to diverse
and previously unseen examples. Moreover, in real data,
certain topics can be undermined or overlooked due to being
less discussed. This can happen for several reasons. For
example, certain topics may be stigmatized and considered
too sensitive or taboo, making people hesitant to openly
discuss them. This could include subjects related to mental
health, addiction, discrimination, or social issues that carry
societal stigmas. Additionally, topics relevant to marginalized
or minority communities may receive less discussion due to
systemic biases, unequal representation, or limited platforms
for their voices to be heard. Also, some topics may be
highly specialized or complex, requiring specific expertise or
background knowledge to engage in meaningful discussions.
Encouraging diverse perspectives and actively seeking out
less-discussed topics can contribute to a more comprehensive
and nuanced understanding of real-world issues. Synthetic
data generation can help enrich the training data by introduc-
ing a wider variety of linguistic patterns, sentence structures,
vocabulary and topics. This, in turn, improves the model’s
ability to handle variations in natural language and increases
its robustness [10].

C. PRIVACY PRESERVATION
Suicide detection tasks often involve sensitive information.
Generating synthetic data allows researchers to create
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representative samples that preserve the privacy of indi-
viduals while maintaining the statistical properties and
distribution of the original data [11].

D. ANNOTATION COST

Suicide detection is a complex task, and high-quality annota-

tion can only be performed by experts and trained annotators,

which can be costly [12]. Synthetic data generation addresses
the data annotation issue by targeted data generation so that
each generated example is pre-labeld with a specific category.

Although these labels might be noisy to some extent, they

might be preferable in some settings as they come at no

additional cost.

To investigate the feasibility and effectiveness of synthetic
data generation in the task of suicide ideation generation,
we use Generative Large Language Models (GLLMs) for
data synthesis and use the generated data to train/test
text classifiers. To train classifiers, we fine-tune pretrained
BERT-like Large Language Models (LLMs) as state-of-the-
art text classifiers.

To enhance the quality of the generated data, we benefit
from domain knowledge from psychology. Previous research
highlights the importance of incorporating social factors in
the design process of NLP systems [13]. Specifically, when
generating data with LLMs, external sources of domain
knowledge can be leveraged to guide the data generation
process [14]. For the task of suicidal ideation detection, such
knowledge can be drawn from a vast body of research in
psychology devoted to gaining an understanding of the social
factors associated with suicidal ideation and behavior. In this
work, we review the psychology literature to extract the social
factors tightly tied to suicidal ideation and use this knowledge
for more effective prompt engineering when generating data
with GLLMs. Guiding the data generation with these factors
enables the creation of diverse and representative examples
of suicidal ideation.

The main contributions of this study are as follows:

o We extracted the relevant social factors associated with
suicidal ideation through a comprehensive review of
existing literature, research papers and clinical studies to
identify key themes related to suicidal ideation. These
themes encompass a wide range of factors, including risk
factors, common triggers and mental health indicators.
Leveraging a socially aware data synthesis approach,
we pave the way for more accurate and reliable suicidal
ideation detection systems.

e Our study examines three GLLMs’ performance in pro-
ducing synthetic datasets with Zero-Shot and Few-Shot
learning techniques. Utilizing the ChatGPT, Flan-T5, and
Llama 2 models and leveraging the extracted social factors
from the psychology literature, we generated nine datasets
with diverse characteristics.

o We trained classifiers by fine-tuning two pre-trained
language models, ALBERT and DistilBERT, using the
generated datasets. We tested these models on two test
sets, the University of Maryland Suicidality dataset (UMD)
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and a human-annotated synthetic dataset presented in
this paper. Our findings indicate that the GLLMs have
significant potential for generating a suicide-related dataset
comparable with real available datasets such as UMD.
More significantly, the integration of social knowledge may
significantly enhance the quality of the generated datasets
and lead to more robust classifiers.

« We augmented our best-performing synthetic dataset using
subsets of the UMD dataset to evaluate the efficacy of data
augmentation in suicidal detection applications. Our results
show that models trained with synthetic data augmented
with a small set of real-world data can outperform models
trained by large annotated real-world datasets.

This paper is organized as follows: In Section II, we review
the literature and related background. In Section III,
we explain our methodology for generating and evaluating the
proposed synthetic data generation, specifics of the classifiers
and datasets we use in this work. Section IV presents our
results, and Section V discusses these results in detail.
Additionally, the conclusion and possible future works are
discussed in Section VI. We complete the article by including
an ethical statement in Section VII, which delves into the
ethical aspects and considerations associated with our work.

Il. BACKGROUND AND RELATED WORK

In this section, we review the related work in suicidal
ideation detection in psychology as well as NLP research that
addresses the task of suicide detection. We also review the
previous works that focused on generating synthetic data for
a variety of NLP tasks.

A. SUICIDAL IDEATION AND RELATED SOCIAL FACTORS
Suicidal ideation has been a subject of extensive research
within the field of psychology. Understanding the underlying
elements and risk factors related to suicidal thoughts and
behaviors is crucial for developing effective prevention and
intervention strategies.

One important area of investigation is the identification
of risk factors associated with suicidal ideation. Numerous
studies have examined the impact of psychological factors
such as depression, anxiety, hopelessness, and feelings of
worthlessness on the development of suicidal thoughts [15],
[16]. These Studies investigate the strong association between
suicidal thoughts and conditions like depression [17], [18],
bipolar disorder [19], borderline personality disorder [20],
and substance abuse [21]. By examining the interplay
between these conditions, researchers aim to develop targeted
interventions to address the unique challenges faced by
individuals struggling with suicidal ideation [22], [23].
Additionally, environmental factors such as a history of
trauma, social isolation, and access to lethal means have been
identified as potential risk factors [24], [25], [26].

Psychology offers valuable insights into the diverse
processes and factors that contribute to suicide risk.
Psychological theories and frameworks such as the
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interpersonal theory of suicide [27], the cognitive model of
suicidal behavior [28], and the social-ecological model [29]
provide a theoretical foundation for understanding the
complex interplay between individual vulnerabilities and
environmental factors.

The extensive research conducted on suicidal ideation and
associated topics in psychology has significantly contributed
to the understanding of the complex factors involved.
By unraveling the causes, risk factors, and protective
factors associated with suicidal thoughts, researchers aim
to develop effective prevention strategies, enhance mental
health interventions, and ultimately reduce the global burden
of suicide. In Section III-A, we enumerate the social factors
that are discussed in the literature as relevant topics to suicidal
ideation.

B. SUICIDAL IDEATION DETECTION USING NLP

In recent years, there has been a growing interest in
using NLP techniques for suicide prevention [30], [31].
Researchers have developed suicide detection systems to
analyze and interpret social media data, including text data.
By detecting linguistic markers of distress and other risk
factors, these systems can help identify individuals with a risk
of suicidality and provide early interventions to prevent such
incidents [32].

Several studies indicated the impact of social net-
work reciprocal connectivity on users’ suicidal ideation.
Hsiung [33] analyzed the changes in user behavior following
a suicide case that occurred within a social media group.
Jashinsky et al. [34] highlighted the geographic correlation
between suicide mortality rates and the occurrence of
risk factors in tweets. Colombo et al. [35] focused on
analyzing tweets that contained suicidal ideation, with a
particular emphasis on the users’ behavior within social
network interactions that resulted in strong and reciprocal
connectivity, leading to strengthened bonds between users.
NLP techniques, therefore, offer a promising avenue for
suicide prevention efforts, enabling more proactive and
effective interventions to support those in need.

1) GENERATIVE LANGUAGE MODELS
Ghanadian et al. [36] utilized ChatGPT for assessing suici-
dality from social media posts. They performed Zero-Shot
and Few-Shot experiments and extensive performance com-
parison between ChatGPT and two fine-tuned transformer-
based models. They also investigated the impact of different
temperature parameters on ChatGPT’s response generation.
The findings of this paper suggest that ChatGPT achieves
notable accuracy in the suicidal risk assessment task;
however, transformer-based pre-trained models fine-tuned
on human-annotated datasets exhibit superior performance.
Furthermore, the analysis provides insights into adjusting
ChatGPT’s hyperparameters to enhance its effectiveness in
assisting mental health professionals with this critical task.
Yang et al. [37] conducted a comprehensive evaluation of
ChatGPT’s mental health analysis and emotional reasoning
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ability across five tasks. They also investigated the impact of
different emotion-based prompting strategies. Additionally,
they explored the use of generative models to generate
explanations for the decisions made by ChatGPT, aiming for
interpretable mental health analysis. The experimental results
revealed that ChatGPT performed better than traditional
neural network-based methods such as Convolutional Neural
Network (CNN) and Gated Recurrent Unit (GRU) in mental
health analysis but still lagged behind advanced task-specific
methods.

2) AVAILABLE DATASET

Several datasets have been collected from social media
platforms to serve as a resource for creating suicidal ideation
detection systems. These datasets encompass a wide range
of information collected from various social media sources,
including Twitter, Reddit and other user-generated content.
Sinha et al. [38] created a manually annotated dataset from
Twitter using a lexicon of suicidal phrases and a lexicon along
with the social engagement data associated with real-time
and historical tweets. The resulting dataset consists of
34,306 tweets with two labels, Suicidal and Non-Suicidal.
Gaur et al. [39] collected and annotated a 5-label Suicide Risk
Severity Assessment dataset from Reddit, which includes
Suicidal Ideation (ID), Suicidal Behavior (BR), Actual
Attempt (AT), Suicide Indicator (IN) and Supportive (SU)
categories. This dataset is extracted from SucideWatch®
subreddit and has been annotated by four practicing clinical
psychiatrists, ensuring the accuracy and reliability of the
annotations. The dataset comprises a total of 500 posts, which
have been carefully selected to represent a diverse range of
content related to suicidal ideation.

Another widely referenced dataset in the field of suicidal
ideation detection is the University of Maryland Reddit
Suicidality Dataset(UMD) [40], [41]. The UMD dataset
is a collection of Reddit posts and comments created by
individuals who expressed suicidal thoughts or behaviors.
The dataset contains over 100,000 posts and comments
collected from various subreddits, including those related to
mental health and suicide prevention, such as Depression’
and SucideWatch subreddits. The data was collected over a
period of several years and includes the content of the posts
and comments, as well as the location and timing of the posts.

C. SYNTHETIC DATA COLLECTION

To overcome the limitations of real-world data availability,
NLP researchers have explored the use of synthetic datasets
for several applications. For example, He et al. [42]
utilized language models to generate synthetic unlabeled
text. They introduced the Generate, Annotate, and Learn
(GAL) framework that leverages synthetic text for knowledge
distillation, self-training, and few-shot learning purposes.
To generate the data, they fine-tune pre-trained language

2SuicideWatch subreddit.
3Depression subreddit.
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FIGURE 1. Workflow of the proposed methodology.

models on relevant datasets with limited examples. The
synthetic text is then annotated with soft pseudo labels
using the best available classifier for knowledge distillation
and self-training. This paper achieves state-of-the-art results
for knowledge distillation with 6-layer transformers on the
GLUE leaderboard [43].

Bonifacio et al. [44] presents an effective approach to
leverage LLMs in retrieval tasks, resulting in significant
improvements across various datasets. Instead of directly
utilizing LLMs during the retrieval process, they harness
the LLMs’ capabilities to generate labeled data using a
few-shot learning approach. Subsequently, they fine-tune
smaller retrieval models on this synthetic dataset and employ
them to re-rank the search results obtained from a primary
retrieval system. They provide a novel method to adapt LLMs
for Information Retrieval (IR) tasks that were previously
deemed infeasible due to their demanding computational
requirements. By shifting the computational burden from
the retrieval stage to the generation of synthetic data for
training, they make it feasible to exploit the power of LLMs
without compromising efficiency. In an unsupervised setting,
their approach significantly outperforms recently proposed
methods, highlighting its superiority in terms of retrieval
performance and scalability.

lll. METHODOLOGY

In this section, we elaborate on our proposed methodology.
Figure 1 shows the workflow we use to generate synthetic
datasets and our testing process. As shown in this figure, our
method has three steps:

o« STEP 1- Domain knowledge Extraction: Extract
relevant social factors from the psychology literature for
an informed prompting of GLLMs in data synthesis.

o STEP 2- Synthetic Data Generation: Use three
GLLMs to generate socially aware synthetic data, that is,
data that covers a wide range of suicide-related topics.

« STEP 3- Evaluate the effectiveness of Synthetic data:
Train state-of-the-art classifiers with real-world, syn-
thetic, and augmented datasets and test those classifiers
on real-world as well as synthetic test sets.
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In the following, we explain the three steps described
above. The complete implementation of our project, includ-
ing Zero-Shot Learning and Few-Shot Learning of GLLMs,
as well as the fine-tuned classifiers, is available on GitHub.*

A. SUICIDE RELATED TOPICS IN PSYCHOLOGY

We conducted a comprehensive search across various aca-
demic databases, including PsycINFO, PubMed, and Google
Scholar, with keywords and combinations such as “suicide”,
“suicidal ideation” and “psychology” to identify relevant
articles, research papers, and review papers. Thematic
analysis was employed to identify the most recurring and
significant topics across the included studies. Repeated topics
that demonstrate relevance to suicide in psychology were
considered the most related topics.

Based on our analysis of the literature, the following
social and psychological factors were consistently reported
in relation to suicidal ideation in psychology. These topics
are not listed in a specific order of importance but represent
the consistently reported themes in the literature reviewed:

1) DEPRESSION

Depression emerged as a frequently reported topic, highlight-
ing its strong association with suicidal ideation. Numerous
studies have explored the relationship between depres-
sive symptoms, including sadness, loss of interest, feel-
ings of worthlessness, and the increased risk of suicidal
thoughts [45], [46], [47].

2) ANXIETY

Anxiety disorders were also commonly associated with
suicidal ideation. Research has emphasized the link between
excessive worry, fear, and agitation and the presence of
suicidal thoughts and behaviors [48].

3) UNEMPLOYMENT

The experience of unemployment has been consistently
identified as a topic closely related to suicidal ideation. Stud-
ies have examined the psychological distress and negative
impact on self-esteem and social support that can arise from
unemployment, contributing to suicidal ideation [49].

4) HOPELESSNESS

Hopelessness, characterized by a lack of optimism and a
perceived absence of future prospects, has been consistently
linked to suicidal ideation. Studies have demonstrated the

significant role of hopelessness as a predictor of suicidal
thoughts [45], [46], [49].

5) ANGER
The expression and experience of anger have been reported
as influential factors in suicidal ideation. Unresolved anger,

4https://github.com/Hamideh—ghanadian/Synthetic_Data_Generation_
using_Generative_LLMs
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hostility, and intense emotional distress have been associated
with an increased risk of suicidal thoughts [45].

6) PERFECTIONISM

Perfectionism, marked by excessively high standards and
self-criticism, has been identified as a psychological factor
related to suicidal ideation. Research has explored the
relationship between perfectionistic tendencies and the
development of suicidal thoughts and behaviors [45].

7) FAMILY ISSUES

Family-related issues, such as conflict, dysfunctional dynam-
ics, and poor communication, have consistently emerged
as topics associated with suicidal ideation. These factors
can contribute to a sense of isolation, distress, and feel-
ings of being a burden, increasing the risk of suicidal
thoughts [47], [49].

8) RELATIONSHIP PROBLEMS

Difficulties in intimate relationships, including conflicts,
breakups, and marital dissatisfaction, have been reported
as significant topics in relation to suicidal ideation. Rela-
tionship problems can contribute to emotional distress
and feelings of hopelessness, leading to thoughts of
suicide [49].

9) FINANCIAL CRISIS

Financial difficulties and crises have been consistently linked
to suicidal ideation. Economic stressors, such as debt,
unemployment, and financial insecurity, can contribute to
psychological distress and an increased risk of suicidal
thoughts [48].

10) EDUCATION

Issues related to educational pressures, academic stress, and
performance expectations have been reported as topics asso-
ciated with suicidal ideation. Research has highlighted the
impact of academic-related stressors on mental well-being
and the risk of suicidal thoughts among students [50].

11) BULLYING

Bullying, including physical, verbal, or cyber-bullying,
has consistently emerged as a significant topic related to
suicidal ideation. The experience of bullying can lead to
social isolation, low self-esteem, and emotional distress,
contributing to the development of suicidal thoughts [48].

12) DEATH OF LOVED ONES

The loss of close family members or friends through death
has been reported as a topic associated with suicidal ideation.
Grief, feelings of loneliness, and a sense of being unable
to cope with the loss can increase the risk of suicidal
thoughts [51].

13) IMMIGRATION
Issues related to immigration, discrimination, and racism
have been identified as topics linked to suicidal ideation.
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Experiences of marginalization, social exclusion, and
acculturative stress can contribute to psychological distress
and suicidal thoughts among individuals facing these
challenges [52], [53].

14) RACISM

Studies have consistently highlighted the significant impact
of racial discrimination on suicidal ideation. Experiencing
racism and racial prejudice can increase the risk of suicidal
thoughts [54].

B. SYNTHETIC DATA GENERATION

We utilized three generative language models to generate
a synthetic dataset related to suicidal ideation. GLLM’s
foundation is constructed with transformers. Transformers
are a class of deep learning models, first introduced by
Vaswani et al. [55] in 2017. Researchers build state-of-
the-art NLP models using transformer-based architectures
because they can be quickly trained on large datasets, and
studies have shown that they are better at modeling long-term
dependencies in natural language text [56]. GLLMs, includ-
ing ChatGPT, FlanT5, and Llama are designed with the
primary purpose of generating coherent and contextually
relevant text. They excel at tasks such as text generation [57],
completion [58], and dialogue generation [59]. These models
are typically based on decoder transformer architectures and
focus on the generative aspect of language which involves the
auto-regressive generation, where the models predict the next
word based on the preceding context. Generative models are
trained on a vast corpus of text, however, their main strength
lies in their ability to generate text that flows naturally and
contextually appropriate.

We aim to build a diverse dataset in order to train a
generalizable and robust model in suicidal ideation detection.
In total, nine different datasets are generated with different
specifications and models.

1) ChatGPT

The language model utilized by ChatGPT is gpt-3.5-turbo,’
which is one of the most advanced language models
developed by OpenAl. ChatGPT accept a sequence of
messages as an input and produce a message generated by
the model as an output. Although the chat format is primarily
intended for conversations spanning multiple turns, it is also
equally useful for single-turn tasks that do not involve any
conversations. We used the OpenAl Python library® to access
the ChatCompletion functionality of the gpz-3.5-turbo model
through its APL.

In this project, we evaluate the capability of ChatGPT
in Zero-Shot Learning and Few-Shot Learning settings to
generate a diverse suicidality dataset. However, we are
primarily focused on Zero-Shot Learning methods as Chat-
GPT has exhibited superior performance in this setting

5 https://platform.openai.com/docs/models/gpt-3-5
6https:// github.com/openai/openai-python
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compared to Few-Shot Learning for a suicidal ideation
detection task. Ghanadian et al. [36] conducted an extensive
comparison of the Zero-Shot and Few-Shot approaches
using ChatGPT. According to their findings, fine-tuning a
model on Few-Shot setting might yield poorer performance
compared to Zero-Shot in various scenarios. In Few-Shot,
with few examples available for fine-tuning, the risk of
overfitting increases. The model might learn specific nuances
or noise within the limited few-shot data, leading to poor
generalization on unseen examples. Moreover, Few-shot
learning relies on a small subset of labeled examples, which
might not adequately represent the entire diversity of the
dataset. The model might fail to capture the complex-
ity and variability present in the broader dataset during
fine-tuning.

The temperature hyperparameter in ChatGPT is a crucial
parameter that influences the generated output. A higher
temperature value, such as 1.0, increases the randomness and
produces more varied responses. Conversely, a lower temper-
ature value, such as 0.1, reduces randomness and generates
more focused and deterministic responses. Ghanadian et al.
[36] investigated the effect of the temperature parameter on
the generated output of ChatGPT for suicide risk assessment.
Furthermore, the authors introduced a parameter known as
the “Inconclusiveness Rate,” which indicates the proportion
of test cases that do not produce a definitive or conclusive
result. According to their paper, this parameter decreases
as the temperature parameter is increased. As such, for this
project, we have configured the temperature parameter of
ChatGPT to be 1.

We generated five datasets using ChatGPT. Four of these
datasets are informed by 14 main suicide-related topics in
psychology, while one dataset is generated without provid-
ing any specific topics. For incorporating suicide-related
topics in data generation, we utilized prompt engineering
techniques. Prompt engineering involves carefully crafting
and designing the prompts provided to the model to
elicit desired responses. By employing prompt engineering
strategies, we aimed to enhance the quality and relevance
of the generated dataset. This methodology allowed us to
tailor the dataset generation process to align with our spe-
cific objectives and requirements. For prompt engineering,
we drew inspiration from a short course on ChatGPT Prompt
Engineering.’

In both Zero-Shot and Few-Shot Learning, we initiated the
prompt construction process with a simple initial prompt and
iteratively refined it through multiple rounds of trial and error.
This iterative approach allowed us to gradually evolve the
prompt, making necessary adjustments based on the observed
outcomes. The following example shows a prompt we used
to generate a binary dataset (Suicide/non-suicide), guided by
the topics introduced in Section III-A, in Zero-shot Learning
setting.

7ChatGPT Prompt Engineering for Developers.
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different 