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ABSTRACT With the development of computer vision, image processing, and other technologies, the
management of smart cities has been enhanced, and intelligent visual detection and tracking technology has
progressed. A single-camera monitoring system presents challenges, including limited observation range,
unstable tracking, and difficulties in recognizing complex scene obstructions. To overcome these obstacles,
a multi-camera monitoring system must be implemented. To enhance the accuracy of multiple cameras’
positioning and recognition, while also increasing their efficiency in recognizing targets, this study employs
a novel approach that combines spatial mapping based on position data and feature matching based on target
objects. Firstly, in the overlapping area of multiple camera targets, a uniform spatial constraint method is used
to map and match the target object. The color features of the target object are used for matching. Secondly,
the You only look once (YOLO) object detection algorithm is introduced to recognize targets within the
overlapping area of the camera using homologous transformation. In this way, a multi camera positioning
technology based on YOLO object detection algorithm is designed. The test results show that the YOLOv5
algorithm has a maximum mAP accuracy of 97.2% on the test set. At a reasoning speed of 10 ms, the
YOLOv5 algorithm has a maximum mAP accuracy of 51.6%. The average values of the classification loss
function, target loss function, and GloU loss function of the YOLOv5 algorithm are 0.001, 0.01, and 0.015,
respectively. The error probability of YOLO within 10cm in the DukeMTMC re TD dataset remains above
96.5%. The error probability of YOLOwithin 9.5cm in the OTB dataset remains above 95%.When the target
object is blocked, the highest accuracy of the YOLO positioning system is 0.74. The above results indicate
that the multi camera localization technology based on YOLO object detection algorithm can improve the
accuracy of localization and recognition. It can also solve the problems of object occlusion recognition and
continuous object tracking.

INDEX TERMS Object detection, multiple cameras, location tracking, YOLO algorithm, homomorphic
transformation.

I. INTRODUCTION
The rapid development of computer technology and
image processing has increased the demand for security
management in smart cities. Intelligent visual detection-based
monitoring technology is becoming more advanced [1].
Nowadays, video surveillance systems are widely used in
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daily life and society. The advancement of camera technology
and declining costs have accelerated the growth of video
surveillance systems, yet problems have come to light in
the realms of video surveillance and artificial intelligence.
Firstly, the chip core technology relied on for video surveil-
lance is still not available in China. Secondly, China has
an advantage in data compared to computational power
and algorithms, which puts them at a disadvantage among
the three elements of artificial intelligence. Thirdly, the
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development speed of domestic video surveillance systems
has been slowed down by the lack of feature vector databases
and secure and controllable domestic operating systems [2],
[3]. However, multiple cameras use multiple angles to moni-
tor video information. It can cover a wider monitoring range
and have better positioning accuracy and tracking efficiency
[4]. The intelligent surveillance technology utilizing multiple
cameras has gained attention from researchers with signifi-
cant advancements made in current monitoring technologies.
Nonetheless, due to complex real-world environments and
various interfering factors such as lighting and angle, the
technology for multi-camera target positioning and tracking
has yet to achieve optimal results. Object detection is one
of the key topics in the computer vision and is widely
applied in the industrial field [5]. The You only look once
(YOLO) object detection algorithm has the advantages of fast
detection speed and simple network structure, and can use
deep neural networks to classify and extract image features
[6]. The YOLOv8 is a relatively improved algorithm in the
YOLO series, which solves the problem of low accuracy in
large-scale data based on the YOLO algorithm [7]. Therefore,
achieving accurate positioning and recognizingmultiple cam-
eras in complex environments requires consideration of both
the accuracy of target feature extraction and the handover of
targets between cameras. This paper concentrates on develop-
ing a multi-camera target recognition and positioning system,
enhancing current target recognition and tracking algorithms,
and introducing a collaborative strategy utilizing both spatial
and color features. This paper compares traditional moving
object algorithms and performs corner detection and optical
flow feature extraction on the extracted target area to obtain
the motion features of the moving object. This study estab-
lishes a spatial model betweenmultiple cameras and the target
by constraining the spatial position of the cameras under
multiple cameras. Then, the color features of the target are
studied and a target matching method based on color name
features is proposed. This method reduces the dimensionality
of the color features of the target and completes color feature
matching for the same target. Finally, a color name feature
matching strategy based on spatial constraints was estab-
lished. It compares the color name features of the target under
occlusion conditions with the color name features under nor-
mal conditions to complete target occlusion determination.
The research focus is on multi camera target recognition. The
focus of re identification research is to obtain features from
two different planes. The focus of this study is to solve the
precise positioning and recognition of cross camera inter-
section in complex environments such as small observation
range, unstable target tracking, and the presence of occlusion.
To achieve this goal, a target occlusion judgment method
combining target spatial position constraints and color fea-
tures is used. The first step is to obtain the homographymatrix
between multiple cameras. Then, the spatial position of the
target is determined from multiple cameras, and the same tar-
get is recognized based on its spatial constraints. Finally, the

color features of the target are obtained for feature matching.
When different target positions overlap and the color features
undergo significant changes, it is determined that the target
occlusion phenomenon occurs. There are currently two main
methods for solving cross camera object handover. One is
the spatial mapping based on location information, and the
other is matching based on the features of the target object.
However, both methods have limitations. The innovation of
this paper is to combine the advantages of the two methods.
In the area where multi camera targets overlap, the target
object is mapped and matched using the Homography space
constraint method, and then matched using the color features
of the target object. Combining the advantages of the two
methods can ensure the recognition efficiency and improve
the recognition accuracy at the same time. In this context,
this project conducts research on multi camera positioning
technology built on YOLO object detection algorithm to
achieve higher positioning and recognition accuracy.

YOLOv8 algorithm is a relatively new improved algorithm
in the current YOLO series of algorithms. The YOLOv8
algorithm solves the problem of low accuracy in large-scale
data based on the YOLO algorithm. Therefore, achieving
precise positioning and recognition of multiple cameras in
complex environments improves the accuracy of target fea-
ture extraction. It also solves the problem of cross camera
positioning and switching recognition. The structure and con-
tribution of this study are shown in Figure 1.

FIGURE 1. Structural arrangement and contribution.

Through comparative analysis and research of existing
studies, it can be found that eachmethod has its unique advan-
tages and disadvantages. For example, near eye displays solve
the problems of visual quality and natural interaction, but
their small field of view limits the user experience; The
Markov model increases the confidentiality of user locations,
but it can only predict the next state and cannot predict
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further states; Fuzzy detection strategy technology improves
tracking speed and stability in complex environments, but
cannot accurately locate vulnerabilities. In addition, the Light
Detection And Ranging (LiDAR) ranging sensor system can
detect low-light objects, but it cannot operate in extreme
weather conditions. Object detection based on deep learn-
ing improves object detection efficiency, but each region
does not share features, and the training process is relatively
cumbersome. The trilateral feature pyramid model based
on YOLO algorithm improves the recall and accuracy of
object detection systems, but requires multiple changes in
image size, which is time-consuming. Although the YOLO
algorithm has excellent overall performance, improvements
are still needed in the field of multi camera localization
and recognition. The contribution of this article is to pro-
pose a new object detection algorithm - YOLOv8 algorithm.
This algorithm effectively improves the accuracy issue in
large-scale data based on the YOLO algorithm. Therefore,
in order to achieve precise positioning and target recognition
of multiple cameras in complex environments, it not only
improves the accuracy of target feature extraction, but also
successfully solves the recognition difficulties during cross
camera positioning and switching. Compared with existing
research, YOLOv8 algorithm has higher accuracy and faster
speed, and can be better applied in multi camera systems.
It can achieve significant breakthroughs in target detection
and positioning technology, promoting the development and
innovation of this field. The contribution of this article is to
provide reference and inspiration for future research, and to
provide better solutions for practical applications.

II. RELATED WORKS
Currently, multi camera localization is one of the key research
areas in computer vision. With the development of Internet
of Things technology, intelligent monitoring systems have
broad application prospects. The massive monitoring data
is difficult to efficiently utilize solely by manpower. Multi
camera positioning is not limited by field of view and is
of great significance in fields such as transportation and
security. Compared to a single camera, multi camera joint
tracking can better meet people’s actual needs and is more
in line with the current trend of intelligence and networking.
Intelligent multi camera joint monitoring systems are gradu-
ally being sought after by educational institutions, security
departments, and government departments, and have great
development prospects. Therefore, it has also attracted the
attention of many domestic and foreign experts and scholars,
and has conducted many studies on it. Among them, research
on positioning and tracking technology has achieved many
results. Koulieris G A et al. believed that near eye displays
occur an essential position in virtual reality. They proposed
a near-eye display that combines tracking technology and
near-eye display hardware, citing a structured overview of
visual perception principles and tracking technology. This
method solved the challenges of visual quality and natural
interaction in virtual reality [8]. Guo X’s team proposed a

fusion positioning system based on multiple technologies
to enhance the application value of positioning technology
in military and commercial fields. The system integrated
three features: algorithm, weight space, and source to form
a framework. The results indicated that the system has strong
robustness in complex electromagnetic environments [9].
Sangaiah A K and other scholars raised an intelligent device
localization program that combines machine learning tech-
nology to increase the location confidentiality of users using
roaming location services. This method used Markov mod-
els to locate user position sequences and utilized a merged
decision tree to identify user positions. The confidentiality of
this program in location services had reached 90% [10]. Liu
S et al. constructed a fuzzy detection strategy technology that
combines correlation filters to improve tracking efficiency
in complex environments. To avoid template contamination,
this method utilized target templates in memory for tracking
and conducted testing experiments on the OTB100 dataset.
Experiments have shown that this technology improves track-
ing speed and stability in complex environments [11]. Schol-
ars such as HeW proposed adaptive control technology based
on a layered framework to achieve autonomous tracking of
flapping wing micro air vehicles on the plane. This scheme
utilized FWMAV dynamics to calculate the flapping fre-
quency of the wing and the aerodynamic force generated by
the tail, and designed a position controller using a hyperbolic
tangent function. This technology proved the applicability
of the control scheme [12]. To explore and study intelli-
gent building sites, Edirisinghe R conceived the concept of
digital skin based on building information visualization and
mobile device tracking progress monitoring. His concept has
built the future safety management and building procurement
management system, and carried out user acceptance testing
on the application site, verifying the feasibility of the future
intelligent building site [13].

The YOLO algorithm plays a crucial role in localization
and tracking techniques.Wang G and other scholars proposed
an object detection model built on the TRC-YOLO to achieve
the application of object detection methods on embedded
devices. This method introduced spatial attention into the
convolutional attention module, and also added a Receptive
field that simulates human vision. This method achieved
real-time performance of 31.8frames/s and was highly effi-
cient in applications on embedded devices [14]. Liang S et al.
put forward a deep learning based object detection system
to address the low efficiency and high energy consumption
issues of object detection technology. The system constructed
a lightweight edge cloud collaborative object detection
framework and combined compressed feature fusion net-
works with feature pruning extraction networks. The results
showed that the accuracy of this scheme reaches 48.9%,
effectively improving the system efficiency [9]. To realize
the automatic navigation technology of autonomous vehicle,
the research team of Dazlee NMAA proposed a laser radar
ranging sensor system based on YOLO. Through the form of
pulsed laser, low-light objects are detected, and the various
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properties of the system can be tested under the same parame-
ter conditions. Tests have proven that the system has achieved
ideal levels of accuracy and precision [15]. Lee J et al. raised
a high-performance embedded system based on YOLO to
improve the high accuracy and ease of use of multi-agent
video applications. The system introduced an adaptive control
model in the new YOLO architecture and performs object
detection performance verification on AI embedded systems.
The system that retained the YOLO algorithm had high accu-
racy and convenience, and was applicable in multi intelligent
video applications [16]. Zhang S and other scholars proposed
a YOLO network system based on deep learning to improve
the efficiency of object detection in vehicle terminals. The
system utilized deep separable convolution method to opti-
mize the YOLO network, and in order to improve operational
efficiency. The convolution operation was decomposed into
point by point convolution. The experiment showed that the
detection speed of the system reaches four times that of
the original system while maintaining the same detection
accuracy [17]. To improve the recall and accuracy of object
detection systems, researchers such as Wang G proposed a
trigonal feature pyramid model that combines the YOLO
algorithm. It improved the network structure based on the
YOLOv4 algorithm and constructs a spatial pyramid layer in
the model. This method improved the recall and accuracy of
the object detection system by 1.9% and 4.5%, respectively,
proving the effectiveness of this method [18]. Scholars such
as Diwan T explored the difference between single target
object detection and multi target object detection. This study
suggested that single target object detection mainly focuses
on proposing strategies through selective regions with com-
plex structures. Single-target target detection, on the other
hand, detects all spatial regions of a target in a single shot
by means of a relatively simple structure. The performance
of any object detector was evaluated by detection accuracy
and inference time. Usually, the detection accuracy of multi
target object detection was better than that of single target
object detection. However, the inference time for single target
object detection was better than its corresponding object. In
addition, YOLOs are mainly adopted in various applications
due to their faster reasoning rather than considering detection
accuracy [19]. Guo Z’s team improved the primary detector
by introducing the Microsoft-You Only Look Once (MSFT-
YOLO) model to achieve industrial object detection while
also considering accuracy and real-time performance. This
model was suitable for industrial scenarios with high image
background interference, easy confusion of defect categories,
large change in defect scale, and poor detection performance
for small defects. Designing a multi-scale feature fusion
structure to fuse features of different scales enhanced the
dynamic adjustment of the detector to objects of different
scales. The results indicated that the average detection accu-
racy of MSFT-YOLO on the NEU Detections (NEU-DET)
dataset is 75.2% [20]. Scholars such as Diwan T summarized
the advantages of multi-objective object detection algorithms

by comparing different versions of YOLOs. Guo Z and others
improved the primary detector to achieve the accuracy and
real-time performance of industrial object detection. The final
model studied had an average detection accuracy of 75.2%.
The above researchers have achieved some results in the
field of target detection. However, the accuracy of the model
studied in this paper is 81%, which is 5.8% higher than
the accuracy of the model studied by Guo Zheng and other
scholars, which is 75.2%. Therefore, the recognition accuracy
of the studiedmodel ismore advantageous than other research
models in complex environments.

In summary, YOLO object detection algorithm plays an
important role in computer vision. Moreover, positioning
and tracking technology has attracted the attention of many
scholars due to its wide range of applications and powerful
functions. It leads to the emergence of many positioning and
tracking technologies. Multi-camera can expand the surveil-
lance field of view, take advantage of cross-information
to accomplish target switching, and discover occluded tar-
gets. Therefore, this study explores this technique in depth
to achieve higher localization and recognition accuracy.
YOLOv8 algorithm is a relatively new improved algorithm
in the current YOLO series of algorithms. The YOLOv8
algorithm solves the problem of low accuracy in large-scale
data based on the YOLO algorithm. Therefore, the realiza-
tion of multi-camera accurate positioning and recognition
in complex environments not only improves the accuracy
of target feature extraction, but also solves the problems
of cross-camera localization and switching recognition. The
YOLOv8 algorithm effectively improves the accuracy prob-
lem in large-scale data based on the YOLO algorithm.
Therefore, in order to achieve precise positioning and target
recognition of multiple cameras in complex environments,
it not only improves the accuracy of target feature extraction,
but also successfully solves the recognition problem during
cross camera positioning and switching.

III. MULTI CAMERA LOCALIZATION HANDOVER BASED
ON YOLO OBJECT DETECTION ALGORITHM IN
COMPLEX ENVIRONMENTS
A. IMPROVEMENT OF NETWORK STRUCTURE BASED ON
YOLO OBJECT DETECTION ALGORITHM
YOLO algorithm is an object detection algorithm that utilizes
deep neural network models for image processing. Figure 2
shows the network model structure of YOLO algorithm.

In Figure 2, the YOLO algorithm consists of an input layer,
a fully connected layer, a pooling layer, and a convolutional
layer. Figure 3 shows the detection model flow of YOLO
algorithm.

In Figure 3, the input image will be first divided into
an S × S -grid format, with each grid detecting objects
that fall within it. The N target frames are predicted for
the detected object, containing 5 prediction parameters, i.e.
the height h, width w, center coordinate (x, y), and confi-
dence score vi. The mathematical Equation for confidence
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FIGURE 2. Network model structure diagram of YOLO algorithm.

FIGURE 3. Flow chart of YOLO algorithm’s detection model.

score is equation (1).

vi = pr (S) ∗ IoU (1)

In equation (1), vi represents the confidence score. pr (S) is
the probability of the target object existence in the grid. S
is the target object. IoU is the intersection and union ratio,
indicating the accuracy of the current predicted target border
position. The mathematical Equation of IoU is shown in
equation (2).

IoUα
β =

boxβ ∩ boxα
boxβ ∪ boxα

(2)

α in equation (2) represents the actual target border that
exists. β represents the predicted target border. IoUα

β rep-
resents the intersection and union ratio between the actual
target border and the predicted target border. boxα represents
the actual situation of the target border in existence. boxβ
represents the predicted target border situation. The confi-
dence level of the existence of objects in the target border
is equation (3).

pr (Ai |S ) ∗ pr (S) ∗ IoUα
β = pr (Ai) ∗ IoUα

β (3)

In equation (3), pr (Ai) represents the probability of the pres-
ence of a target object within the target border. pr (Ai |S )

represents the probability that the target object within the
target border belongs to class-i object. The value range of i

is [1, 2, . . . ,M ], where M represents the total number of
target object types [21]. Although the YOIO algorithm has
the benefits of simple network structure and fast algorithm
detection speed, there are still some limitations, such as large
parameter volume and low detection accuracy. To deal with it,
the YOLOv8 is proposed to upgrade the network structure in
line with YOLO. Figure 4 lists the structure of the YOLOv8
algorithm.

FIGURE 4. Structure diagram of YOLOv8 algorithm.

From Figure 4, the improved YOLOv8 network structure
mainly includes Focus module, CSP module, CBL module,
and SPP module. The Focus module refers to slicing the
image and downsampling the image. This method concen-
trates the width and height information of the image on the
channel dimension, thus expanding the channel space and
reducing the loss of information. TheCSPmodule reduces the
computational volume in structural design while improving
detection accuracy. The forward propagation Equation of
CSP structure is shown in equation (4).

xt = wt ·
(
x ′′

0 , x1, . . . , xk
)

xk = wk ·
(
x ′′

0 , x1, . . . , xk−1
)

xe = we ·
(
x ′

0, xt
) (4)

x ′

0 in equation (4) represents that the underlying channel is
directly connected to the end. x ′′

0 represents that the underly-
ing channel needs to pass through dense blocks and transition
layers. xt represents the output data obtained through dense
blocks and transition layers, while xe represents the output
result of xt after passing through the transition layer. The
backpropagation update Equation is equation (5).

w′
t = f

(
wt , g′′

0, g1, . . . , gk
)

w′
k = f

(
wk .g′′

0, g1, . . . , gk−1
)

w′
e = f

(
we, g′

0, gt
) (5)

In equation (5), w′
t represents the output data obtained by

reverse passing through dense blocks and transition lay-
ers. w′

g represents the output result after reverse passing
through transition layers. Dense blocks are output within the[
x ′′

0 , x1, . . . , xk
]
range. The CSP structure prevents duplicate

computation of information, thereby reducing computational
complexity and improving operational efficiency. The loss
function is made of classified loss and regression loss, and
the intersection and combination ratio IoU represents the
distance between the real box and the prediction box. Thus,
the regression loss is often calculated by the intersection and
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combination ratio. The Equation (6) is the loss function of
regression loss.GIoU = IoU −

∣∣H/
(A ∪ B)

∣∣
|H |

GIoUloss = 1 − GIoU
(6)

In equation (6), A is the predicted box. B represents the
true box. H represents the minimum closed box of A and B.
Equation (7) is the loss function of classified loss.

Loss (obj)

= GIoUloss+

S×S∑
i=0

B∑
j=0

1objij

[
Hi log (Hi)

+ (1 − Hi) log (1 − Hi)
]

−

S×S∑
i=0

B∑
j=0

1noobjij

[
Hi log (Hi) + (1 − Hi) log (1 − Hi)

]
+

S×S∑
i=0

B∑
j=0

1objij

∑
h∈classes[

Pi (h) log (Pi (h)) + (1 − Pi (h)) log (1 − Pi (h))
]

(7)

In equation (7), Loss (obj) represent classification Loss
function. The complete classification loss function includes
3 parts: confidence prediction loss, regression loss and cate-
gory budget loss. This new network structure can improve the
detection quality of medium and small target objects.

B. CONSTRUCTION OF A MULTI CAMERAPOSITIONING
SYSTEM
Multiple cameras often have shooting coverage areas in the
spatial distribution, which ensures that there are no blind
spots in monitoring and can continuously track target objects
[22]. To automatically determine the target in the next cam-
era’s field of vision, it is necessary to match the target in
the overlapping area of the camera. The plane Homography
transformation belongs to a plane mapping relationship. Two
pictures can be regarded as two planes. By associating the
points where two planes overlap, the same part in two planes
can be found. The Homography matrix can realize the per-
spective transformation between views. So the Homography
matrix is often used to associate the points in the overlapping
area of two planes. The difference between multi camera
tracking and single camera tracking is that there is an addi-
tional issue of cross camera tracking. The main method of
cross camera tracking is to correlate the information in the
photographed Overlap zone, and use Homography transfor-
mation to match the target objects in the overlapping area.
The diagram of homography matrix mapping is displayed in
Figure 5.
From Figure 5, to locate the target object within the cam-

era area, it is vital to describe the position of the target
object from its feet. Therefore, there is no need to convert
the 3D world coordinates to the 2D pixel coordinates, only
the 3D world coordinates need to be mapped to the 2D

FIGURE 5. Schematic diagram of homography matrix mapping.

pixel coordinates. The world coordinate system is the abso-
lute coordinate system of the system. Before establishing a
user coordinate system, the coordinates of all points on the
screen are determined based on the origin of the coordinate
system. The world coordinate system is a fixed coordinate
system. The X-axis is the horizontal axis and the Y axis
belongs to the vertical axis. The Z axis is perpendicular to
the XY plane, and the origin is the intersection point (0,0,0)
of the X, Y, and Z axes in the lower left corner of the graphic
boundary. The user coordinate system is a movable coordi-
nate system, which is defined by the user referring to the
world coordinate system. Using the projection and Pinhole
camera imaging principle, the real 3D world coordinates
can be converted into 2D pixel coordinates. Translating the
pixel coordinates in the same plane can obtain the image
coordinates. The isomorphic matrix can be obtained by using
the Homography matrix to describe the mapping relationship
between two planes. First, a homography matrix between
the camera and the world coordinate can be calculated. It
describes the positional relationship between the world coor-
dinate and the pixel coordinate, thus achieving the positioning
of the target object. Then, homography matrix transformation
is performed between the two cameras to achieve pixel corre-
lation in the shooting coverage area of the two cameras. This
method can simplify the collaboration of position information
among multiple cameras, thereby achieving precise position-
ing of the same target object at different shooting angles [23].
The relationship between points is calculated in equation (8).

p = QP x
y
1

 =

 q11 q12 q13 q14
q21 q22 q23 q24
q31 q32 q33 q34



X
Y
Z
1

 (8)

In equation (8), Q represents the projection matrix of the
camera. p represents the projection point in the camera image
plane. P (X ,Y ,Z ) represents the coordinates of a 3D space.
P represents a spatial point. p (x, y) is the coordinates in
the plane. p represents a planar point. The spatial point
with the center point of the camera in a straight line is
connected. The point where the line intersects the plane is
the plane point. On the contrary, points on the straight line in
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three-dimensional space can be represented as spatial points
corresponding to planar points [24]. The plane of coordinate
Z = 0 is selected. The mathematical expression for dimen-
sionality reduction of the projection matrix is equation (9). x

y
1

 =

 q11 q12 q13 q14
q21 q22 q23 q24
q31 q32 q33 q34



X
Y
0
1


=

 q11 q12 q13
q21 q22 q23
q31 q32 q33

 X
Y
1

 (9)

In equation (9), at this point, the image plane points corre-
spond one-to-one to the spatial plane points. This correspond-
ing change relationship is called homography transformation
[25]. The difference between multi camera tracking and sin-
gle camera tracking is that there is an additional issue of cross
camera tracking. The main method of cross camera tracking
is to associate information in the overlapping area of the shot,
and use homography transformation to match target objects
within the overlapping area. Figure 6 shows the multi camera
localization and tracking framework.

FIGURE 6. Multi camera positioning and tracking framework diagram.

From Figure 6, camera 1 specifies that the tracking target is
in the tracking state, while camera 2 is in the target detection
state. When the target enters the overlapping area of the
camera, the unio transformation algorithm is used to identify
and match the target within the overlapping area. When the
distance between the camera 2 and the target detection is
less than a threshold value, the matching of the target can
be realized. Then the camera 2 can determine the identity
of the tracking target and track it until the target leaves the
field of view of the camera 2. The main goal of multi-camera
positioning and tracking is to track the target object in a large
range, but the difficulty of multi-camera lies in the fusion
and collaboration between information. How to effectively
match the same target under different cameras, and how to
identify the target object in the case of occlusion, determine

the accuracy of multi-camera recognition [26]. To solve these
problems, multiple cameras can be used to identify andmatch
the color and texture of the target object, so as to achieve the
accurate recognition and matching of the target object. The
color features of the target object can reflect the information
of the target object, and the target object can be accurately
identified by extracting the color features of the target object.
When the target object is occluded by other objects, extract
the color features of both objects and match the object close
to the camera. Then use an external rectangular box to sub-
tract the object far from the camera from the overlap between
the two objects. Finally, the color features of the target object
are extracted and matched. The occlusion determination dia-
gram is shown in Figure 7.

FIGURE 7. Occlusion detection diagram.

From Figure 7, after the spatial position of the target is
extracted, the color features of the target are first used to
determine whether there is occlusion of the target object.
To determine whether to subtract the front outer rectan-
gular box based on the distance between the target object
and the camera. Finally, to establish a color histogram for
target matching. The collected color map is called a his-
togram. After normalizing the histogram, Euclidean distance
method is used to calculate similarity. The smaller the value
of Euclidean distance, the greater the similarity [27]. The
mathematical Equation for Euclidean distance is calculated
in equation (10).

ME (R,D) =

√√√√ N∑
K=0

[HR (K ) − HD (K )]2 (10)

In Equation (10), N represents the amount of colors in
the histogram. R and D represent the original image and
the contrast image. HR (K ) represents the histogram of the
original image.HD (K ) is the histogram of the contrast image.
When the value of the Euclidean distance is greater than the
threshold, the target object is obstructed. At this time, other
cameras can be used for spatial supplementation to mark
the relative position information of the current target object,
thereby completing the localization and recognition of the
obstructed object. In addition to matching based on feature
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information, image matching can also be based on grayscale,
and the common grayscale matching method is also known as
normalized matching. When using color features for match-
ing, feature extraction is often affected by lighting. So a large
number of mathematical methods are often required for pre
processing before extraction. Compared to feature matching,
grayscale matching extracts fewer feature points, which can
improve the efficiency of matching. Different cameras may
be affected by parameters, lighting, angle and other factors
when shooting the same target. This leads to differences in the
displayed images, making target matching difficult [28]. To
reduce the influence of external factors on feature extraction,
Scale Invariant Feature Transformation (SIFT) can be used.
SIFT has high robustness in scale transformation and rotation
of local features. Figure 8 is the flowchart of SIFT feature
extraction.

FIGURE 8. Flowchart of SIFT feature extraction.

Figure 8 shows the steps of SIFT feature extraction. The
first step is to generate a Gaussian scale space to ensure
constant resolution, and then preliminarily explore key points
for spatial extreme point detection. The second step is to accu-
rately locate key points and allocate directional information
[29]. Finally, feature point matching is performed through the
obtained key point descriptions. The function expression of
Gaussian scale space is listed in equation (11). L (x, y, α) = G (X ,Y , α) · R (x, y)

G (x, y, α) =
1

2πα2 e
x2+y2

2α2
(11)

In Equation (11), L (x, y, α) is the scale space of the Gaussian
kernel. G (x, y, α) represents the Gaussian function. R (x, y)
is the original image. α represents the scale space factor,
which is used to describe the scale of the fuzzy kernel. The
scale space factor is the standard deviation of the Gaussian
function. The larger the value of α, the more blurred the
image will be. To improve computational efficiency, the
Differential of Gaussian (DOG) operator can be used to
extract feature points. The mathematical Equation of DOG
is equation (12).

D (x, y, α) = [G (x, y, kα) − G (x, y, α)] · R (x, y)

= L (x, y, kα) − L (x, y, α) (12)

In equation (12), L (x, y, α) represents the Gaussian scale
space, and k is the scaling factor of adjacent Gaussian scale
spaces [30]. To avoid edge effects and increase its robustness
and anti noise ability of the DOG operator, fitting curves
can be used to locate key point positions. The mathematical

Equation for fitting curve denoising is shown in equation (13).

M =


DxxDxy

DxyDyy


Tr (M)2

Det (M)
=

(
Dxx + Dyy

)2
DxxDyy − D2

xy

Tr (M)2

Det (M)
<

(1 + r)2

r

=
(ε + δ)2

εδ
=

(1 + r)2

r

(13)

In equation (13), ε and δ are the gradients of the eigenvalues
M in the horizontal and vertical directions, respectively. After
removing the noise around the object, more accurate feature
points can be obtained. To ensure that the key points do not
deform after rotation, a reference direction needs to be set.
The gradient expression is as in equation (14), shown at the
bottom of the next page.

Equation (14) calculates the gradient value of each key
point, and considers the direction with the most statistics
as the main direction. Then key points can be described
based on vector information such as their position, scale,
and direction. When constructing a descriptor, it not only
includes information about the target object, but also includes
neighborhood information [31]. To ensure the accuracy of
neighborhood information, it is necessary to first rotate the
coordinate axis of the neighborhood to the main direction of
the key points, generate descriptors, and calculate the gradient
of each position in the neighborhood. After calculating the
gradient information, the feature vectors of each key point
are obtained. To reduce the impact of lighting, normalization
is used to process the feature vectors, and the initial feature
vector is set to E = (e1, e2,L, em). The normalized feature
vector is equation (15).

Li =
ei√∑m
j=1 e

2
j

i = 1, 2, 3Lm (15)

With the development of computer vision and the popu-
larization of video surveillance systems, video surveillance
systems based on multiple cameras have been increasingly
valued and developed. Compared with single cameras, mul-
tiple cameras have better monitoring effects in both target
occlusion and monitoring areas. However, how to utilize
the collaborative information between multiple cameras to
obtain more target features and higher recognition accuracy
is still the research direction and difficulty of multi camera
systems. In this paper, we improve the existing target recog-
nition algorithms on the basis of combining spatial feature
recognition methods with color feature recognition methods.
A color feature matching strategy based on spatial constraints
is established [9]. By comparing the color features of the
target under occlusion with normal conditions, the occlusion
of the target object is determined.
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IV. VERIFICATION OF MULTI-CAMERA POSITIONING
SYSTEM BASED ON YOLO OBJECT
DETECTION ALGORITHM
V. VERIFICATION OF PERFORMANCE BASED ON
IMPROVED YOLOv8 ALGORITHM
To verify the performance of a multi-camera positioning
system based on the YOLO object detection algorithm, the
improved YOLOv8 algorithm was first compared and veri-
fied with the YOLO series of algorithms. The experimental
configuration is exhibited in Table 1. The deep learning
training framework used in this experiment is PyTorch, and
the optimization method is Momentun with a coefficient of
0.9. Batch_size is set to 64 and the learning efficiency is
0.01. YOLOv8 algorithm was compared with YOLO series
algorithms and experimental results are obtained.

TABLE 1. Experimental environment configuration table.

The YOLOv8 algorithm and a series of algorithms such
as YOLO, YOLOv2, YOLOv3, and YOLOv4 were tested in
the above experimental environment. The algorithms were
compared using the evaluation metric mAP and runtime of
deep learning models. The accuracy comparison of each
algorithm is Figure 9. In Figure 9, the horizontal axis refers
to the running time and the vertical axis is mAP. YOLOv8
achieved a maximum mAP of 97.2% on the test set, which is
8.5% higher than YOLOv4’s 88.7%: YOLOv8 algorithm has
high accuracy. In terms of runtime, YOLOv8 has a maximum
runtime of 148ms, which is still within an acceptable range,
although it runs slower than other algorithms. Overall, the
improved YOLOv8has higher accuracy than the YOLO series
algorithm.

To verify the performance of the target detection algo-
rithms in terms of inference speed, recall, and loss function,
the experiments were conducted using the MS COCO dataset
to test the YOLOv8 and YOLO series algorithms in the same
experimental environment. The inference speed of the target
detection algorithm is shown in Figure 10. In Figure 10, the
abscissa is the inference speed of the model on the GPU. The
vertical axis represents the accuracy achieved by the model
on the MS COCO dataset. Within the inference speed of
10ms, YOLOv8 has the highest accuracy of 51.6, which is
3.5 times higher than YOLOv4’s highest accuracy of 48.1.

FIGURE 9. Accuracy comparison chart of various algorithms.

Although YOLO has a maximum accuracy of 52.1, slightly
higher than YOLOv8, its inference speed reaches its highest
value at 54ms, while YOLOv8 reaches its highest value at
6ms. Overall, it proves that the YOLOv8 has higher accuracy
and faster inference speed, indicating good practicality.

FIGURE 10. Inference speed graph of target detection algorithm.

To test the recall rate, another important performance indi-
cator of target detection, the confidence level was set to
0.001 to verify the training results of YOLOv8 accuracy and
recall rate. The training results for recall and accuracy are
shown in Figure 11. In Figure 11 (a), the horizontal axis
represents the iterations and the vertical axis represents the
recall rate. The recall rate almost shows a vertical upward
trend within the range of 0 to 10 iterations. After 10 iterations,
the recall rate fluctuates around 0.79, with a fluctuation range
of no more than 0.1, indicating a good training effect. In
Figure 11 (b), the horizontal axis is the iterations and the
vertical axis represents accuracy. Within the range of 0-10
iterations, accuracy also shows a vertical upward trend; After
10 iterations, it shows a fluctuation state of around 0.81,
with a relatively concentrated fluctuation range indicating
that accuracy training is in the optimal stage.


θ (x, y) = tan−1 L (x, y+ 1) − L (x, y− 1)

L (x + 1, y) − L (x − 1, y)

m (x, y) =

√
(L (x + 1, y) − L (x − 1, y))2 + (L (x, y+ 1) − L (x, y− 1))2

(14)
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FIGURE 11. Training result chart for recall and accuracy.

To verify the performance of the loss function of YOLOv8,
the classification, target and GIoU loss function are inten-
sively trained. The training results of the loss function of
YOLOv8 algorithm are listed in Figure 12. In Figure 12, the
abscissa of the three graphs is the iterations, and the ordinate
is the mean value of the classification, target and GIoU loss
function. The three types of loss function show a straight
downward trend at the initial stage of the iteration, and the
downward trend gradually slows down with the increase
of the iterations. In Figure 12 (a), the mean value of the
classification loss function is at least 0.001, which indicates
that YOLOv8 algorithm has high classification accuracy. In
Figure 12 (b), the mean value of the target loss function is at
least 0.01, which indicates that YOLOv8 algorithm has high
target detection accuracy. In Figure 12 (c), the mean value
of GIoU loss function is at least 0.015, indicating that the
minimum circumscribed matrix of YOLOv8 algorithm fits
well. Overall, the loss function of YOLOv8 presents an ideal
state.

The centralized verification results of the classification
loss function, target loss function and GIoU loss function of
YOLOv8 are displayed in Figure 13. In Figure 13 (a), the
classification loss function drops vertically to about 0.008 at
the initial stage of iteration, and then the decline speed slows
down. The mean value of the classification loss function
fluctuates in the range of 0.005∼0.010 within the range of
5∼200 iterations, indicating that the classification accuracy
of YOLOv8 algorithm is high. In Figure 13 (b), the target loss
function drops vertically to around 0.009 at the initial stage

FIGURE 12. Training result graph of YOLOv8 algorithm loss function.

of the iteration, and then rises significantly in the range of
5∼200 iterations. The mean value of the target loss function
rises to about 0.021 at the highest, proving that the target
detection accuracy of YOLOv8 is high. In Figure 13 (c), the
GIoU loss function drops vertically to around 0.028 at the
initial stage of the iteration, and then shows a turbulent and
slow downward trend in the range of 5∼200 iterations. The
mean value of GIoU loss function drops to about 0.016 at
the lowest, which indicates that the fit verification result
of the minimum circumscribed matrix is relatively ideal.
Overall, the improvedYOLOv8 algorithm exhibits high accu-
racy and stability in overall performance.

VI. PERFORMANCE VERIFICATION OF MULTI CAMERA
POSITIONING SYSTEM BASED ON YOLO OBJECT
DETECTION ALGORITHM IN PRACTICAL APPLICATIONS
To test the performance of the YOLO multi-camera posi-
tioning system in practical applications, experiments were
conducted to verify the positioning system based on the
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FIGURE 13. Verification result of YOLOv8 algorithm loss function.

YOLO algorithm, as well as the positioning system using the
SPLT and SORT tracking algorithms. The accuracy of target
object positioning and recognition under different sight dis-
tances was compared among these three positioning systems.
The dataset used in the experiment was the publicly available
DukeMTMC-reTD and OTB datasets. DukeMTMC-reTD is
a cross camera dataset captured by 8 campus surveillance
cameras. The OTB contains a large amount of video data
and covers a comprehensive range of influencing factors.
Testing different positioning systems on these two datasets,
and the positioning errors of different positioning systems
are shown in Figure 14. Figure 14 (a) is a comparison of
the positioning errors of three positioning systems in the
DukeMTMC-reTD dataset. The horizontal axis represents
the positioning error and the vertical axis represents the line
of sight between the target object and the camera. YOLO’s
positioning error convergence speed is slightly faster than

SPLT and SORT, with the maximum error value exceeding
0.5cm, while YOLO’s error probability within 10cm remains
above 96.5%. From Figure 14 (b), under the OTB dataset,
when YOLO positioning, SPLT positioning, and SORT posi-
tioning achieve an error of 95%, the corresponding values
are maintained within 9.5cm, 9.6cm, and 8.5cm, respectively.
In the performance verification of the multi camera position-
ing system of YOLO object detection algorithm in practical
applications, the accuracy of target object positioning and
recognition was compared among three positioning systems
under different line of sight conditions. The error probability
within 10 centimeters refers to the error probability of tar-
get object positioning and recognition at a line of sight of
10 centimeters. Compared to SPLT positioning and SORT
positioning, the overall error of YOLO positioning remains
within 10cm. This indicates that the accuracy of YOLO posi-
tioning has been improved to a certain extent and can satisfy
the basic positioning needs of multiple cameras.

FIGURE 14. Positioning error of the positioning system.

To test the accuracy of the three positioning systems when
the target object is occluded, the algorithm position error
threshold is set to 10 to 50. The tracking performance of
the three positioning systems is tested in real applications
to comparatively verify the positioning accuracy of the three
positioning systems under the same occluded environment.
The positioning accuracy of the three positioning systems
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are compared and analyzed over a position error threshold
range of 10∼ 50. As Figure 15, the horizontal axis represents
the position error threshold, and the vertical axis represents
the accuracy rate. The accuracy of YOLO positioning sys-
tem is significantly higher than the other two positioning
systems in the presence of occlusion. The highest accuracy
of the YOLO positioning system is about 0.74. The SPLT
positioning system is about 0.63, and the SORT positioning
system is about 0.58. The accuracy of the YOLO positioning
system has been improved by 0.11 and 0.16 respectively
compared to the SPLT and SORT positioning systems. The
above data indicates that in the presence of occlusion, the
YOLO positioning system has better positioning accuracy
performance.

FIGURE 15. Tracking effect of positioning system.

To compare the performance differences between differ-
ent algorithms more clearly, the performance of YOLOv8
algorithm and YOLO series algorithms in each series is
summarized and compared. The performance comparison
between YOLOv8 algorithm and YOLO series algorithm is
shown in Table 2. As shown in Table 2, YOLOv8 algorithm
and YOLO series algorithms have achieved better perfor-
mance results compared in terms of mAP, runtime, inference
speed, and accuracy. Among them, the mAP performance of
YOLOv8 algorithm has improved by 30.4%, 21.1%, 14.9%,
and 8.5% compared to algorithms such as YOLO, YOLO2,
YOLO3, and YOLO4, respectively. Compared with algo-
rithms such as YOLO, YOLO2, YOLO3, and YOLO4, the
running time of YOLOv8 algorithm has increased by 40ms,
14ms, 68ms, and 56ms, respectively. The inference speed
of YOLOv8 algorithm has been shortened by 48 ms com-
pared to YOLO, and increased by 3.5 ms, 3.2 ms, and
1.9 ms compared to algorithms such as YOLO2, YOLO3, and
YOLO4, respectively. The accuracy performance ofYOLOv8
algorithm is slightly reduced by 0.96% compared to YOLO,
but improved by 42.5%, 15.7%, and 6.4% compared to algo-
rithms such as YOLO2, YOLO3, and YOLO4, respectively.
Overall, the overall performance of YOLOv8 algorithm is
superior to the YOLO series of algorithms.

To evaluate the superiority of YOLOv8 object recognition
algorithm, this algorithm is compared with representative

TABLE 2. Performance comparison table between YOLOv8 algorithm and
YOLO series algorithm.

algorithms in the field of object detection such as IENet,
TOSO, PIoU, and DRN [35]. IENet is a single stage anchor
free rotating target detector. It adopts an Interactive Branch
Network structure, aiming to solve the problem of object
detection in remote sensing images [36]. OTSU method is an
algorithm for determining the threshold of image binarization
segmentation [37]. Point Intersection over Union (PIoU) is
a viewpoint agnostic monocular detection algorithm used to
solve object detection problems [38]. A dynamic relationship
network (DRN) for dense multi angle object detection is
a deep learning model used for object detection [39]. The
performance comparison results of different algorithms are
shown in Table 3. According to Table 3, the superior per-
formance of YOLOv8 in terms of mAP and accuracy can be
analyzed directly. Compared with algorithms such as IENet,
TOSO, PIoU, and DRN, YOLOv8’s mAP has improved by
17%, 17.7%, 16.3%, and 7.5%, and its accuracy has improved
by 23.44%, 43.73%, 16.48%, and 33.33%. Compared with
algorithms such as IENet, TOSO, PIoU, and DRN, the gen-
eralization ability of YOLOv8 algorithm has been improved
by 13%, 16.9%, 17.9%, and 7.9%, respectively, indicating
that YOLOv8 algorithm is more universal and has higher
robustness in practical applications.

These data fully demonstrate the excellent performance of
YOLOv8 in object detection. Although YOLOv8 algorithm
has the longest running time, considering its excellent object
detection performance, overall, YOLOv8 algorithm has the
most advantages.

TABLE 3. Performance comparison results of different algorithms.

VII. DISCUSSION
To observe the advantages and disadvantages of various
methods in related workmore intuitively, the following detec-
tion methods were compared and analyzed as shown in

VOLUME 12, 2024 15247



W. Wu, J. Lai: Multi Camera Localization Handover Based on YOLO Object Detection Algorithm

Table 4. Each method in Related Work has its advantages
but is not perfect. Although near eye displays solve the
challenges of visual quality and natural interaction in virtual
reality, this method has a small field of view and limits the
user experience. The Markov model increases the location
confidentiality of users using roaming location services, but
it can only predict the next state and cannot predict fur-
ther states. Fuzzy detection strategy technology improves
tracking speed and stability in complex environments, but
cannot accurately locate vulnerabilities. The LiDAR ranging
sensor system can detect low-light objects, but it cannot
operate in extreme weather conditions such as snow and
rain. Object detection based on deep learning improves object
detection efficiency, but different regions do not share fea-
tures, making the training process more cumbersome. The
trilateral feature pyramid model based on YOLO algorithm
improves the check all and accuracy of target detection sys-
tem. However, it needs to change the image size several times
and is time-consuming. The comprehensive performance of
YOLO algorithm is more prominent. The detection accuracy
study of localization recognition by combining single reac-
tive transform shows excellent performance in the field of
multi-camera localization recognition.

TABLE 4. Comparison of advantages and disadvantages of various
detection methods.

VIII. CONCLUSION
To obtain a multi-camera positioning system with higher
positioning accuracy, a multi-camera positioning technology
using YOLO object detection algorithm is studied. In line
with YOLO, the improved YOLOv8 algorithm is obtained by
improving the network structure. Simultaneously the research
uses homography transformation for target recognition in
overlapping areas of photography. An excellent target fol-
lowing algorithm needs to meet both real-time and accuracy

requirements. Compared to a single camera, multi camera
localization and tracking also need to consider the problem of
target matching in different surveillance videos. In practical
situations, the application scenario is very complex, often
with issues such as occlusion and large differences in lighting
conditions. At the same time, the distance between the target
and the camera is constantly changing, and the target is larger
in the field of view when it is close to the camera. On the
contrary, it is smaller, which will cause scale differences.
Therefore, it is difficult to achieve precise cross camera posi-
tioning and recognition of multiple cameras. On the basis of
previous studies, this paper explores and improves the target
tracking method of multiple cameras. When occlusion and
overlapping of the field of view occurs, the first step is to
find the coordinates of the corresponding matching points to
get the single responsiveness constraint relationship. Then it
will get the correspondence of all points under the overlap
of the field of view of two cameras to realize the target
matching. At the same time, the improved matching method
with color features is used to match the color features of the
target object. Thus, the recognition efficiency and accuracy
can be improved at the same time. The work of this article is
summarized as follows:

1. Research results:
The performance test results showed that YOLOv8 has

a maximum mAP of 97.2% on the test set, which is 8.5%
higher than YOLOv4’s 88.7%. The accuracy of YOLOv8
reached a maximum of 51.6 within the inference speed of
10ms, which was 3.5 times higher than the highest accuracy
of 48.1 of YOLOv4. The recall rate of YOLOv8 showed a
vertical upward trend within the range of 0-10 iterations, and
fluctuated around 0.79 after 10 iterations. The accuracy of
YOLOv8 increased vertically within the range of 0-10 itera-
tions, and fluctuated around 0.81 after 10 iterations.The mean
values of the classified loss function, target loss function
and GIoU loss function of YOLOv8 reached 0.001, 0.01 and
0.015 respectively. The verification results of the positioning
system showed that the error probability of YOLO within
10cm remained above 96.5% in the DukeMTMC re TD
dataset. And the convergence speed of YOLO’s positioning
error was slightly faster than that of SPLT and SORT, with the
maximum error value exceeding 0.5cm. When YOLO posi-
tioning, SPLT positioning, and SORT positioning achieved
an error of 95% in the OTB dataset, the corresponding
values were maintained within 9.5cm, 9.6cm, and 8.5cm,
respectively. In the case of occlusion of the target object, the
accuracy of theYOLOpositioning system reached the highest
of 0.74, which was 0.11 and 0.16 higher than the accuracy
of the SPLT positioning system of 0.63 and the SORT posi-
tioning system of 0.58, respectively. Overall, the research on
multi-camera positioning technology based on YOLO object
detection algorithm has an improvement effect on the accu-
racy of multi camera positioning. However, due to the limited
sample data, the experimental results are not comprehen-
sive enough. Further improvement are needed in this aspect.
The under-camera target recognition method is still flawed.
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It is unable to achieve 100% target recognition and does not
study and utilize the depth information of other objects in the
surveillance area. In the future work, deep learning related
algorithms can be added to obtain the depth information of the
target, recognize other objects in the monitoring area. Recog-
nizing the information characteristics of the target interacting
with different objects can obtain the interrelationship between
the target and the objects, thus completing the depth informa-
tion tracking of the target.

Research on multi-camera localization technology still has
many problems due to the complexity of multi-target recog-
nition and localization tasks under multi-camera conditions,
the complexity of the monitoring area, and the variability of
moving targets.

2. Limitations:
Firstly, multi camera localization did not achieve 100%

localization recognition because there was no research and
utilization of depth information of other objects under the
camera. Secondly, the relevant information of the target
object is not fully utilized, such as the texture features, cat-
egory features, and state information of the target object.
Finally, without combining sensors to locate the target, such
as Bluetooth for position determination, it will more accu-
rately complete the positioning, recognition, and navigation
of the target object.

3. Outlook:
In response to the above limitations, further research can

be conducted in the future. The first problem can be solved
by incorporating deep learning algorithms in future research
to obtain the depth information of the target object and to
recognize other objects in the monitored area by building
a relevant database. Based on the interactive information
features between different objects, the mutual relationship
between the target and the object can be obtained, thereby
completing the depth information tracking of the target
object. The second problem can be increased in the future to
study the type and attitude of the target object. Feature extrac-
tion and obtaining the attitude information of target objects
from multiple perspectives will lead to better recognition and
matching from the attitude of target objects. For the third
issue, combining sensors for target localization and recogni-
tion can better combine visual features for target localization,
thereby obtaining more accurate positioning information and
accuracy.
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