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ABSTRACT In this paper, a fractional order active (P) and reactive (Q) power controller of doubly fed
induction generator (DFIG) is developed and it performance is demonstrated using hardware in loop (HIL)
testing with Opal RT OP4510 real-time platform. The DFIG in this paper is modelled using real-time
State Space Nodal (SSN) based solver. The Rotor Side Converter (RSC) and doubly fed induction machine
are implemented using Opal-RT’s ARTEMiS – nodal admittance-based SSN solver which uses smaller time
steps than the conventional algorithms to facilitate real-time hardware-in-loop performance analysis of the
system. The MATLAB-based FOMCON platform is utilized for designing the proposed fractional order
controller. The proposed controller is developed and tested for various dynamic conditions. The performance
of conventional proportional integral control and proposed fractional order control using Opal-RT’s OP4510
real-time platform is compared. The experimental results demonstrate improved efficiency with the use of
proposed fractional order controller.

INDEX TERMS State space nodal (SSN) solver, field oriented control, fractional order controller, optimal
control.

I. INTRODUCTION
The cumulative depletion of electrical power and the persis-
tent decay in conventional energy sources resulted into a huge
demand and supply gap in electrical power supply. To fulfil
this demand and supply gap, alternate Renewable Energy
(RE) sources are used to generate electricity. According to
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a report [1], 3146 GW of worldwide electricity is gener-
ated through RE sources in the year 2022. As stated in the
Prime Minister’s statement at COP26, the ‘‘Ministry of New
and Renewable Energy’’ is planning to install 500 GW of
non-fossil energy capacity by 2030. A 172.72 GW of power
from non-petroleum product sources has been introduced
in the country as of October 2022. The wind is considered
a favourable and prevalent substitute for power generation
as it is an extensively distributed and abundantly available
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resource [2], [3]. According to a report [4], approximately
2/3 of worldwide investment in power plants up-to 2040 will
be in renewables and the majority of the share will be in wind
energy; as they are the most cost effective source of energy
generation. India is 4th in the world for installed capacity of
RE sources as well as in wind power generation. As seen in
Figure 1, world-widewind power installation reaches approx-
imately 845 GW in 2022 [5]. India generates approximately
41.2 GW of energy from wind out of 173 GW of total
renewables as of October 2022. Figure 2 denotes a graphical
representation of wind energy installation in India. A sum of
14.21 GW of sustainable power was added during January to
October 2022 when contrasted with limit of 11.9 GW added
during the year 2021.

FIGURE 1. Global wind energy installation.

FIGURE 2. Wind energy installation in India.

Taking into consideration the widespread use of small and
large sized wind farms having different turbine configura-
tions and advanced trends, it becomes vital to research the
issues associated with it such as stability, power quality,
reactive power, and reliability. Wind turbines are a clean
and sustainable way to generate electricity, but their power
output can vary significantly depending on the wind condi-
tions. Effective power control can help to ensure that wind
turbines operate efficiently and reliably, even in changing
wind conditions. Researcher need to focus on developing new
control algorithms that can optimize the power output of wind
turbines and ease the grid integration.

Control systemsmonitor various factors like wind velocity,
blade angle, and generator output, and make adjustments to

optimize energy production and protect the turbine from dam-
age. Additionally, control systems enable remote monitoring
and maintenance, improving the overall performance and
lifespan of wind turbines. As wind energy continues to con-
tribute significantly to switch to cleaner and environmentally
friendly power generation, effective control strategies are
essential to harness its full potential as well as for the growth
of the wind energy industry and for achieving a sustainable
energy future.

II. RELATED WORK
Wind turbines (WTs) connected to the electric generators
are used to generate the electricity from the wind. Owing
to the enhanced productivity variable speed WTs are mostly
preferred at present for wind power plants. Electric genera-
tors are significant part of WTs that is important for energy
generation and integration with the grid. Currently, DFIG is
extensively preferred for variable wind speed operations in
the advanced grid system. DFIGs offer advantages such as
minimal expense of converters with four-quadrant and var-
ied speed operational capability when contrasted with fixed
speed synchronous generators [6], [7]. The speed of a DFIG
Wind Turbine Generator (DFIG-WTG) can be effectively
regulated within a range of 67-133% around the synchronous
speed by controlling the power flow and direction of the rotor.
The management and operation of DFIG systems connected
to the grid pose significant challenges due to the complexities
involved in regulating the flow of P power andQ powerwithin
the grid and DFIG-based wind generation systems (WGS).
Some of the state-of-the-artWT concepts and essential power
electronic converters and control arrangements are addressed
in [8], also author discussed grid necessities and the future
technology challenges in WTs.

In the context of DFIG-based WGS, the rotor windings
are linked to the grid through a pair of back-to-back Pulse
Width Modulation (PWM) converters known as the rotor
side converter (GSC) and the grid side converter (GSC).
Additionally, the stator windings are directly connected to
the grid. A DC link is used in between both of these con-
verters to maintain a constant voltage. When there is a
voltage reduction, DC link will take more reactive power
from the grid; on the other hand, when there is a voltage
increase, it will send reactive power to the grid [9]. The
system’s effective inertia is impacted by the DFIG’s greater
penetration, which raises questions about the power system
stability [10]. This demands the use of more sophisticated
and intelligent control technologies in the WECS control.
As found in the literature, the direct torque control (DTC)
and vector control (VC) are the two core control methods
implemented to accomplish optimal power stabilization of
the DFIG [11]. Being a nonlinear control method, DTC
adjusts the rotor voltage to an equivalent power by sensing
the nonlinear machine parameters such as flux and torque.
VC is a linear control strategy which depends upon sin-
gle input, single output (SISO) type controllers such as PI
and PID or a few advance techniques such as sliding mode
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control [12]. But the performance of this control mode is
subjected to the PI controller tuning, grid voltage conditions
and the accuracy in machine parameters [13], [14]. Many
other control techniques have been suggested and provided
good results for RSC control in the past as observed from
the literature review. Yet, there are many challenges involved
such as nonlinear effects, unmodelled dynamics, parameter
variations and unknown disturbances [15], [16].
Direct VC with fuzzy sliding mode control with space

vector modulation inverter [17] has been applied to control
reactive and stator active power and shows improved perfor-
mance. Direct stator VC using field oriented control (FOC)
technique with PI-hysteresis controller strategy is used for
control of standalone WECS in [18] shown effectiveness
against parameter variations. The second order SMC strategy
proposed in [19] for the control of DC link voltage based on
vector control gives enhanced response against uncertainties,
parametric variations and unidentified disturbances in the
system. The coordinated control approach [20], [21] used
to improve transient stability can also enhance the control
economy when engaged for power control in synchronous
generator and DFIG. Linear quadratic regulator (LQR) based
optimal preview controller (OPC) proposed in [22] for stator
PQ control of a DFIG based WT system. The control tech-
nique has undergone testing for both sub-synchronous and
super-synchronous operation using stator voltage-oriented
control (SVOC). The paper [23] discusses different control
strategies that are employed to enhance the efficiency and
reliability of wind energy systems based on DFIGs.

Though variousmodern infrastructure and control methods
have been developed and used in the current wind farms, yet
there are few technical challenges thatmust be addressed such
as grid integration, power quality, stability, LVRT Control,
frequency control and management, etc. Due to the increased
penetration of wind power into the grid voltage and frequency
instability issues are the most important challenges required
to be addressed. The Iceland operation is also one of the
important challenge from dc link voltage control point of
view.

A sort of computer simulation known as real-time simu-
lation in which the simulation model runs at the speed of
real world processes that it is simulating. It calculates and
updates the simulation results in a time frame that closely
resembles or equals the rate at which events occur in the
physical system being simulated. Recently, Real Time Digital
Simulation (RTS) is becoming an efficient tool for electrical
power systems simulation in the research and development
as well as control of the electrical power system. Real-time
simulation often requires specialized simulation engines and
hardware, including high-performance computing clusters or
GPUs, to achieve the necessary computational speed and
accuracy. With the development of high-speed platforms and
improved computational capability, these technologies make
power electronic converter research possible. Also, they are
useful for rapid control prototyping, testing and investigation
of fault and protection [24]. As the RTS system uses dedicated

high speed processors and hardware it is possible to simulate
the system as a real time system as it operates physically. The
RTS runs at a fixed time-step interims (Ts), in which, the
system reads the inputs and performs essential calculations
so that to generate all the outputs. But in some cases there
may be chances of overrun due to the constraint of fixed time
step Ts, when the time required to perform the calculation
is more than the Ts and real time simulation may miss the
synchronization. TheHIL based real time simulation has been
used effectively in various power system application such as
DFIG control [25], grid integration [26], multilevel converter
control [27], Fault analysis in IEEE-9 bus system [28], anal-
ysis of IEEE-5 bus system [29], and stator fault improvement
in PMSM [30].
The motivation of this research paper that demonstrates the

applicability of novel fractional order PI controller to control
the nonlinear wind power system with DFIG is to mitigate
the challenges associated with the traditional controller and
implement it using real time simulation environment. Frac-
tional calculus is becoming one of the more effective and
comprehensive solution for controlling the nonlinear integer
order as well as fractional order systems.

In most of the present control schemes, parameter uncer-
tainty, nonlinear nature of wind turbine and power quality
still remains the main challenges. So there is need to design
non-linear controller for controlling wind energy conversion
system. Most of the control schemes use conventional PI
regulator in current control or voltage control loop that is
not effective to handle the nonlinearity and parametric uncer-
tainties. The fractional order controllers have been applied in
non-linear control system applications for MPPT as well as
power control loops in DFIG based WT.

The design of an optimal fractional order controller for
RSC control of DFIG based wind turbine system and imple-
mentation of proposed control scheme using Opal-RT’s
OP-4510 real time digital simulator for enhanced control per-
formance with increased output power efficiency is the major
contribution of this paper. This paper aims to investigate and
evaluate the effectiveness of vector control strategy used to
control rotor side converter control implemented using Opal-
RT’s CPU based toolbox ARTEMiS with lower time step
in association with MATLAB/Simulink Simscape Electrical
library. A summary of related work is represented in Table 2.
Remaining of the paper is organized as: section III

describes the operation of DFIG basedWT system, section IV
describes the implementation of proposed control strategy
using real time platform and ARTEMiS-SSN solver with
experimental setup, simulations results and analysis. The con-
clusion and the future work scope are provided in section V.

III. OPERATION OF DFIG ASSISTED WIND TURBINE
Schematic configuration of DFIG–WECS represented by
Figure 3 mainly comprises of a WT, DFIG, power electron-
ics circuits and associated control devices with supportive
mechanical systems though not shown in detail in the dia-
gram. The DFIG-WECS configuration employs wound rotor
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induction generator, where stator is connected to the power
grid, whereas the rotor is joined to the grid through RSC
and a GSC using slip rings. Due to this setup, DFIG is able
to receive and send power from the grid [29]. The stator
windings pump the power into the grid. This power flow in
the DFIG depends on the operating mode of DFIG as motor
mode or generator mode.

FIGURE 3. DFIG based WECS.

Mathematical models are essential in the initial design
phase of wind turbines. the DFIG-WTs play a significant role
in modern power systems, and their dynamic behavior has a
direct impact on system stability. Mathematical models allow
for the study of the DFIG-WT’s response to disturbances,
helping to assess and improve the stability of the grid. Also,
DFIG-WTs can actively control voltage and frequency.Math-
ematical models are used to design and test these control
schemes, ensuring that DFIG-WTs provide stable and reliable
grid support. Through the subsequent subsection mathemati-
cal model for WT and DFIG with stationary reference frame
are described in detail.

A. DYNAMIC DQ MODELLING OF DFIG
Vector control can help to improve the efficiency of
DFIG-based WTs by minimizing the torque ripples. Vector
control can be applied to optimize the output power of a
WT by controlling the rotor speed and torque. This can help
to maximize the amount of energy that can be extracted
from the wind. For correct perception and creating vector
control strategies in a wind turbine system, it is crucial to
be knowledgeable about the DFIG’s dynamic model. Vector
control can be used to synchronize a WT to the grid. This
is necessary for the turbine to be able to safely export its
power to the grid. A model of an electrical machine must
take into account all dynamic effects that could result from
both steady-state and transient operations. For constructing
the decoupled active and reactive power regulator system, the
dynamic model of the DFIG is also necessary. Figure 4 below
shows the DFIG’s electrical analogue circuit in synchronous
reference frame.

FIGURE 4. DFIG electrical equivalent circuit.

The most common mathematical model used to repre-
sent the machine’s dynamic behaviour is one with a dq
synchronous rotating reference frame. The rotor and stator
voltage equations are expressed as [31]:

ϕsd = ϕs
ϕsq = 0

}
(1)

Hence, the torque equation becomes,

Te = Pϕsd ixq (2)

The equations for the currents, fluxes, and voltages are stated
as follows if the stator flux orientation hypothesis is true and
the stator phase resistance is ignored.

Vsd ≈ pϕsd = pϕs = 0
Vsq ≈ ωsϕsd = Vs

}
(3)

ϕs Lsird + Lmird
0 = Lsirq + Lsirρ

}
(4)

Using equation (3) and (4), we can have relationship between
stator current and rotor current as:

isd =
ϕs

Ls
−
Lm
Ls
ird

isq = −
Lm
Ls
irq (5)

Similarly, active and reactive power along with the electro-
magnetic torque is expressed in dq reference frame as:

Ps = Vsisq
Qs = Vsisd

}
(6)

Te = pϕs
Lm
Ls
irq (7)

Now by substituting the currents using equation (5) in
equation (6), we have

Ps = −Vs
Lm
Ls
isq

Qs =
Vsϕs
Ls

−
VsLm
Ls

ird (8)

The rotor side dq components idr and idq can also be
obtained by considering the stator reference frame and
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expressed as in the following set of equations. We can get
the stator voltage orientation relative to the reference frame
along the q-axis without taking into account the stator resis-
tance [32], [33].

Vrd =

(
Rr + σLr

d
dt

)
Idr − (ws − wr ) σLr Irq +

Lm
Ls

(Vsd )

(9)

Vrq = (ws − wr ) σLr Ird +

(
Rr + σLr

d
dt

)
Irq−

+
Lm
Ls

(Vsq − wrϕsd ) (10)

where σ = 1 −
L2m
LsLr

By expressing the above in matrix from,[
Vrd
Vrq

]
=

[
Rr + σLr ddt −(ws − wr )σLr
(ws − wr )σLr Rr + σLr ddt

] [
Vrd
Vrq

]
+
Lm
Ls

[
Vsd
Vqs − wrϕsd

]
(11)

In a similar vein, the (d-q) components of rotor currents are
utilized to calculate the total real and reactive power of the
rotor as:[

Pt
Qt

]
=

[
0 3

2 (s− 1)LmLs Vs
3
2 (s− 1)LmLs Vs 0

] [
Ird
Irq

]
+

[
0
3
2
Vsϕs
Ls

]
(12)

As seen from (12), monitoring the rotor current, the overall
PQ power can be managed as [32]:[

I∗rd
I∗rq

]
=

[
0 3

2 (s− 1)LmLs Vs
3
2 (s− 1)LmLs Vs 0

]−1

×

{[
P∗
rd
P∗
rq

]
−

[
0
3
2
Vsϕs
Ls

]}
(13)

where ∗ denotes the reference of values.
The torque equation (7) can also be used to calculate the

rotor mechanical power output.

Pmec = Temωr = −
3
2
p
Lm

Ls
ϕsirqωr (14)

Considering the total mechanical power output and the total
electrical power, the efficiency of the DFIG can also be
calculated as [33]:

Efficiency (η) =
Pmec

Ps + Pr
X100% (15)

B. RSC CONTROL
The sophisticated and crucial RSC control is a feature of
variable-speed WTs and other applications. To increase the
effectiveness, dependability, and grid integration capabilities
of RSC systems, cutting-edge control algorithms and tech-
nologies are constantly being developed. Optimisation and
control of the WECS is one of the difficult tasks that is

directly related to the output and stability of the system.
RSC controls the decoupling of active and reactive power,
while GSC controls the DC link voltage in accordance with
the amount and flow of power. The RSC need to be capa-
ble to deliver at least 30% of the stator voltage in order
to deliver at least 30% of the generator ratings because
the slip of the DFIG is often limited between −0.3 and
0.3 [34]. This paper aims to study the performance of VC
based RSC control strategy using eHS based power hard-
ware converters using real time simulation structure. The
most popular approach to constructing RSC controls utilizing
a field-oriented vector control scheme was covered in this
section. The [35] contains the RSC’s vector control strategy
for a stator flux-oriented reference frame. To autonomously
regulate the PQ power of the rotor with stator voltage or flux
orientation approach based standard PI control is typically
used. The block schematic of RSC control is illustrated in
Figure 5.
The current and voltage loops can be controlled using a

variety of control techniques, as identified and researched
in the literature. Owing to its simple structure and ease of
adjustment, the traditional PI regulator is the most popular.
The dq reference frame model’s above-described relationship
between rotor voltages and currents is used to develop the PI
regulator. In DFIG, the PQ power is managed by monitoring
the rotor currents, as shown in figure 5 and described in (16).
The PI control can be determined from the rotor current
dynamics (16) as defined in [36]:

V ∗
rd = Kp1ed + Ki1 ∫ eddτ − (σLrsωsIrq +

RsLm
ωsLs

Vs)

V ∗
rq = Kp2eq + Ki2 ∫ eqdτ − (σLrωsIrd +

sLm
Ls
Vs)

}
(16)

where, ed = (I∗rd − Ird ) and eq = (I∗rq − Irq),
Kp2 and Ki2 – gains of interior current loop,
Kp1 and Ki1 – gains for exterior current loop.
These parameters are set in the control system to achieve

quick reaction. For FOPI controller order of integration also
need to be set for achieving the more effective response.

C. DESIGN OF FRACTIONAL ORDER CONTROLLER
Control systems play a fundamental role in regulating the
behavior of various processes and ensuring they perform opti-
mally. Traditionally, control theory has predominantly relied
on integer-order differential equations to model and design
controllers for these systems. In recent years, there has been a
notable movement in the field of control engineering, marked
by the emergence of Fractional Order Control (FOC). The
FOC is an innovative methodology that expands the scope
of control theory beyond traditional integer-order calculus.
It achieves this by integrating fractional-order calculus prin-
ciples into the design and analysis of control systems.

The FOC, alternatively referred to as calculus of frac-
tional derivatives and integrals, extends the conventional
integer-order calculus by accommodating non-integer (frac-
tional) orders of differentiation and integration.
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FIGURE 5. RSC vector control structure.

The incorporation of fractional calculus principles in the
fractional order PID (FOPID) control methodology allows it
to offer equivalent functionality to that of a conventional PID
controller. Fractional calculus is a mathematical framework
that introduces the concept of non-integer integration and dif-
ferentiation operators denoted as aDα

t , where a and t represent
the bounds of integration or differentiation, and αεR belongs
to the set of real numbers. The mathematical expression and
various definitions of this operator are discussed in [37]. The
continuous differ-integral operator expresses the extrapola-
tion of differentiation and integration to any order as [38]:

aDα
t =



dα

dtα
R(α) > 0

1R (α) = 0
t∫

a

(dτ)α R(α) < 0

(17)

In this expression ‘‘a’’ stands for the integration’s lower
bound, ‘‘α’’ for the order of fractional differentiation or
integration, and ‘‘+α’’ and ‘‘-α’’ symbolizes integration and
differentiation respectively. There are two definitions of frac-
tional order diffe-integral that are often used in the literature:
Grunwald-Letnikov (GL) and Riemann-Liouville (RL).

The GL definition is given as [38]:

aDα
t f (t) = lim

h→0
h−α

t−a
h∑
j=0

(−1)j
(

α

j

)
f (t − jh) (18)

where h is the time step.
The following is the RL definition:

(t) =
1

0 (n − α)
(
dn

dtn
)
∫ t

a

f (τ )

(t − τ )α−n+1 dτ (19)

In reference [39], a FOPID controller has been introduced,
which incorporates five tuning parameters: proportional gain,
integral gain, derivative gain, order of integration, and order
of differentiation. The efficacy of this newly developed con-
troller surpasses that of the integer PID controller for both
integer order systems and fractional order systems [40].
A continuous domain FOPID is expresses as:

C(s) = KP +
KI
sλ

+ KDsµ (20)

where, C(s) is the transfer function controller with KP, KI ,
and KD be the gains, λ is integration order and µ as the order
of differentiator.

Various approaches are taken into consideration when
designing a FOC. The paper [41] presents a discussion on
the design, tuning, and optimization of fractional order con-
trol using the FOMCON toolkit. The study employed the
approach of retuning the current PI or PID controller [42]
to create the FOPI controller for the vector control of DFIG
machine. Beauty of this technique is that, it allows fractional
order dynamics to be integrated into an integer order PID
without changing the loop. It basically adds another loop
with retuning FOPID into the existing system. Following
proposition is applied to form the correlation between the
controller parameters [43].

The time domain and frequency domain are the two
approaches for designing the fractional order controller. Opti-
mal fractional order controller is designed for achieving better
stability, minimizing the response time of the system and
disturbance rejection. Optimal design also helpful in reducing
the errors with enhanced system response.
Proposition 1: Consider the conventional PID controller

expressed by [43]:

CPID(s) = KP + KI s−1
+ KDs (21)
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CPID(s) = KP + KI s−1
+ KDs (22)

Let CR(s) be a controller of the form

CR(s) =
K2sβ + K1sα − KDs2 + (K0 − KP)s− KI

KDs2 + KPs+ KI
(23)

where −1< α < 1 and 1 < β < 2. The resulting FOPID,
PIλDµ have the coefficients as

K∗

P = K0,K∗

I = K1, and K∗

D = K2

and the orders will be

λ = 1 − α, µ = β − 1

So the overall feedback becomes of the form

C (s) = (CR (s) + 1) .CPID(s) (24)

The parameters of the retuning controller can be estimated
from those of FOPID controller [44]. Therefore, with this
proposed returning method the original closed-loop system
functions as earlier, but with enhanced performance due to
the introduced reference signal dynamics in it. Design and
implementation of the proposed controller is foremost impor-
tant task in applying it in various applications. Rewriting
equation (24) we have

CR(s) =

(
K2

D(s)

[
sβ

])
+

(
K1

D(s)

[
sα

])
−

(
KDs2 − (K0 − KP)s+ KI

D(s)

)
(25)

whereD(s) = KDs
2
+KPs+KI and [.] is Oustaloup approxi-

mations. Equation (25) is used to implement the controller as
given in [43].

Proposed fractional order controller when used for the
DFIG based WT system under study provide better and
more accurate results due the representation of system in
non-integer order dynamics. Also, it is more flexible in tun-
ing the controller parameters than the conventional integer
order controller that proves to be beneficial in improving
the transient response of the system. It is demonstrated that
a promising control technique for the reliable and effective
regulation of dynamics systems with model uncertainties is
the fractional order control approach.

D. MODEL OF DFIG USING SSN SOLVER
The majority of the solvers used for RTS are imitation-based
and based either on full state-space systems, as in SimPower
Systems (SPS) and the eMEGAsim real-time simulator from
Opal-RT or the nodal admittance approach with trapezoidal
discretization, as in Hypersim or RTDS real-time simulators.
The SSN solver uses arbitrary sized clusters of electrical
components defined by state-space equations and is based
on the Electromagnetic Transients Programme (EMTP) nodal
admittance approach [45]. For a generalised branch or SSN
group made out of electrical components coupled to an

unknown voltage/current terminal, the state space equations
can be written as [45]:

x ′
= Akx + Bku

y = Ckx + Dku

}
(26)

where, x denotes the system’s states, u denotes inputs,
y denotes output andAk, Bk, Ck, Dk denote state spacematri-
ces corresponding to the k-th permutation. After discretizing
these equations becomes (27), as shown at the bottom of the
next page, where, Ad , Bd1, Bd2, C and D are the discrete state
matrices,

u(in) and u(uk) are internal and unknown source of state
space model

y(in) is internal output of model
y(uk) is the nodal output of state space model
Further mathematical processing with different discretiza-

tion rules such as trapezoidal or Backward-Euler these sets
of equations are transformed to Nortan type discrete compan-
ion model (DCM) or Thevenin type DCM. The SSN model
for an induction machine (IM) is derived using fixed d-q
(Park) transformation. Using the Park transformation with the
assumption θ = 0 for stator quantities and θ = - θrotor for rotor
quantities, voltage and current for induction machine leads
to [45]:

Vdqs = T .Vabcs Iabcs = T t .Idqs
V ′

dqr = ns/nrT .Vabcr I ′abcr = ns/nrT
t .Idqr (28)

where, ns/nr is the stator to rotor turns ratio, suffix s and r
stands for stator and rotor respectively. T is the park transfor-
mation given as:

T = S
√2
3

[
1 −1

/
2 −1

/
2

0
√
3
/
2 −

√
3
/
2

]
(29a)

where

S =

[
cos(θ ) sin(θ )
−sin(θ ) cos(θ )

]
(29b)

The machine equations can be written as:

ϕ̂ =

(
−RL−1

+ �
)

ϕ + Vdq (30)

ϕ̂ =

(
−RL−1

+ �
)

ϕ + Vdq (31)

with

Vdq =
[
Vsd Vsq V ′

rd V ′
rq

]t
,

ϕ =
[
ϕsd ϕsq ϕ′

rd ϕ′
rq

]t
R = diag(Rs,Ls,R′

r,L
′
r),

� =


0 0 0 0
0 0 0 0
0 0 0 −ωe
0 0 ωe 0


where

ωe, the rotor electrical frequency is given by ωe = pp. ωm,
ωm− rotor speed in rad/s
pp - number of pole pairs and,
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FIGURE 6. Matrices subsystem in simulink.

Rs, Ls, - stator resistance and inductance
R’r, L’r – rotor resistance and inductance
Similarly,

L−1
=

1
L ′
rLs − L2m


L ′
r 0 −Lm 0
0 L ′

r 0 −Lm
−Lm 0 Ls −ωe
0 −Lm 0 Ls


(32)

The phase-domain equations of the IM are used to derive
the SSN - DCM equations, which provide a time-variant
model for the IM. Figure 6 displays the Simulink matrices
subsystem. In the ARTEMiS SSN solver is generally imple-
mented using Simulink ‘Sfunction Builder’ blocks. It is also
possible to implement it directly into a ‘C’ code S-function.
The key challenge is to synchronize the many algorith-
mic steps of SSN within Simulink’s simulation because
each block’s outputs must be updated first, then its internal
states.

IV. IMPLEMENTATION OF DFIG-WT SYSTEM IN REAL
TIME
Figure 7 shows the top level schematic of complete
Simulink model developed in MATLAB grouped into
three important subsystems namely Master subsystem
(SM_Controller), Slave subsystem (SS_Plant) and Console
subsystem (SC_Console). The SM_Controller subsystem
consists of the various controllers required for the control of
RSC, GSC, DC link, Speed etc.

The SS_Plant is the SSN based model of DFIG named
as a plant whereas the SC_Console includes all the scopes
and setting which can be viewed through console panel.
The SM_Controller and SS_Plant after building the real time

FIGURE 7. Simulink top level schematic for real time simulation.

model using RT-LAB are loaded to the OP4510 CPU core so
that they can run in real time mode while the SC_Console
subsystem runs on the host PC so that the setting can be
changed while simulation is running and also performance
of the system through scope.

A. RT-LABTM SIMULATION WORKBENCH
In this study, Simulink models are integrated with
MATLAB/Simulink®so that they can interact with the real
environment in real-time. This is made possible through the
use of RT-LAB 2020.4.1. This multi-domain platform inte-
grates withmany other programming environments and offers
adaptable and scalable solutions for applications in elec-
trical systems, aerospace, electrical vehicles, etc. Through
its console panel, it also manages code creation and an
interactive interface and offers online parameter change
similar to a physical real-time system. Some of the soft-
ware libraries offered to build the model in conjunction
with Simulink model to execute it in real-time environ-
ment are RT Lab IO, RTE, ARTEMiS, eMEGASIM, and
eFPGASIM.

In this study, the performance of the DFIG control
is evaluated in real time using ARTEMiS, a CPU-based
Electrical Toolbox designed to interface with Simscape Elec-
tricalTM. For the consistent, accurate, and fixed time step
computations required for real-time simulations, it provides
enhanced solvers and algorithms. Additionally, ARTEMiS
maintains the model’s validity thanks to an effective decou-
pling technique without the need of any artificial delays. For
real-time simulation, ARTEMiS provides specialized models

xn+1 = Adxn + Bd1un +
[
Bd2(in) Bd2(uk)

] [
un+1(in)
un+1(uk)

]
[
yn+1(in)
yn+1(no)

]
=

[
C(in)
C(uk)

]
xn+1 +

[
D(in,in) D(in,uk)
D(uk,in) D(uk,uk)

] [
un+1(in)
un+1(uk)

]
 (27)

35040 VOLUME 12, 2024



S. G. Karad et al.: Optimal Design of Fractional Order Vector Controller Using HIL and Opal RT

FIGURE 8. DFIG experimental setup.

FIGURE 9. PQ response with PI controller.

like ARTEMiS Distributed Parameter Line and ARTEMiS
Stublines that conduct distributed power system simulation
using RT-LAB.

B. SIMULATION RESULTS WITH HIL
The experimental simulation is performed to demonstrate and
study the effective applicability of proposed controller by
using OPAL-RT real time digital simulation and laboratory
experimental setup of DFIG machine. It has been seen that
the HIL simulation is very much closer to the actual work-
ing conditions. The HIL simulation is an effective way of

analyzing the performance of controller by simulating the
controller in rapid control prototyping configuration with the
help of real time simulators. The experimental setup using
OP4510, OP8662 and a DFIG based wind emulator is shown
in Figure 8.

The simulation results for conventional PI controller based
rotor side converter control scheme has been shown in
Figure 9 to Figure 11 and same with the proposed FOPI has
been shown in the Figure 12 to Figure 15.
In this experimental setting, the reactive power is man-

aged by maintaining a constant value of the d-axis rotor
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FIGURE 10. Zoomed response of stator voltage and current with PI controller.

FIGURE 11. DC link voltage with PI controller.

FIGURE 12. Rotor dq-current response with FOPI.

current while the active electrical power is regulated by
modulating the q-axis rotor current. Figure 9 as well as
Figure 13 demonstrates that, the rotor currents Ird and Irq
are tuned to control overall response of active and reactive
power. The reactive power that will either be transmitted to
the grid or consumed by the grid is clearly controlled by
the rotor d-current. The generated active power that DFIG
transmits to the grid is managed by the rotor q-current.

The tracking performance is also well-established, as can be
seen.

The response of DC link voltage is illustrated in Figure 11
and Figure 14 with conventional controller and proposed
fractional order controller respectively. The response with
real time simulation has been observed more discrete due to
use of real time solver with fixed time step. The stator voltage
and current responses are also presented in Figure 10 and
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FIGURE 13. PQ tracking response with FOPI controller.

FIGURE 14. VDC with FOPI controller.

Figure 15 with PI and FOPI controllers and that matches with
the simulation results obtained with the offline simulation.

C. EXPERIMENTAL VALIDATION AND RESULTS
The suggested control approach is validated on a laboratory-
based experimental test bench with a DFIG coupled with an
induction motor as a wind speed emulator and a real-time
simulator in order to compare its performance to that of
a conventional controller and confirm its design. OPAL-
RT’s OP4510 real time simulator has been used to integrate
the controller with experimental hardware and the MAT-
LAB/SIMULINK and RT-LAB real time simulation environ-
ments. In order to control the active and reactive power of
a 6 KVA DFIG-based wind turbine system with parameters
as mentioned in Table 2 in Appendix A. The DFIG and
induction motor drive specifications are specified in Table 3
in Appendix B and Table 4 in Appendix C respectively.

The experimentation is carried out to measure the PQ
power with the conventional controller by measuring actual
output voltage and current signals and calculating the power.
The measured power is compared with the ideal power of the
DFIG for both the controller schemes. The experimentation is
performed by keeping reactive power zero and controlling the

TABLE 1. Comparison of total output power and efficiency with PI and
FOPI Controller.

active power only. The experimental results obtained on the
6KVA laboratory based DFIG testbed with PI and proposed
FOPI controller are plotted in Figure 16 and 17. It is evident
from the plots that the due the added advantages of proposed
fractional order PI controller such as better robustness and
speed tracking response it shows improved performance than
that of the conventional PI controller.
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FIGURE 15. Zoomed response of stator voltage and current with FOPI controller.

FIGURE 16. Wind speed and output power with PI controller.

The total output power obtained with conventional PI con-
troller and proposed FOPI controller is plotted in Figure 18.
It has been observed that the results obtained through the
real time simulation through software synchronization mode

FIGURE 17. Wind speed and output power with FOPI controller.

and the hardware connected hardware synchronization mode
are very much comparable and promising as compared to the
offline MATLAB simulation results. Also it is evident from
the comparison of output power efficiency with conventional
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TABLE 2. Summary of related work.

FIGURE 18. Total output power with PI and proposed FOPI.

PI controller and that of proposed fractional order PI con-
troller that the FOPI controller gives much better efficiency as
compared to the conventional controller. Also it is observed
from the stator and rotor power output with both the controller
schemes that the DFIG has been advantageous in case wind
turbine application as the rotor power is less than that of the
stator power always and so require the lower capacity power
electronics converters. Also it has been observed form the
experimental results that decoupled PQ control is possible
with the conventional and proposed controller schemes. The
DC link voltage also remains constant though the wind speed
and so the generator speed is changed.

Table 1 furnishes the output power efficiency of labora-
tory based DFIG with conventional and proposed control
strategies applied with real time digital simulator. The
efficiency for both the controllers has been plotted in

FIGURE 19. Output power efficiency with PI and FOPI controller.

Figure 19 for comparison purpose. As demonstrated in previ-
ous subsection, the tracking performance, transient response
and decoupled control with proposed fractional order PI
controller is much better than that of the conventional PI
controller. These properties of the fractional order controller
cause enhanced performance and increased efficiency when
used in real time simulation environment.

The conventional PI controller have certain limitations
when used in power converter control such as sluggish
response, issues in handling the nonlinearity, lack of robust-
ness in handling the parameter uncertainty, etc. The proposed
fractional order controller gives better close loop response
with reduced overshoot and enhanced robustness to param-
eter uncertainty in nonlinear systems. Extended control loop
tuning flexibility is possible with FOPID controllers, which
can increase control performance—especially for intricate
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TABLE 3. DFIG parameters.

and nonlinear systems. Tuning flexibility, improved damping
response with memory capability and adaptability are some
of the important advantages of FOPI over conventional PI
controller which may lead to improved efficiency and better
performance.

Further the proposed controller performance is compared
with that of the fractional order MPPT [46] control of DFIG
based WT system and observed better tracking active and
reactive power tracking performance as well as reduced
steady state error. Furthermore, though there are fairly many
other types of fractional order controllers designed and imple-
mented as studied in the literature are either simulated only in
software simulation or on the laboratory based test simulators
with varying simulation environments, only few are tested
with hardware-in-loop simulation environment with real time
digital simulator and hence their performance has not been
adequately investigated and compared.

V. CONCLUSION
The proposed fractional order control method was imple-
mented in real time utilizing OPAL-RT’s real time digital
simulator OP4510. The effectiveness of the control strat-
egy was then validated by experiments conducted on a
laboratory-based DFIG testbed. The conventional and pro-
posed control systems were implemented using a real-time
simulator, and a comparison was made between the sim-
ulation and experimental results. The demonstrated results
clearly demonstrate that the response of the suggested
controller is smoother and superior in comparison to the
conventional controller. Additionally, the generated results
exhibit a higher level of discreteness compared to the offline
MATLAB simulation. The controller subsequently conducted
real-time hardware-in-the-loop experimental validation on
the doubly-fed induction generator (DFIG) experimental
setup and observed the output power efficiency. The effi-
ciency of the suggested controller has been observed to range
from 80 to 93 percent when subjected to wind speed varia-
tions ranging from 3 m/s to 12 m/s.

TABLE 4. Induction motor drive parameters.

APPENDIX
A. SUMMARY OF RELATED WORK
See Table 2.

B. DFIG PARAMETERS
See Table 3.

C. PARAMETERS OF INDUCTION MOTOR DRIVE
See Table 4.
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