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ABSTRACT This study combines the metaheuristic algorithm Transient Search Optimization (TSO) with
the Levy flight distribution to find the optimal proportional-integral (PI) controllers for robust operation
of islanded microgrids. The first step is to use the response surface methodology (RSM) to empirically
express the multi-objective function. This function includes the transient variations of the terminal voltages
of the microgrids. To demonstrate the efficacy of the hybrid Levyflight and TSO (LTSO), a benchmark
microgrid system undergoes rigorous testing under different operational scenarios: i) transitioning the
system into autonomous mode by disconnecting from the main grid; ii) adapting to varying load condi-
tions while isolated; and iii) responding to a 3-phase fault while operating in islanded mode. Numerous
simulations are run to verify the suggested methodology, employing conventional data extracted from the
PSCAD/EMTDC software. The study’s findings are further reinforced through a comparative analysis with
established optimization techniques such as the least mean and the square root of exponential approaches, the
enhanced block-sparse adaptive Bayesian algorithm, the adaptive-width generalized correntropy diffusion
algorithm, the sunflower optimization algorithm, the Coot bird metaheuristic optimizer, and particle swarm
optimization. The results collectively underscore the superiority of the LTSO algorithm in enhancing the
transient response of the terminal voltages of islanded microgrids, thereby offering a promising avenue for
optimizing the control and stability of such systems.

INDEX TERMS Coot bird metaheuristic optimizer, distributed generators, renewable energy, microgrid,
sunflower optimization algorithm.

I. INTRODUCTION
A. LITERATURE SURVEY
The modern energy environment is transforming remarkably,
characterized by an ever-growing demand for electric power
and a rising concern for environmental sustainability. This
shift has encouraged the widespread adoption of distributed
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energy resources (DERs), including technologies such as fuel
cells, photovoltaic (PV) systems, micro-turbines, and wind
farms [1], [2], [3], [4]. Regarding distributed generation,
these technologies are typically connected to the electric grid
through voltage source inverters (VSIs) [5], marking a depar-
ture from the conventional synchronous generators (SGs).

This transition from SGs to DERs introduced a signif-
icant change in the energy sector, given that VSIs and
DERs own distinct physical characteristics and operational
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requirements. Unlike SGs, which benefit from their sub-
stantial spinning mass and high inertia, contributing to grid
stability bymaintaining grid frequency, distributed generators
(DGs) face unique challenges due to their lack of rotational
mass and inertia. This absence of inertia necessitates innova-
tive approaches to address grid stability concerns, including
integrating energy storage systems and developing suitable
regulatory frameworks. The microgrid (MG) concept has
emerged as a promising solution to address these challenges.

The concept of an MG stands at the core of the evolving
energy environment, representing a developed and controlled
structure composed of multiple DGs, various loads, and inte-
grated energy storage devices, all interconnected within a
local network. TheMGs can operate in two distinctivemodes:
autonomous and grid-connected, addressing diverse energy
challenges [6].

One of the distinguishing features of microgrids is their
strategic placement near energy demand centers. This near-
ness minimizes transmission losses and establishes a robust
structure for providing a consistent and reliable power supply
to the surrounding area. A significant characteristic of Micro-
grids is their ability to enhance the collaborative integration of
numerous Renewable Energy Sources (RESs) in a distributed
manner, thus significantly improving the energy supply’s
reliability.

In the grid-connected mode, the operational parameters of
Microgrids, including voltage and frequency, are typically
governed by the centralized electrical grid. However, the
scenario changes dramatically when an MG transitions into
the islanded mode, operating independently from the primary
grid. In this autonomous mode, the VSIs become the hub
responsible for sustaining these crucial parameters [7], [8],
[9]. The transition from grid-connected to islanded mode
presents new challenges and complexities in controlling and
managingVSI interfaces [10], [11]. This shift underscores the
necessity for advanced control strategies (CS) and technolo-
gies that can effectively guide MG operations in a self-reliant
manner.

In the dynamic world of DG and MG management, the
efficacy of CS plays an essential role in ensuring operational
reliability and stability. Advanced CSs have become crucial,
particularly in the off-grid mode, where the reliability and
precision of operation are dominant. To address the compli-
cated challenges of control in this context, a range of CSs falls
into three primary categories: droop-based control (DCL),
centralized control (CCL), and multivariable and servomech-
anism (MVASM) techniques.

Inspired by the characteristics of SGs, Droop-based control
empowers peer-to-peer control, granting the notable ability
to independently manage the power output of individual DG
units without necessitating extensive coordination or inter-
action among these units. A wireless CS focusing on P-Q
droop organization emerges as a promising solution, offering
decentralized management of distributed units with minimal
interaction among them [12]. This approach stands out for its
robustness and consistency, surpassing other power-sharing

and MG frequency regulation methods [13]. However, the
efficacy of droop control in low-voltage MGs with resistor
line impedance is notably affected by power couplings [14],
presenting a challenge that necessitates innovative solutions
such as the virtual vector transformation technique [15],
though with potential stability impact.

Centralized CS, on the other hand, offers precise and
coordinated control, but it demands high-bandwidth intercon-
nections. The reliance on these interconnections introduces a
vulnerability, as any breakdown in communication links can
lead to microgrid failure. Recent advancements in the field
have explored autonomous communication-based centralized
control for DC MGs, enhancing their resilience and adapt-
ability [16]. To conclude, it is worth noting that while a novel
approach has been proposed for the development of MVASM
designed to handle multi-input/output stable systems [17],
it is essential to acknowledge that the inherent complexity
of this approach can present significant challenges. While
holding promise for advanced control in complex systems,
this complexity may require careful consideration and refine-
ment to make it a practical and effective solution in real-world
applications.

In dealing with nonlinear problems of the MG con-
text, the proportional-integral controller (PIC) emerges as a
frequently employed solution due to its inherent stability mar-
gin. However, the PIC faces challenges related to parameter
fluctuations and network nonlinearity, posing a significant
obstacle in determining appropriate PIC settings within these
complex and dynamic systems.

B. RESEARCH GAP AND MOTIVATION
In recent years, the booming importance of MG systems in
the ever-evolving system has prompted extensive research
efforts to design optimal controllers to ensure their successful
and efficient operation. Among the CSs, PICs have emerged
as a fundamental tool in managing MGs, particularly when
maintaining the voltage of Voltage Source Converters within
a d-q axis [18]. One key challenge with PICs arises when
assuming linearity in the system, as these controllers are often
tuned using conventional methods like the Zigler-Nicholas
method [19]. However, this linearity assumption doesn’t hold
in all practical scenarios, leading to saturation outcomes and a
consequential reduction in control stabilitymargin, often cou-
pled with significant phase lag.Moreover, the dynamic nature
of MGs, with parameters and operating conditions subject to
frequent changes [20], A distributed PIC to control the powers
of an electric system is shown in [21]. Raises an additional
obstacle for controllers. Researchers have invented many
advanced optimization techniques to address these compli-
cations and optimize the control of MGs. Such as Enhanced
Transient Search Optimization [22], the Coot bird meta-
heuristic optimizer (COOT) [19], the Enhanced Bald Eagle
Search Algorithm [23], genetic algorithms [24], modified
virtual rotor-based derivative technique supported with Jaya
optimizer based on balloon effect [25], the Adaptive-Width
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Generalized Correntropy Diffusion Algorithm (AWGC-
DA) [26], the Sunflower (SFO) algorithm [27], Enhanced
Block-Sparse Adaptive Bayesian algorithm (EBS-ABA)
[28], the Cuttlefish optimization algorithm [29], the ant
colony algorithm [30], Circle Search Algorithm [31], the
particle swarm optimization (PSO) [32], [33], and The
least mean (LM) and the square root of exponential (SRE)
[6]. These optimization methods aim to enhance decen-
tralized controllers in MG systems, fine-tune parameters,
and improve performance. Nevertheless, it’s crucial to
acknowledge that each method has advantages and disadvan-
tages [34]. Despite the ongoing research efforts, no universal
framework for MG control has yet been established.

C. CONTRIBUTION AND PAPER BODY
This research presents an innovative methodology for opti-
mizing CSs within islanded MGs by harnessing the capa-
bilities of the LTSO technique. This study’s primary focus
involves determining optimal gains for PICs by apply-
ing LTSO within a multi-objective optimization framework.
To enhance the robustness and effectiveness of the approach,
the Response Surface Methodology (RSM) is integrated
into the procedure to achieve a balanced solution across
various conflicting objectives. The study’s findings are
further reinforced through a comparative analysis with estab-
lished optimization techniques such as LMSRE, EBS-ABA,
AWGC-DA, SFO, COOT, and PSO.

This paper adds to filling the previously indicated deficien-
cies:

1) Evolving an innovative methodology based on LTSO
to determine optimal gains for PICs to enhance the MG
system’s reliability,

2) Demonstrate the efficacy of this innovative LTSO-based
methodology by exposure to a benchmark MG sys-
tem and rigorous testing under different operational
scenarios: i) transitioning the system into autonomous
mode by disconnecting from the primary grid, ii)
adapting to varying load conditions while isolated, and
iii) responding to a 3-phase fault while operating in
islanded mode,

3) Enhancing the solidity of the presented optimizer
through a comparative analysis with established opti-
mization techniques such as LMSRE, EBS-ABA,
AWGC-DA, SFO, COOT, and PSO.

This article is structured into distinct sectors to provide a
coherent and comprehensive exploration of the subject mat-
ter. The following is the organization of the paper:

Sector I: Introduction, Sector II: Microgrid Demonstration,
Sector III: Control Plan, Sector IV: Design Procedures, Sec-
tor V: Optimization Strategies andModeling, Sector VI: Sim-
ulation Results and Discussion, and Sector VII: Conclusion.

II. MG DEMONSTRATING
Figure 1 provides a single-line diagram illustrating the
configuration of an MG. This diagram is instrumental in
visualizing the key components and connections within the

MG system. The MG comprises three DG units, which are
represented in the diagram. These DGs serve as local power
sources within the MG. Each DG is interconnected by trans-
mission lines (RTL1 = 0.7 �, RTL2 = 1.5 �, LTL1 = 0.5 mH,
and LTL2 = 0.9 mH). These lines enable the exchange of
electrical power between the DG units, contributing to the
stability and reliability of theMG. TheMG is connected to the
utility grid (V= 13.8 KV, Rg = 0.2�, Lg = 0.3 mH) through
a Point of Common Coupling (PCC). This connection allows
for the import and export of electrical power between the MG
and the utility grid. It is a vital interface for grid-connected
operations. Each DG includes a DC supply system (VDC =

600 V) linked to a Pulse Width Modulation (PWM) inverter.
The PWM system typically operates with two levels, facil-
itating precise control over the power supplied by the DG.
The AC supplied from each PWM inverter is connected to
a 1-Y transformer (0.6/13.8 KV). A filter Zf(Rf = 1.5 m�,
Xf = 0.5 mH) is inserted in the connection path between the
PWM inverter and the transformer to maintain power quality
and avoid issues related to voltage and current harmonics.
After the transformer, an R(RLl2,RL21, RL31, RLl1, RL22, and
RL33 = 150, 150, 150, 9, 5, and 20 �)L(Ll, L2, and L3 =

0.6, 0.4, 1.5 H )C(Cl, C2, and C3 = 50, 42, and 33 µF)
is integrated into the system. This load represents the local
electrical demand within the MG.

This study focuses on improving the off-grid operation of
the MG by implementing a cascaded control method. This
control method is detailed and discussed in depth in the next
section.

III. CONTROL PLAN
The control system for the MG in this study is designed
with a cascading control technique, comprising two layers
of control, each with specific responsibilities and functions
depending on the operational mode of the MG, which is
presented in Figure 2.

In the grid-connected mode, the outer control layer man-
ages the complex powers of the MG, maintaining the desired
power output. Concurrently, the inner control layer focuses on
adjusting the direct and quadrature (d-q) current components
(Iconv._d, Iconv._q) to control the voltages at the PCC. This
inner control layer plays a critical role in regulating voltage
levels at the PCC while operating in grid-tied mode.

In the islanded mode, the control system adapts. In this
mode, the outer layer controls the d-q voltages (Vq, Vd).
The inner control layer continues to manage the d-q currents.
A transformation process is used to convert the d-q reference
voltages (Vconv._d∗, Vconv._q∗) into reference voltages in the
ABC coordinate system (Vconv._a∗, Vconv._b∗, Vconv._c∗). The
control system employs four PICs for generating the d-q
reference voltages (Vconv._d∗ and Vconv._q∗).
To implement the control actions, the inverter uses a com-

parator. The comparator compares a triangle waveform (1980
HZ) [28] to the reference voltages (Vconv._d∗ and Vconv._q∗).
This comparison drives the inverter’s switching actions, con-
trolling the output to maintain the desired voltage and power
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FIGURE 1. The utilized MG.

FIGURE 2. The cascaded control scheme for the MG.
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profiles. The parameters of the PICs are determined and
optimized using the LTSO technique. This ensures the control
system is finely tuned to achieve the desired performance.

The control system’s structure and operation are adaptable
to the MG’s mode of operation, effectively managing both
power and voltage levels to ensure the MG operates with
stability and precision. Stability ensures the system operates
without oscillations or disruptions, while precision implies
accurate control of power and voltage levels. The following
section of the study will provide more in-depth details about
the PICs.

IV. DESIGN PROCEDURES
A. SELECTION OF VARIABLES
The PICs employed in this article are configured within the
MG’s three DGs. Each DG is equipped with two PICs, result-
ing in a total of six PICs, which are designated as follows:
For DG1: PI1.1, and PI1.2, For DG2: PI2.1, and PI2.2, and For
DG3: PI3.1, and PI3.2.
These PICs are responsible for controlling various aspects

of the DGs’ operation to ensure the stability and desired
performance of the MG.

The PICs used in this research have two crucial parameters:
Proportional Gain (KP):
• For PI1.1 in DG1, represented as R1.
• For PI1.2 in DG1, represented as R3.
• For PI2.1 in DG2, represented as R5.
• For PI2.2 in DG2, represented as R7.
• For PI3.1 in DG3, represented as R9.
• For PI3.2 in DG3, represented as R11.

Integral Time Constant (TI):
• For PI1.1 in DG1, represented as R2.
• For PI1.2 in DG1, represented as R4.
• For PI2.1 in DG2, represented as R6.
• For PI2.2 in DG2, represented as R8.
• For PI3.1 in DG3, represented as R10.
• For PI3.2 in DG3, represented as R12.
Additionally, the control system uses three levels to catego-

rize the variables associated with the controllers, as stated in
Table 1. These levels help define safe operating boundaries
and reference points for the PICs, ensuring they operate
within acceptable and safe limits. The combination of the
specific PICs, associated KP and TI values, and the defined
control levels form a structured control system for the MG.

B. The RSM AND MINITAB SOFTWARE
A simulation of the MG system is carried out using PSCAD
software. The RSM uses the information extracted from
these simulations to create its inputs. The RSM is a robust
mathematical procedure [35] employed in this study to empir-
ically construct models that expose the intricate relationships
between control strategies and the dynamic behavior of the
MG. The essential input data for RSM consists of criti-
cal parameters that evaluate the MG’s performance. These
parameters include the steady-state error (Esse), themaximum

TABLE 1. Boundary levels.

percentage under/overshoots (MPUT/MPOT), and the set-
tling time (Tstl), which are incorporated as a critical input for
RSM and are stated in the appendixes Tables 6- 8. To assem-
ble and analyze these empirical models, data from PSCAD
simulations is employed, describing the MG’s diverse behav-
iors under different operational conditions. MINITAB is the
software used for the construction of RSM models.

Themulti-objective function in this study aims tominimize
specific performance metrics for the MG system under con-
sideration. These performance metrics include B1 (MPOT),
B2 (MPUT), B3 (Tstl), and B4 (Esse). Equation (1) defines the
multi-objective function as a second-order polynomial RSM
template.

Bi = C1 + C2R1 + C3R2 + C4R3 + C5R4 + C6R2
1

+ C7R2
2 + C8R2

3 + C9R2
4 + C10R1R2 + C11R1R3

+ C12R1R4 + C13R2R3 + C14R2R4+C15R3R4 (1)

where i = 1, 2, 3, 4, and C1, C2. . . , C15 are the figured
RSM coefficients for the scenarios stated in the appendixes
Tables 9-11.

V. OPTIMIZATION STAGE
Eq. (1) employs the weighting approach [36] as an input
to the LTSO, COOT, SFO, and PSO approaches to get the
most effective PI parameters while minimizing transients.
The number of iterations for LTSO, COOT, SFO, and PSO is
500, and the search agents are 20. Table 2 shows the weights
used in this study. The results of the LMSRE, EBS-ABA,
AWGC-DA, SFO, COOT, and PSO are extracted from [26]
and compared with the results of the proposed technique
explained in the next section.

A. TSO
The TSO, informed in 2020 by Qais M [37], is a novel
and promising meta-heuristic optimization approach rapidly
gaining attention in renewable energy. It has been applied
to test various optimization challenges, demonstrating its
versatility and effectiveness. The TSO technique’s origin can
be traced to the study of transient performance in electrical
circuits containing energy storage elements, such as capaci-
tors and inductors.
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TABLE 2. The weights.

In electrical circuits, changes in the parameters, like
inductor currents and capacitor voltages, do not occur instan-
taneously after a switching event due to the presence of these
energy storage elements. This delayed response is referred to
as the transient response of the circuits. To utilize the poten-
tial of the TSO technique, the [37]authors drew inspiration
from its foundations in modeling and optimizing the tran-
sient behavior of electrical systems. This method has shown
promise in solving optimization problems in the renewable
energy domain, including estimating the electrical parameters
of photovoltaic modules [38] and proton exchange membrane
fuel cells [39]. Therefore, it serves as a valuable tool for
enhancing the performance and efficiency of the MG system
in this research.

The order of the circuits affects their transient respon-
siveness. The transient response of first-order circuits may
be expressed numerically, as illustrated in equation (2).
equation (3) shows the answer to equation (2):

d
dt
z(t) +

z(t)
τ

= K (2)

z (t) = z(∞) + (z (0) − z(∞))e
−t
τ (3)

Likewise, under transients, second-order circuits may be for-
mally described by the second-order differential equation
illustrated below:

d2

dt2
z (t) + 2α

d
dt
z (t) + ω2

0z(t) = f (t) (4)

Equation (5) shows the answer to equation (4):

z (t) = e−αt(N1cos
(
2π f d t

)
+ N2sin

(
2π f d t

)
) + z(∞)

(5)

where z(t) is the dynamic measurement of the voltage over
the capacitance of the circuit or the current in the inductor
of the circuit, τ is a time constant. The damping coefficient
is denoted by α. The resonant and damped frequencies are
denoted by ω0 and fd, respectively. N1 and N2 are constants.
The TSO’s search agents are updated, as illustrated in (6).
This equation is the mathematical formulation of the TSO

FIGURE 3. Flowchart of LTSO algorithm.

technique’s exploration and extraction phases.

X l+1 =


X∗
l +

(
X l − D1.X∗

l
)
e−T r1 < 0.5

X∗
l + e−T [cos (2πT) + sin (2πT)]∣∣X l − D1.X∗

l

∣∣ r1 ≥ 0.5
(6)

T = 2 × a× r2 − a (7)

C1 = k × a×r3 + 1 (8)

a = 2 − 2(l
/
Lmax) (9)

All randomized numbers are t, D1, r1, r2, and r3. X l reflects
the population’s location. The best position is represented by
X∗
l . The letter l represents the number of iterations. k is a

constant. The ‘T’ factor balances the exploration and extrac-
tion phases. ‘T’ has a range of [−2, 2]. When ‘T’ is positive,
the extraction process is dominating. Alternatively, a negative
value for ‘T’ indicates that exploration dominates.

B. HYBRID TSO WITH LEVY FLIGHT
Adjustments to the method by which the search agents are
updated are implemented to improve the performance of the
suggested TSO methodology. The initial search agents have
been modified to include the Levy and Weibull functions.
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FIGURE 4. The LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and PSO
voltages for Scenario 1. (a-c) are for DG1 to DG3.

The mathematical expression for the levy function LF (γ ) is
presented in (10) [40]:

LF (γ ) = 0.01×
u × σ

|v|
1
γ

,

σ =

 0 (1 + γ ) × sin
(πγ

2

)
0

(
1+γ
2

)
×γ× 2

(
γ−1
2

)


1
γ

(10)

The range of ‘v’ and ‘u’ random values between zero and
one.

Furthermore, the Weibull distribution function WD(u1)
may be stated numerically below:

WD(u1) = e
(
u1
v1

)η

(11)

where ‘v1’ and ’η’ are the Weibull distribution parameters set
to 2 and 1, respectively. The TSO search agent is improved
based on one of 4 probabilities, and the new LTSO search

FIGURE 5. The load powers of LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO,
COOT, and PSO for Scenario 1. (a-c) are for DG1 to DG3.

agents are estimated as illustrated in (12). The random integer
‘r1’ value determines how a search agent gets updated.

X l+1

=



X∗
l + P × CF×

(
X∗
l +

(
X l − D1.X∗

l
)
e−T

)
r1 < 0.25

(
X∗
l +

(
X l − D1.X∗

l
)
e−T

)
+P × rand () × stepsize2l 0.25 ≤ r1 < 0.5

(X∗
l + e−T [cos (2πT) + sin (2πT)]

∣∣X l − D1.X∗
l

∣∣ )
+P × rand () × stepsize3l 0.5 ≤ r1 < 0.75

X∗
l + P × CF×stepsize4l r1 ≥ 0.75

(12)
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FIGURE 6. The voltages of LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO, COOT,
and PSO for Scenario 2. (a-c) are for DG1 to DG3.

In this context, the value of ‘P’ is specified as ’0.5’, and
‘CF’ represents a constant that varies with each iteration.
Mathematically, the stepsize can be defined as follows:

stepsize2l = WD ∗( X∗
l −WD ∗ X l)

stepsize3l = LF ∗ (X∗
l − LF∗X l)

stepsize4l = WD ∗WD ∗( X∗
l − X l) (13)

In this context, ’X l’ refers to the current search agent, while
X∗
l ’ represents the best search agent found thus far. The func-

tion ’WD’ corresponds to the Weibull distribution function.
Additionally, ‘LF’ stands for a levy function with a constant

FIGURE 7. The load powers of LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO,
COOT, and PSO for Scenario 2. (a-c) are for DG1 to DG3.

value, which has been set at 1.5. the overall procedure of
LTSO is summarized in the flowchart of Fig. 3.

VI. SIMULATION RESULTS AND DISCUSSION
This section is dedicated to presenting and demonstrating the
numerical results obtained during the study, with the primary
objective of establishing the validity and effectiveness of the
proposed control method based on the LTSO approach. The
primary focus of this section is to assess the effectiveness of
the proposed control method in maintaining the PCC volt-
age within specified and desirable ranges. This evaluation is
conducted across various operational modes of the MG to
determine the controller’s ability to ensure stable and reli-
able voltage levels. The study relies on simulation outcomes
obtained from the PSCAD/EMTDC environment. These
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FIGURE 8. The voltages of LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO, COOT,
and PSO for Scenario 3. (a-c) are for DG1 to DG3.

simulation results are a basis for validating the proposed
LTSO and assessing its performance in realistic settings.
To establish the superiority and advantages of the LTSO,
this section provides a comparative analysis. It compares
the results of the LTSO approach to those obtained through
alternative control methods, including LMSRE, EBS-ABA,
AWGC-DA, SFO, COOT, and PSO techniques [26]. The MG
system was tested under different operational scenarios: i)
transitioning the system into autonomous mode by discon-
necting from the primary grid, ii) adapting to varying load
conditions while isolated, and iii) responding to a 3-phase
fault while operating in islanded mode.

A. SCENARIO 1 (OFF-GRID MODE)
The initial scenario in this study involves the operation of
the MG in a grid-connected status. At the 2-second mark

FIGURE 9. The load powers of LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO,
COOT, and PSO for Scenario 3. (a-c) are for DG1 to DG3.

within this scenario, The MG is intentionally disconnected
from the grid, shifting into an autonomous status. This tran-
sition is a critical test of the MG’s self-sufficiency and the
effectiveness of the control strategies. During this transition,
the study focuses on optimizing the PI parameters of the
DGs using various optimization techniques, namely LTSO,
LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and PSO.
The resulting PI gains are documented in Table 3, highlight-
ing the fine-tuning required to ensure the MG’s stability and
performance during the grid disconnection event. Critical
parameters are analyzed and compared using various fig-
ures to assess the optimized control strategies’ performance.
Notably, Figure 3a-c presents the voltage profiles of the DGs,
comparing the LTSO approach with the other optimization
methods (LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and
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TABLE 3. The results of LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and PSO for scenario1.

TABLE 4. The results of LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and PSO for scenario2.
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TABLE 5. The results of LTSO, LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and PSO for scenario3.

PSO). Additionally, Figures 5a-c depict the complex power
profiles of the DGs utilizing the LTSO method alongside
the performance of the alternative optimization techniques.
The analysis of these figures and associated metrics reveals
that the LTSO approach outperforms the other methods in
terms of critical performance indicators. Specifically, the
MPUT for the autonomous status achieved by the proposed
method is less than 6.6%, revealing robust control and lim-
ited voltage deviations (Figure 4a). Moreover, the proposed
technique achieves a Tstl of 36 milliseconds, satisfying the
2% criteria for rapid response and system stability. The Esse
is equal to 0.18%, reflecting precise and reliable control.
Overall, the initial scenario involves a controlled transition
from grid-connected to autonomous mode, optimizing the PI
gains for DGs using various techniques. The results demon-
strate that the AWGC-DA approach minimizes overshoots,
achieves rapid damping, and ensures precise control com-
pared to alternative optimization strategies, thus highlighting
its strength, reliability, and functionality in microgrid control.

B. SCENARIO 2 (LOAD CHANGING)
In the second scenario, the MG continues its operation
autonomously. During this scenario, theMG’s performance is
evaluated in response to a dynamic load profile, introducing

variability and fluctuations in the load conditions: at t =

3 seconds, a significant change occurs in the load profile.
Specifically, the resistance RLl2 is increased to 300 �, and
shortly after the load increase, at t = 3.4 seconds, RLl2 is
decreased to 150 �.
To assess and optimize the performance of the MG under

these dynamic load conditions, PI parameters for the DGs
are optimized using several techniques, including LTSO,
LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and PSO.
The optimized PI gains are presented in Table 4. To evaluate
the impact of these optimized gains, various figures are used
for comparison:

Figures 6a-c: these figures compare the voltage profiles
of the DGs using the LTSO approach with those achieved
using the other optimization methods (LMSRE, EBS-ABA,
AWGC-DA, SFO, COOT, and PSO).

Figures 6a-c depict the DGs’ complex power profiles,
again comparing the LTSO approach with alternative opti-
mization techniques.

The analysis of these figures and associated metrics reveals
the impressive performance of the proposed LTSO controller
in the face of dynamic load variations. Notably, the LTSO
approach achieves a Tstl of zero seconds, satisfying the 2%
criteria for rapid response and system stability. The Esse is
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TABLE 6. PSCAD for Scenario 1.

measured at 0.11%, highlighting the precision and reliability
of control. Furthermore, the MPUT for the load variations
scenario using the proposed LTSO technique is less than
0.51%. It’s important to note that during this scenario, DG1’s
power is decreased to 1.3 MW and effectively returned at
t = 3.4 seconds, while the rest of the DGs respond to these
changes.

The results demonstrate the exceptional performance of the
LTSO, which minimizes overshoots, achieves rapid damping,
and ensures precise control, surpassing the alternative opti-
mization strategies. This underscores the strength, reliability,
and functionality of the LTSO approach in managing the
MG’s response to varying load conditions.

C. SCENARIO 3 (3-PHASE FAULT)
In the third scenario, the MG continues its operation
autonomously; then, at t = 4 seconds, a controlled 3-phase
fault is intentionally applied at PCC1. This fault introduction
simulates a short-term electrical fault condition and evaluates
the MG’s response to such disruptions. The applied 3-phase
fault is removed at t = 4.1 seconds, allowing the MG to
recover from the fault condition. This event demonstrates the
MG’s resilience and ability to restore normal operations.

To assess and optimize the performance of the MG under
these dynamic fault conditions, PI parameters for the DGs
are optimized using several techniques, including LTSO,
LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and PSO.
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TABLE 7. PSCAD results for scenario 2.

The optimized PI gains are presented in Table 5. To evalu-
ate the impact of these optimized gains, various figures are
employed for comparison:

Figures 8a-c: these figures compare the voltage profiles
of the DGs using the LTSO approach with those achieved
using the other optimization methods (LMSRE, EBS-ABA,
AWGC-DA, SFO, COOT, and PSO).

Figures 8a-c depict the DGs’ complex power profiles,
again comparing the LTSO approach with alternative opti-
mization techniques.

The analysis of these figures and associated metrics reveals
the impressive performance of the proposed LTSO controller
in the face of dynamic load variations. Notably, the LTSO
approach achieves a Tstl of 19 milliseconds, satisfying the 2%
criteria for rapid response and system stability. The Esse is
measured at 0.15%, highlighting the precision and reliability
of control. Furthermore, the MPOT for the load variations
scenario using the proposed LTSO technique is less than
3.1%. The results demonstrate the exceptional performance

of the LTSO, which minimizes overshoots, achieves rapid
damping, and ensures precise control, surpassing the alter-
native optimization strategies. This underscores the strength,
reliability, and functionality of the LTSO approach in manag-
ing the MG’s response to varying load conditions.

VII. CONCLUSION
This research presents an innovative methodology for opti-
mizing CSs within islanded MGs by harnessing the capa-
bilities of the LTSO technique. This study’s primary focus
involves determining optimal gains for Twelve PICs by
applying LTSO within a multi-objective optimization frame-
work.

The efficacy and robustness of this approach are convinc-
ingly demonstrated through extensive simulations conducted
with the PSCAD/EMTDC program. The simulation results
confirm the effectiveness of the proposed controller in regu-
lating voltage profiles while simultaneously managing active
and reactive powers. Notably, the outcomes reveal rapid and
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TABLE 8. PSCAD results for scenario 3.

effective dampening of transient responses, with minimal
settling time (Tstl) and negligible steady-state error (Esse)
observed under a range of operational scenarios: i) transition-
ing the system into autonomous mode by disconnecting from
the primary grid, ii) adapting to varying load conditions while
isolated, and iii) responding to a 3-phase fault while operating
in islanded mode.

To validate the presented LTSO technique further, compre-
hensive comparative simulations were executed to assess its
performance against other optimization strategies, including
LMSRE, EBS-ABA, AWGC-DA, SFO, COOT, and PSO
approaches. Precisely, in scenario 1, the LTSO approach
scaled down the voltage undershoot (MPUT) by 18%, 20.8%,
12%, 49.7%, 12.4%, and 68% compared to the LMSRE,
EBS-ABA, AWGC-DA, SFO, COOT, and PSO approaches,
respectively. In scenario 2, it scaled down the steady-state
error (Esse ) by 73.6%, 47%, 30%, 75%, 70.6%, and 77.4%
relative to the LMSRE, EBS-ABA, AWGC-DA, SFO, COOT,
and PSO approaches, respectively. In scenario 2, adapting to
varying load conditions while isolated, the offered approach
accomplished a Tstl of zero seconds, indicating a speedy

response. Moreover, in scenario 3, the LTSO approach scaled
down the voltage overshoot (MPOT) by 75.5%, 71.3%,
60%, 74%, 73.8%, and 74.7% compared to the LMSRE,
EBS-ABA, AWGC-DA, SFO, COOT, and PSO approaches,
respectively. The results establish the superiority of the LTSO
approach in enhancing MG behavior during transient events.

The LTSO technique has exhibited significant promise
in microgrid control. Future work should focus on expand-
ing its applicability to a broader range of fields, including
more complex grid systems, battery storage approaches, and
smart-grid systems. An important direction is investigating
how LTSO can be leveraged in these domains to enhance
overall performance in all types of faults and green energy
integration.

ABBREVIATIONS
AWGC-DA Adaptive-Width Generalized Correntropy

Diffusion Algorithm.
CCL Centralized Control.
COOT Coot Bird Metaheuristic Optimizer.
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TABLE 9. RSM model constants for Scenario 1.

CS Control Strategies.
DCL Droop-Based Control.
DERs Distributed Energy Resources.
DG Distributed Generator.
EBS-ABA Enhanced Block-Sparse Adaptive Bayesian

Algorithm.
Esse Steady-State Error.
LM Least Mean.
LTSO Levy Flight and Transient Search Optimiza-

tion.
MG Microgrid.
MPOT Maximum Percentages Overshoot.
MPUT Maximum Percentages Undershoot.
MVASM Multivariable And Servomechanism.
PCC Point of Common Coupling.
PIC Proportional-Integral Controller.
PSO Particle Swarm Optimization.
PWM Pulse Width Modulation.
RESs Renewable Energy Sources.
RSM Response Surface Methodology.
SFO Sunflower Optimization.
SGs Synchronous Generators.
SRE Square Root of Exponential.
TSO Transient Search Optimization.
Tstl Settling Time.
VSIs Voltage Source Inverters.

NOMENCLATURE
τ time constant.
α The damping coefficient.
ω0 Resonant frequency.
B1 Maximum Percentages Overshoot.
B2 Maximum Percentages Undershoot.
B3 Settling Time.
B4 Steady-State Error.
C1, C2, . . . , C15 the estimated RSMT constants.
CF constant that varies with each iteration.
K, and P constant.
KP Proportional Gain.
LF a levy function with a constant value.
N1 and N2 constants for the second-order differen-

tial equation of second-order circuits.
R1, R3, R5,
R7, R9, R11 The proportional Gains of the PI con-

trollers.
R2, R4, R6,
R8, R10, R12 the Integral Time Constants of the PI

controllers.
T factor balances the exploration and

extraction phases.
TI Integral Time Constant.
W weights.
fd damped frequency.
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TABLE 10. RSM model constants for Scenario 2.

TABLE 11. RSM model constants for Scenario 3.
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LF (γ ) the levy function.
r1 random integer.
t,, r1, r2, r3 randomized numbers.
u and v random values between zero and one.
v1 and η the Weibull distribution parameters.
WD the Weibull distribution function.
X l the population’s location.
X∗
l best position.

X l the current search agent.
X∗
l the best search agent found.

z(t) the dynamic measurement of the volt-
age over the capacitance of the circuit
or the current in the inductor of the
circuit.

APPENDIX
See Tables 6–11.
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