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ABSTRACT Recent developments in the use of credit cards for a range of daily life activities have increased
credit card fraud and caused huge financial losses for individuals and financial institutions. Most credit card
frauds are conducted online through illegal payment authorizations by data breaches, phishing, or scams.
Many solutions have been suggested for this issue, but they all face the major challenge of building an
effective detection model using highly imbalanced class data. Most sampling techniques used for class
imbalance have limitations, such as overlapping and overfitting, which cause inaccurate learning and are
slowed down by noisy features. Herein, a hybrid Tomek links BIRCH Clustering Borderline SMOTE
(BCBSMOTE) sampling method is proposed to balance a highly skewed credit card transaction dataset.
First, Tomek links were used to undersample majority instances and remove noise, and then BIRCH
clusteringwas applied to cluster the data and oversampleminority instances using B-SMOTE. The credit card
fraud-detection model was run using a random forest (RF) classifier. The proposed method achieved a higher
F1-score (85.20%) than the baseline sampling techniques tested for comparison. Because of the enormous
number of credit card transactions, there was still a small false-positive rate. The proposed method improves
the detection performance owing to the well-organized balancing of the dataset.

INDEX TERMS Borderline SMOTE, class imbalance, credit card, fraud detection, sampling techniques,
Tomek links.

I. INTRODUCTION
The rapid development of e-commerce has resulted in an
increase in the number of people shopping online. These
customers pay credit cards or use a mobile wallet to make
purchases. Consequently, credit cards have become the pri-
mary payment method in the online world. Given the massive
volume of daily transactions, criminals have innumerable
opportunities to find new ways to attack and steal credit card
information. Thus, credit card fraud is a serious problem for
businesses and can cause significant financial and personal
losses. As a result, businesses have increasingly focused on
developing new ideas and methods for detecting and prevent-
ing fraud, gaining the trust of their customers, and protecting
their privacy.
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To build an accurate credit card fraud-detection model,
transactions should be analyzed in terms of attributes, fea-
tures, and values. Fraud detectionmodels are computed based
on samples of fraudulent and legitimate transactions to clas-
sify new transactions as fraudulent or legitimate, respectively.
Credit card transactions fall under a vastly imbalanced pub-
licly available dataset. This dataset is highly imbalanced
because it contains many more legitimate transactions than
fraudulent ones. As a result, classificationmodels can achieve
very high accuracy without detecting fraudulent transactions.
Classification with imbalanced data is one of the most chal-
lenging problems in data mining [1].

Class inequality has received considerable attention in
recent years. The learning and classification processes are
impacted when one class is significantly more represented
than the other. This is particularly the case for a minority
class consisting of rarely seen instances, irregular patterns,
and abnormal behavior, which is challenging to identify [1].
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The best way to handle this type of problem is to balance data
using sampling techniques. There are three main approaches
to sampling techniques: data, algorithms, and hybrids [2]. The
data-level approach can be divided into three categories: over-
sampling, undersampling, and hybrid sampling. The most
common of these is over-sampling.

Researchers using a data-level approach have attempted
to balance datasets prior to the use of conventional clas-
sification methods to avoid the influence of the majority
class [3]. Researchers adopting the algorithm-level approach
have worked on the internal algorithm structure and have
attempted to eliminate algorithm sensitivity from themajority
class so that the outcomes of classification algorithms do
not vary from the majority class [3]. In addition, to tackle
the issue of unbalanced data in credit card transactions,
recent studies have improved the detection system by com-
bining data-level and algorithm-level approaches in a hybrid
approach.

This study focuses on improving data sampling techniques
using a data-level approach with hybrid undersampling and
oversampling. Hybrid Tomek links and balanced Iterative
reducing and clustering using hierarchy (BIRCH) cluster-
ing borderline synthetic minority oversampling technology
(BCBSMOTE). The goal of the proposed Tomek links and
BIRCH BCBSMOTE methods is to enhance data resam-
pling and overcome the limitations of oversampling. The
remainder of this paper is organized as follows. Section II
reviews related studies on sampling techniques for credit card
transaction data. Section III describes the dataset used. While
section IV defines the evaluation metrics for the performed
experiments. Section V describes the proposed hybrid Tomek
links and BCBSMOTE in detail. Section VI reports the exper-
iments performed along with their results and discusses the
reported results. Finally, Section VII draws the conclusion of
this paper, with a few directions for future work.

II. RELATED WORKS
In the credit card transaction dataset, the number of gen-
uine transactions is higher than the number of fraudulent
transactions, which causes a high imbalance in the data.
This negatively affects the performance of the fraud-detection
model and produces inaccurate results. A recent study [1]
highlighted that the issue of highly imbalanced classes is
a challenge for credit card fraud detection models. In the
area of data mining, prediction involves detecting events,
but uncommon events are difficult to identify owing to
their inconsistency and variety, and the misclassification of
uncommon occurrences can result in significant costs. One
solution is to apply sampling methods in the preprocess-
ing stage.

One study [1] investigated the performance of a clas-
sification model combining oversampling and under-
sampling methods for detecting fraud cases from a
fraud-detection dataset. It used five oversampling tech-
niques – random oversampling, SMOTE, adaptive syn-
thetic (ADASYN), B-SMOTE, and support vector machine

SMOTE (SVMSMOTE) – combined with random under-
sampling, and evaluated themodel using a random forest (RF)
classifier. The results showed that a combination of ran-
dom undersampling (RUS) and one or more oversampling
techniques has a high potential to increase accuracy. The
study concluded that the combination of oversampling and
undersampling techniques positively affected the model’s
performance compared to individual sampling techniques.

Another study [4] compared five oversampling tech-
niques, SMOTE, ADASYN, B1-SMOTE, B2-SMOTE, and
SVMSMOTE, to generate an improved model that could
solve the imbalance problem for credit card transaction data.
The experiment was conducted using six different machine-
learning algorithms: RF, k-nearest neighbors (KNN), logistic
regression (LR), naïve Bayes (NB), SVM, and decision
trees (DTs). The authors noticed that oversampling tech-
niques improved the performance of the models and claimed
that there was no preference for one oversampling technique
over another, as everything depended on the type of machine
learning (ML) algorithm being used.

Other researchers [5] explored different undersampling
techniques using SMOTE and SMOTE-Tomek for unbal-
anced data. The classification models used in this study
(KNN, LR, RF, and SVM) were trained on balanced data to
detect fraudulent credit card transactions. The performance of
the classifiers on balanced data showed that RF with SMOTE
and SMOTE-Tomek were the best. Two other papers, [6]
and [7], applied SMOTE-Tomek to a credit card transaction
dataset to solve the problem of data imbalance. They found
that using SMOTE-Tomek improves the learning rate and out-
performs the detection model performance with imbalanced
datasets.

Additional study [8] used a hybrid SMOTE and edited
nearest neighbor (SMOTE-EEN) method to balance the class
distribution in a credit card dataset. The results showed that
SMOTE-ENN achieved a high performancewith an ensemble
deep learning model. The hybrid sampling method improved
the performance of the detection model. Moreover, [9] used
a hybrid SMOTE-ENN to balance a credit card dataset.
SMOTE-ENN is a hybrid resampling method that oversam-
ples minority class samples using SMOTE and removes
overlapping instances with ENN. This study discovered that
using resampled data enhances the performance of the detec-
tion model and concluded that combining SMOTE-ENN
with a boosted long short-term memory (LSTM) classifier
is a successful approach to detecting fraud in credit card
transactions.

Another study [10] proposed SMOTE with adaptive quali-
fied synthesizer selection (ASN-SMOTE), an effective over-
sampling method based on KNN and SMOTE. The proposed
ASN-SMOTE filters noise in the minority class by determin-
ing whether the nearest neighbor of each minority instance is
related to the minority or majority class. Then, ASN-SMOTE
uses the nearest majority instance of each minority instance
to correctly perceive the decision boundary within which
the appropriate minority instances are selected adaptively
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for each minority instance using the recommended adap-
tive neighbor selection method to synthesize new minority
instances. [10] concluded that ASN-SMOTE achieved the
best results when compared to nine state-of-the-art oversam-
pling methods.

[11] used a hybrid sampling method of RUS and
B-SMOTE to address class imbalance. It was found that
this hybrid effectively improved the detection model, with
an F1-score of 70%. According to the study, this hybrid
overcomes the information loss caused by RUS, as well as
the overfitting and overgeneration caused by SMOTE in large
datasets [11].

Further study [12] proposed a new undersampling method
for handling unbalanced data. This clustering-based noise-
sample-removed undersampling (NUS) method removes
noise samples from both the majority and minority classes
before combining them with undersampling techniques.
An experiment was conducted on 13 public and three real-
world datasets, and it was found that NUS outperformed
several well-known methods, including RUS, SMOTE,
ADASYN, SMOTE + Tomek Link, and ENN [12].
Table 1 presents a summary of the selected studies on sam-

pling techniques. These techniques have been used to balance
highly skewed credit card transaction data; however, theymay
result in overlapping and loss of relevant information.

III. DATASET
Publicly accessible datasets of financial services, particularly
in the newly growing field of mobile money transactions,
are lacking. Many researchers have worked in the field of
fraud-detection value financial datasets. As financial transac-
tions are inherently private, there are no publicly accessible
datasets that contribute to the issue at hand. The dataset was
created using the PaySim simulator to generate synthetic
credit card transactions [13].

Data sets produced by PaySim can help academics, finan-
cial institutions, and governmental agencies test their fraud
detection techniques or assess the effectiveness of other tech-
niques under comparable testing settings using a shared,
openly accessible, synthetic dataset [13]. PaySim generates a
synthetic dataset from aggregated data from a private dataset
that mimics the normal functioning of transactions and later
injects malicious activity to evaluate the performance of
fraud-detection algorithms. It replicates mobile money trans-
actions using a sample of genuine transactions collected
from a month’s worth of financial logs from an African
country’s mobile money services. The original records were
provided by a multinational corporation operating a mobile
finance service available in over 14 countries worldwide [13].
The dataset contains 11 attributes and over six million
records.

The main reason for the synthetic dataset approach is that
the Kaggle dataset used by most researchers is transformed
using principal component analysis (PCA), and there are
only time and amount attributes. Thus, its attributes are lim-
ited and cannot analyze the customer’s behavior perfectly;

TABLE 1. Summary of sampling techniques in credit card transaction
dataset.

therefore, other attributes are needed, such as those of a syn-
thetic dataset.

Table 2 provides a description of each attribute in the
PaySim dataset. For the is-Fraud attribute in this dataset,
the fraudulent agents aim to profit by taking control of
customers’ accounts and trying to empty their funds by
transferring them to another account and then cashing out
of the system; isFlaggedFraud is an attribute that flags
illegal attempts, defined here as any attempt to transfer more
than 200,000 USD in a single transaction.
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TABLE 2. Dataset attributes.

A. DATASET PREPARATION
The data were prepared by cleaning, a procedure that removes
skewed data, outliers, and missing values. The data were
preprocessed before feeding them to the model for training to
eliminate noise. Random sampling was performed along with
selecting informative features, addressingmissing values, and
structuring.

Missing values:One of the processes of data cleaning is to
check whether there are missing or null values in the dataset
by using the isnull () method to check these values in the
dataset. This method returns the DataFrame object in which
all values are replaced with a Boolean value of either ‘True’
or ‘False’ (for null values and otherwise). When applied to
the PaySim dataset, no null or missing values were found.

Duplicated values: After checking the null values, the
next step is to check the duplicated values, which can be
performed using the duplicated () method. This method dis-
covers duplicate rows by row throughout the dataset and
returns the Boolean values for each row. No duplicated values
or false-value returns were found when it was applied to the
PaySim dataset.

B. DATASET ANALYSIS
Data analysis was used to investigate the dataset and
determine significant information. Exploratory data analy-
sis (EDA) is an important step in gaining complete insight
into a dataset [14]. It is performed to evaluate and under-
stand the entire distribution of the data, as well as to
determine the correlation and dependency among several
input features [14]. Thus, EDA identifies fraud and normal
transactions in different transaction types. The relationship
between transaction types and fraudulent transactions should
also be classified, and the amount of original balance in

normal and fraudulent transactions should be defined. The
PaySim dataset contains 11 attributes and 636,2620 trans-
action records. There are 635,4407 normal transactions and
8,213 fraudulent transactions, as shown in Figure 1. It can
be observed that there is a high skew in the dataset (which
must be balanced using sampling techniques to improve the
detection model).

Figure 2 shows that the newbalanceOrig and oldbalance-
Orig columns have a very high correlation (almost 1). Thus,
for data preprocessing, one of the columns should be dropped.
In addition, the isFlaggedFraud column should be dropped
because it does not contribute significantly to determin-
ing whether a transaction is fraudulent because the flagged
algorithm is weak. The number of transactions is the key
factor in identifying whether it may be a fraud. The higher the
initial balance in the original account before the transaction,
the more susceptible it is to fraudulent transactions. The time
at which a transaction occurs is also related to the likelihood
of the transaction being fraudulent.

FIGURE 1. Numbers of normal and fraud transactions in PaySim dataset.

FIGURE 2. Correlation matrix for PaySim dataset.

There are five types of transactions in the PaySim dataset.
As Figure 3 shows, the cash-out and payment types are the
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FIGURE 3. Proportions of transaction types in PaySim dataset.

most common types of transactions, while debit and transfer
are the least common.

From Figure 4, it can be observed that the only fraudulent
transactions are transfers and cash outs. The numbers of
fraudulent transactions for these two types are very similar.

FIGURE 4. Number of normal transactions and fraudulent transactions
for each type of transaction.

IV. EVALUATION METRICS
To validate and test the credit card fraud detection model, the
test dataset was processed to validate that it produced correct
results based on the evaluation metric. The evaluation of ML
algorithms is generally performed using different metrics,
such as accuracy, precision, recall, F1-scores, area under the
receiver operating characteristic curve (AUC-ROC), and area
under the average precision and recall curve (AUPRCC).

The confusion matrix is used to assess the performance of
a classification model [15]. It displays the numbers of true
positives, false positives, and false negatives. True positives
are cases in which the model correctly predicts a positive
outcome, whereas true negatives are those in which the model
correctly predicts a negative outcome [15]. The number of
false positives is the number of instances in which the model
predicts a positive outcome but the actual outcome is nega-
tive. The number of false negatives is the number of instances

in which the model predicts a negative outcome but the actual
outcome is positive [15].

The accuracy, precision, and recall metrics are described
with respect to the confusion matrix in Table 3. Accuracy
is the most obvious measure of a model’s predictive ability.
The numerator in this measure contains all correctly labelled
positive and negative class instances (TP: fraud; TN: or non-
fraud) [16]:

Accuracy = (TP+ TN )/(TP+ TN + FP+ FN ) (1)

Precision, also known as the positive predictive value, is the
proportion of true positives to predicted positives generated
by a model. A precision value of 1 indicates that all predicted
positive instances are indeed positive (FP: incorrectly classi-
fied fraud transactions) [15].

Precision = (TP)/(TP+ FP) (2)

Recall, also known as the true-positive rate, is the proportion
of predicted positives to all positive instances in the sam-
ple. A recall value of 1 indicates that all positive samples
were correctly identified (FN: incorrectly classified non-
fraud transactions)) [15].

Recall = (TP)/(TP+ FN ) (3)

TABLE 3. Confusion matrix.

For a classification task and imbalanced dataset, the F1-score
is the harmonic mean of the precision and recall values. The
F1-score was calculated as follows:

F1 = 2 × (Recall × Precision)/(Recall + Precision) (4)

State-of-the-art sampling techniques [4], [6], [9], [10], such
as SMOTE, B-SMOTE, ADASYN, SMOTE-Tomek, and
SMOTEEEN, were used as a baseline for comparison. The
evaluation was performed by testing these algorithms using
the synthetic dataset PaySim and comparing them with
respect to increasing the true positives and reducing the
false positives and error rates, along with the ability to han-
dle a large balanced dataset and gain higher accuracy and
f1-scores.

V. HYBRID SAMPLING TECHNIQUES FOR
BALANCING DATASET
This section introduces the sampling method used for the
highly skewed credit card dataset. It presents a hybrid sam-
pling technique for balancing credit card datasets using
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FIGURE 5. The proposed method for hybrid sampling to balance the PaySim dataset.

Tomek links for undersampling, combined with BIRCH clus-
tering and Borderline-SMOTE for oversampling. In addition,
the evaluation and results of the proposed method are dis-
cussed. In addition, the results of the proposed method
were compared with those of the latest existing sampling
techniques.

A. METHODOLOGY
Class imbalance problems are common in fraud-detection
problems, as there are always less fraud data than non-fraud
data. This problem has a negative impact on the algorithm
because classifiers are frequently biased towards the majority
class and produce poor performance results as a result. In real
credit card transactions, there is a highly imbalanced distri-
bution of examples, with the minority class usually being
much smaller than the majority class. In most learning algo-
rithms, the data distribution is assumed to be balanced and
oriented towards the learning and recognition of the major-
ity class. Consequently, minority samples were incorrectly
classified [17].

In recent years, the learning problem of imbalanced
datasets has been extensively studied, and sampling methods
have been developed to solve this problem by balancing
the data distribution, mainly by oversampling the minority
class or undersampling the majority class [17]. The most
popular oversampling method is the SMOTE. SMOTE has
been improved in various applications, such as the neigh-
borhood cleaning rule (SMOTE-NCL) [17], deep attention
(DA-SMOTE) [18], B-SMOTE [19], SMOTE-ENN [20], and
SMOTE-Tomek links [21].

The PaySim dataset used here is highly skewed, which
is a major characteristic of financial transaction datasets.

Thus, a data sampling approach was adopted using hybrid
undersampling (Tomek links) and oversampling (BCB-
SMOTE) as illustrated in Figure 5; we have shown in the
literature review that the hybrid sampling approach is proved
to outperform the result compared with the undersampling or
oversampling separately.

To balance the PaySim dataset, the dataset was split into
two sets: the training set and test set for the evaluation of
the proposed method. The training set comprised 80% of
the entire dataset and 20% of the test set. The proposed
hybrid undersampling and oversampling used the training
set, whereas the test set was used with an RF model.
As shown in Figure 6, after splitting the dataset, the train-
ing set contained 508,3526 normal transactions and 6,570
fraud transactions that were used to train the model. Thus,
the remainder of the dataset comprises 1,269,709 normal
transactions and 1,643 fraud transactions to be used to test
the model.

FIGURE 6. The PaySim dataset divided into train and test sets.
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B. UNDERSAMPLING USING TOMEK LINKS
Tomek links are essentially data-reduction techniques. They
are an improved version of nearest neighbor rule (NNR).
Tomek links can be used as undersampling or data cleaning
methods. The idea here was to use Tomek links to undersam-
ple the majority class by removing Tomek links, although
samples from both the majority and minority classes were
eliminated rather than only those from the majority class that
form Tomek links [22].

The primary goal of this technique is to first identify
two samples, x, which belongs to the majority class and y,
which belongs to the minority class, where x and y form a
Tomek link [23]. Two conclusions can be drawn regarding
the samples used in the Tomek links. Either one of them has
noise or an unwanted sample, which is regarded as a less
crucial sample case, or both are boundary values [23]. If one
is a noise-generating or unwanted sample, either the minority
class sample or majority class sample can be eliminated from
the dataset. An alternative is to eliminate both samples that
have been utilized as boundary values [23]. The primary ben-
efit of Tomek links is that they emphasize noise cancellation.
One of the samples in the Tomek links is likely to be located
in the cluster of the other sample when there are two data
samples, one belonging to the majority class and the other
to the minority. Another benefit of Tomek links is that they
do not change the rest of the dataset, thereby decreasing the
possibility of losing crucial data [23].

The goal of this study was to undersample the major-
ity class with particular emphasis on removing the sample
of the majority class from the Tomek links. The majority
class was more likely to produce noise or unwanted samples
because of the large sample size in this study, as the PaySim
dataset has six million records. This was implemented using
Algorithm 1 [23].

FIGURE 7. Applying Tomek links undersampling to the PaySim dataset.

As illustrated in Figure 7, themajority of the sample classes
in the dataset decreased after applying the Tomek link under-
sampling by removing the noise generator samples. Thus, the
dataset was ready for oversampling using BCBSMOTE.

Algorithm 1 Tomek Links Undersampling Algorithm
1. Consider a sample dataset with a majority and minority

class.
2. For each sample, let ‘x’ be in the majority class and

repeat steps 3 to 7.
3. Find the nearest neighbour of ‘x’ in the entire dataset.
4. Let ‘y’ be the nearest neighbour of ‘x’.
5. If ‘y’ belongs to the majority class, go to step 3 for the

next sample.
6. Calculate the nearest neighbour of ‘y’; let ‘z’ be the

nearest neighbour of ‘y’.
7. If ‘z’ and ‘x’ are the same sample points, then ‘x’ and

‘y’ are nearest neighbours of each other.
8. Thus, ‘x’ and ‘y’ form Tomek links.
9. Remove ‘x’ from the sample dataset.

10. Repeat from step 3 until there are no further modifica-
tions, or no sample is removed.

11. The updated sample dataset will work as the dataset for
classification.

C. OVERSAMPLING USING BCBSMOTE
The second part of the proposed hybrid samplingmethod uses
clustering techniques to cluster the data based on distance
metrics and to identify the data points that belong together.
To ensure that the noise was oversampled, the minimum
size of any cluster was restricted the minimum size of any
cluster, that is, clusters with fewer data points than cluster size
were simply be dropped from the overall data. Subsequently,
oversampling was applied to each cluster to generate the
samples. Each cluster generates a specific subset of the total
samples that need to be generated. All data points generated
by the clusters were combined and generated by clusters and
combined with the original dataset. The proposed method
improves on the shortcomings of the B-SMOTE algorithm
(global perspective) by locally and adaptively clustering the
minority class samples to form clusters and then generating
samples from each local cluster to improve the imbalance
within and between classes.

1) BIRCH
BIRCH is a fast clustering method for incremental clustering
that uses a tree structure [24]. This algorithm is appropriate
for large samples and introduces data points measured from
multiple dimensions incrementally and dynamically to create
a cluster with the best possible quality within memory and
time constraints. It operates sufficiently quickly to complete
clustering with only one dataset scan [24]. The two key
features of BIRCH are clustering features (CF) and clustering
feature trees. These hierarchical trees have three different
types of nodes: non-leaf nodes, leaf nodes, and minimum
clusters [25]. The CF number parameters were as follows:
B is the largest child node containing a non-leaf node, L is the
maximum value of the smallest cluster contained in the leaf,
and T is the maximum diameter of the smallest cluster [25].
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The following phases comprise the BIRCH algorithm
(Fig. 8). The CF number was first established in memory for
clustering after reading each data point [25]. The tree must be
rebuilt from the leaf node if all memory is used [26]. The first
phase involved removing outliers, merging adjacent clusters,
and filtering the CF tree. Second, the dataset was reduced by
creating a smaller CF tree to condense the data [25]. Third,
to produce a better CF tree, global clustering such as K-means
or agglomerative clustering is used to group all CF clusters.
Fourth, to ensure that errors are fixed, cluster refinement is
completed by rescanning the original raw data [26]. The CF
tree issue produced when the original data are scanned only
once is fixed by cluster refining [25].

FIGURE 8. The BIRCH phases.

2) BORDERLINE-SMOTE
B-SMOTE emphasizes minority samples that are near major-
ity samples. The ADASYN and this algorithm are compara-
ble [27]. The algorithm creates its closest neighbors from a
few minority samples. Only those minority samples that have
the priority of their nearest neighbors in the majority class
are kept. A subsequent SMOTE-like step is applied using
minority samples that have been preserved [27], as shown in
Algorithm 2.

3) BCBSMOTE
BIRCH clustering is used with B-SMOTE to oversample
minority sample classes essentially by clustering the data and
then applying B-SMOTE to each cluster to generate more
samples (each cluster will generate a specific ratio of the
whole data to be generated). Initially, BIRCH clusters all
minority classes over the training data to identify the data
points that belong together. The BIRCH algorithm has several
crucial parameters: threshold, which is the maximum number
of data samples to be condensed in the sub-cluster of the leaf
node in the CF tree; branching factor, which is the factor used
to specify the number of CF sub-clusters that can be made
in a node; and n cluster, which is the number of clusters.
In this experiment, the n cluster was set to (cluster size)2, the
size of the data cluster.

Algorithm 2 The Borderline-SMOTE Algorithm
1. Compute the closest m samples from the available

dataset for each sample in a few classes xi. m′ denotes
the number of additional categories in the most recent
samples.

2. Organize the samples xi:
If m′

= m, the samples around xi are all from
distinct categories and are referred to be noise data.
As such data will have a negative impact on the gen-
eration effect, it is recommended that these samples not
be included in the generation.

If m/2 ≤ m′ < m, more than half of the m
surrounding xi samples are of distinct categories. Define
Danger as the border sample.

If 0 ≤ m′ < m/2, more than half of the sur-
rounding m samples of xi are of the same categories,
designated as Safe.

3. After marking, apply the SMOTE method to enlarge
the Danger samples. Select xi from the Danger dataset
samples and compute k-nearest neighbour samples of
the same kind xzi. New samples xn are generated at
random using the formula

xn = xi + β(xzi − xi)

Where β is a random number between 0 and 1.

First, the cluster is performed using BIRCH over the train-
ing data to determine which data points belong together; then,
there will be a dictionary giving the number of data points in
each cluster. Subsequently, the number of samples generated
by each cluster was calculated. If a cluster has more than five
data points, the number of clusters responsible for generating
samples is determined. Finally, B-SMOTE was applied to
each cluster to generate samples according to the contribution
of the cluster. The steps of the algorithm were applied here,
as shown in Algorithm 3.

D. RF CLASSIFIER
To evaluate the proposed hybrid sampling method, the
PaySim credit card dataset was classified using the RF
algorithm after balancing. A group of DT classifiers com-
prises RF. Compared to DTs, it has the advantage of
correcting overfitting. To train each tree, a random subset
of the training set was sampled [28]. Next, a DT is built,
in which each node is divided into a chosen feature of a
random subset of the functionality. Because each tree in the
RF is trained independently of the others, it is extremely
quick to train datasets with many features and data instances.
The RF algorithm is resistant to overfitting and offers a good
estimate of the generalization error [28]. These steps were
applied in the present case.

The main benefit of using RF in this study was that
it required minimal training time compared to the other
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Algorithm 3 BIRCH Clustering Borderline SMOTE (BCB-
SMOTE) Algorithm
Input:

X_train: Feature matrix of the training data.
y_train: Target labels for the training data.
cols: List of column names.
cluster size: Minimum cluster size for BIRCH cluster-

ing.
Output:

generated_dataset: DataFrame containing the
original and synthetic data.

1. Employ BIRCH clustering on X_train with y_train=
1 to identify clusters.

2. Identify minority class clusters with a size equal to or
greater than cluster size.

3. Based on the percentage of samples in each cluster,
calculate how many samples it should be generating.

4. For each selected cluster, generate samples using
B-SMOTE as per cluster contribution calculated in
step 3.

5. Update the generated_dataset by adding synthetic data.
6. Return the final generated_dataset.

algorithms. The F1-score is essential for balancing dataset
evaluation, the accuracy of predicting credit card fraud is
extremely important, and RF predicts the output with great
precision, even for large datasets [28].

E. EVALUATION
Although accuracy is a crucial measurement and standard
in conventional classification evaluation measures, it is not
applicable in the classification of imbalanced data because,
even if a prediction is inaccurate, it will still be highly
accurate because of the infrequency of items in the minority
sample. Consequently, researchers have proposed effective
methods for assessing imbalanced dataset indicators [11].
In this study, five metrics were used to evaluate the perfor-
mance of the proposed method: accuracy, F1-score, recall,
precision, and AUPRC. These metrics were based on a con-
fusion matrix. Four of these – F1-score, recall, precision, and
AUPRC (i.e., not accuracy) – were utilized to evaluate the
performance of the proposed hybrid sampling method.

The AUPRC provides the area under precision and recall
for several thresholds [29]. This is a plot of precision versus
recall, which corresponds to the false discovery rate curve.
It is simple to compare various classificationmodels using the
AUPRC, which summarizes the precision-recall curve [30].
The AUPRC value of the perfect classifier was 1. The sys-
tem’s high recall and precision produce results with accurate
labels [30]. The AUPRCmetric examines the positive predic-
tive value and true positive rate, making it more sensitive to
improvements for the positive class (fraud class) [31].
This study compared the hybrid Tomek links-BCBSMOTE

algorithm with three oversampling algorithms, SMOTE,

B-SMOTE, and ADASYN, as well as two hybrid sampling
techniques, SMOTEENN and SMOTE-Tomek using the
PaySim dataset. To demonstrate that the balanced dataset cre-
ated by the hybrid Tomek links-BCBSMOTE algorithm was
valid and stable, an RF classification model was employed
for testing.

VI. RESULTS AND DISCUSSION
This section reviews the results of the experiment of the
proposed method on the PaySim dataset. The dataset was
divided into two subsets – the training and the test sets, which
comprised 80% and 20% of the original dataset, respectively
in order to evaluate the performance of the hybrid sampling
technique using an RF classifier by contrasting our results
with those of other, widely-used state-of-the-art sampling
methods, the outcomes of the experiments are reported.

Table 4 provides detailed information on the perfor-
mance measurements for all the applied methods. The
proposed method had the highest F1-score (85.20%), pre-
cision (81.27%), and AUPRC (72.77%). The accuracies of
all the sampling methods were similar (99.90-99.95%). The
proposed and B-SMOTE methods had the highest accuracy
(99.95%) however, their recall metrics were lower than those
of the other sampling methods. The precision of the proposed
method (81.27%) was higher than that of B-SMOTE and
other sampling techniques. Thus, the proposed hybrid Tomek
links the BCBSMOTE sampling method outperforms other
sampling methods.

TABLE 4. Performance evaluation.

Table 5 presents the confusion matrix for the PaySim
dataset obtained using the RF classifier for balancing using
the proposed method. It can be observed that TP is high,
which results in a recall value (89.53%), and FP is low, which
results in a precision value (81.27%). Precision and Recall
are an important evaluation metrics used in fraud detection.
Their significance is based on their ability to minimizing FP
rate and detect positive cases respectively. However, there is
trade-off between precision and recall. Increasing recall may
lead to decrease precision. Thus, F1-score and AUPRC is
considered to provide comprehensive evaluation of the model
performance.
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TABLE 5. RF confusion matrix using proposed sampling method (Tomek
Links BCBSMOTE).

FIGURE 9. Comparison between state-of-art sampling methods and
proposed method.

FIGURE 10. AUPRC for hybrid Tomek links BCBSMOTE.

Figure 9 shows that the proposed hybrid method achieved
better results than the othermethods tested by reducing errors.
The B-SMOTE performance was also better than that of other
sampling techniques. With regard to the F1-score, precision,
and AUPRC, hybrid Tomek links BCBSMOTE achieved

the highest values, and SMOTEEEN achieved the lowest.
In terms of recall, B-SMOTE achieves the lowest value, while
ADASYN achieves the highest.

The AUPRC metric illustrates the trade-off between pre-
cision and recall in a binary classification model, especially
when dealing with imbalanced datasets. It provides an in-
depth evaluation of the model’s ability to distinguish between
positive and negative instances. Here, the AUPRC for the
proposed hybrid Tomek link BCBSMOTE method is shown
with recall plotted on the x-axis and precision on the y-axis
(Figure 10).

VII. CONCLUSION
The daily use of bank credit cards has grown dramatically
along with technological innovations. As a result, the use of
credit cards fraudulently by others is a new offense that is
expanding quickly. Therefore, detecting and preventing these
attacks has become an active field of research. Credit card
fraud detection encounters challenges owing to an imbal-
anced dataset, which causes inaccurate results through the
detection system. This study presents a hybrid sampling tech-
nique to balance the PaySim credit card transaction dataset.
The proposed method uses hybrid Tomek links to under-
sample majority samples and BCBSMOTE to oversample
minority samples. This method takes advantage of the Tomek
links method to remove noise samples and of BIRCH clus-
tering in B-SMOTE to cluster a large dataset and eliminate
overfitting. It outperformed existing state-of-the-art methods
in terms of the F1-score, precision, and AUPRC metrics.

In the future, optimization-based feature engineering for
detecting customer spending behavior will be applied to
increase the F1-score and decrease the false-positive rate in
credit card fraud detection model.
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