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ABSTRACT Retinal disease detection and diagnosis relying solely on artificial retinal diseases will put great
pressure on doctors and increase the rate of misdiagnosis. Therefore, the development of computer vision
technology has brought the possibility for ophthalmologists to use computer-aided diagnosis. In recent years,
most models for retinal disease recognition have been based on deep learning, which has the disadvantage
of requiring large amounts of data and training time. It is also partly based on broad learning and its
disadvantages are that feature extraction ability is limited and poor scalability. To overcome these limitations,
we propose a novel artificial intelligence-based approach for the automatic assessment of retinal disease
images called a multi-view deep-broad learning network (MDBL-Net), which absorbs the advantages of
deep learning and broad learning. MDBL-Net comprises a Multi-view and Multi-scale Feature Extraction
(MMFE) module and a Multi-scale Aggregation (MA) block. The MMFE module extracts features of
different scales by learning feature representations frommultiple views, while theMA block fully aggregates
multi-scale deep-broad features from low-level to high-level representations. Experiments were conducted on
two public datasets, UCSD and OCT2017. Experiments were conducted on two public datasets, UCSD and
OCT2017, and results demonstrate that MDBL-Net achieves high accuracy even with limited training data
(only 1%) and significantly reduces training time compared to traditional deep learning models. Specifically,
MDBL-Net achieved an accuracy of 96.93% on the UCSD dataset and 99.90% on the OCT2017 dataset,
outperforming state-of-the-art models in both cases. These findings suggest that the proposed MDBL-Net
approach holds great promise for the task of retinal disease screening and recognition.

INDEX TERMS Broad learning, image classification, medical image, retinal disease, computer aided
diagnosis.

I. INTRODUCTION
According to theWorld Health Organization, at least 1 billion
people worldwide have near or distance vision impairment
[1]. There are many causes of vision loss, and retinal disease
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is one of the main causes of blindness, the main diseases
include age-related macular degeneration (AMD) and sugar
urine disease macular edema (DME). With the help of optical
coherence tomography (OCT), the early detection and timely
treatment of fundus diseases can be realized, which is an
effective means to prevent blindness. However, due to the
large number of patients, only relying on manual screening
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FIGURE 1. Overall architecture of MDBL-Net, it consists of three sub-modules: MMFE, MA and multi-view broad learning.

and diagnosis of eye diseases will put great work pressure
on doctors and increase the misdiagnosis rate. To relieve
the pressure of reading films, computer-aided diagnosis
technology has been paid more and more attention. The
development of computer vision technologymakes it possible
for ophthalmologists to use computer-aided diagnosis.

In recent years, deep learning and broad learning have been
widely used in medical image analysis. Deep learning has
achieved a series of achievements on OCT medical images
[2], [3], [4], [5].Wang et al. [6]. proposed aweakly supervised
deep learning framework with uncertainty estimation to
address the macula-related disease classification problem
from OCT images with the only volume-level label being
available. Wang et al. [7]. developed a computer-aided
diagnosis (CADx) approach based on a self-supervised ViT-
based model to classify cervical OCT images effectively.
Based on the above research, the advantages of the deep
learningmodel are as follows: (1) Processing large-scale data.
Learn and model from a large amount of data, and use the
distributed features of the data for efficient pattern recogni-
tion and feature extraction. (2) Automatic learning features.
Compared with traditional machine learning methods, which
require manual selection and construction of features, deep
learning models can automatically learn feature represen-
tations. (3) Dealing with nonlinear relationships. Through
the connection of activation function and multi-layer neural
network, the model can capture nonlinear changes in data,
which improves the flexibility and expressiveness of the
model. However, there are also some limitations: (1) A large

amount of labeled data is required. (2) Long iterative training
time is required. (3) The model parameter tuning is complex.

In the field of medical image analysis, broad learning
systems have emerged as a promising approach for improving
the accuracy and efficiency of image recognition and
classification tasks [8], [9], [10]. Broad Learning System
(BLS) is a type of single-layer incremental neural network
proposed by Professor Junlong Chen of the University of
Macau in 2017 based on Random Vector Functional Link
Neural Network (RVFLNN) and Single-Layer Feedforward
Neural Network (SLFN) [11]. There have been a lot of
studies on this basis. Wu and Duan [12]. proposed a novel
collaborative-competitive broad learning system for COVID-
19 detection from radiology images. Han et al. [13]. proposed
a new variant model of the BLS for accurate diagnosis of AD
and MCI is presented for MRI images. The advantages of
broad learning model are: (1) Easy to understand and explain.
Compared with the deep learning model, the structure of the
width learning model is relatively simple and the number
of layers is less. (2) The training speed is fast. broad
learning models typically take less time to train than deep
learning models. (3) Parameter tuning is relatively simple.
The parameters of the broad learning model are few, so the
complexity of adjusting and optimizing the parameters during
training is relatively low. (4) Strong robustness.The broad
learning model is relatively shallow and thus has high
robustness to noisy and abnormal data. But there are also
some limitations: (1) Feature extraction ability is limited.
(2) Poor scalability. (3) Need to design features manually.
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FIGURE 2. Overall architecture of multi-view and multi-scale feature extraction(MMFE) module.

Therefore, in the field of retinal diseases OCT image
recognition, there are some problems in both the deep learn-
ing model and the broad learning model. From the above,
it can be concluded that the advantages and disadvantages of
deep learning and broad learning are complementary. If we
can combine the two machine learning approaches, we can
achieve a good performance in medical image analysis.
Inspired by the above, a novel artificial intelligence-based
approach for the automatic assessment of retinal disease
images using broad learning and deep learning is pro-
posed. The contributions of this paper are summarized as
follows:

(1) We propose a novel artificial intelligence-based
approach for the automatic assessment of retinal disease
images called a Multi-view Deep-Broad Learning Network
(MDBL-Net).

(2) A multi-view and multi-scale feature extrac-
tion(MMFE) module is proposed, which can extract features
of different scales by learning feature representations
of multiple views. Mining potential information from
different perspectives can improve the model’s percep-
tion of input data, thereby improving performance and
accuracy.

(3) A multi-scale aggregation(MA) block is proposed,
which can fully aggregate multi-scale deep-broad features
from low level to high level.

(4) MDBL-Net can achieve accuracy comparable to or
better than existing methods in classification tasks while

showing significant performance improvements for models
with very limited training samples (only 1%).

II. RELATED WORK
A. RETINAL DISEASE OCT IMAGES CLASSIFICATION
Optical Coherence Tomography (OCT) is a novel and effec-
tive screening tool for ophthalmic examination. OCT images
have the characteristics of high resolution, high contrast,
and non-intrusion [14]. The challenges of OCT image
classification mainly include category similarity, data noise,
a large amount of data and high dimension, a small amount
of annotated data and benchmark standard controversy, etc.
[14]. Advanced algorithms and technologies are needed to
overcome these challenges. Wang et al. [15]. proposed a
novel fundus-enhanced disease perception distillation model
(FDDM) for the classification of retinal diseases from OCT
images. Karthik et al. [2]. proposed a residual module for
OCT image classification of retinal diseases, which enhances
the contrast of feature maps, resulting in clearer retinal layer
boundaries. Muhammad Junaid Umer [16] proposed an auto-
matic method to detect and classify retinal ophthalmopathy
from OCT images using fusion and selection techniques, and
the proposed retinal ophthalmopathy detection method can
be reliably used for automatic ophthalmopathy detection in
OCT images. Sunija et al. [17] proposed a deep convolutional
neural network with six convolutional blocks for the classifi-
cation of retinal OCT images. The proposed method has an
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FIGURE 3. The three sub-module structure of MMFF; (a) ConvNeXt block; (b) Downsample;(c) Bottleneck block.

FIGURE 4. Comparison of different convolution blocks; (a)Traditional
convolution; (b)Depthwise convolution.

accuracy of 99.69%, a specificity of 99.69%, and a sensitivity
of 99.69%, and only 968 misclassifications in three test
cases.

In this paper, we use multi-scale structures to fully extract
features and use broad learning to improve the perfor-
mance of the model without incurs excessive computational
costs.

B. THE DEVELOPMENT OF DEEP LEARNING MODELS
Deep learning uses artificial neural networks to perform
complex computations on large amounts of data, and it is
one of the latest trends in machine learning and artificial
intelligence research. General deep learning algorithms
include CNN [18], LSTM [19], RNN [20], GAN [21],

MLP [22] and AutoEncoding [23], etc, which are used in
different scenarios. In recent years, deep learning models
have made great progress. In 2014, VGG-Net [24] was
proposed, which outstanding contribution lies in proving
that using a small convolution (3 × 3) and increasing the
depth of the network can effectively improve the effect of
the model. In 2015, ResNet [25] was proposed to solve the
problem of gradient disappearance and gradient explosion
during deep neural network training, making deep neural
network training no longer difficult. In 2017, transformer
was proposed [26], which is a model that uses the attention
mechanism to improve the speed of model training. In 2020,
Vision Transformer (ViT) [27] was proposed. Different
from traditional convolutional neural networks (CNNS), ViT
utilizes techniques such as self-attention mechanism and
Transformers to convert images into a series of vectors for
classification.

The above model has some obvious advantages, such
as processing large-scale data, automatic learning features,
automatic learning features, etc. At the same time, it also has
some disadvantages, such as large amount of labeled data,
long training time, and complex model parameter tuning.
Through the above inspiration, the proposed MDBL-Net
absorbs the advantages of deep learning models and
compensates the corresponding disadvantages using broad
learning.

C. BROAD LEARNING SYSTEMS IN MEDICAL IMAGES
Deep learning networks have complex structures and involve
a large number of hyperparameters, so most of them are
plagued by extremely time-consuming training processes
[28]. To solve this problem, the broad learning system [11] is
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FIGURE 5. The architecture of MA-block.

proposed. The broad learning system is another improvement
based on a random vector functional-link neural network
(RVFLNN), especially the incremental learning process.
Since broad learning systems were proposed, there has been
a lot of research on their application to medical image analy-
sis [8], [9], [10], [12], [13]. BLSNet [29] uses an incremental
learning algorithm for the classification of non-melanoma
and melanoma skin lesions from dermoscopic images, which
achieves a performance trade-off between classification
accuracy and execution time. DeepBLS [30] combines a
comprehensive learning system with deep feature extraction
to identify different tissue components in colon cancer
histological images. SPRBF-ABLS [31] is a cascaded neural
network framework based on a sparse polynomial-based
RBF neural network and an attention-based broad learning
system.

From above, we found that the broad learning model
compared with the model structure of deep learning has
the following advantages, such as easy to understand and
explain, easy to understand and explain, better performance
for a small amount of data, and strong robustness. However,
there are also some disadvantages, including limited feature
extraction ability, poor scalability, and features that need to be
designed manually. It is worth noting that these shortcomings
can be well compensated by deep learning models. Drawing
upon the aforementioned background, this paper harnesses
the strengths of deep learning and broad learning models
to enhance the performance of OCT image recognition for
retinal diseases.

III. METHOD
This section introduces the specific structure of the proposed
MDBL-Net, as shown in Figure 1. Under the background that
deep learning (DL) has the powerful feature extraction ability,
and broad learning (BL) is good at combiningmultiple groups
of features for fast inference, the MDBL-Net is proposed.
MDBL-Net consists of three sub-modules: MMFE, MA and
multi-view broad learning. The following specific introduced
the network structure.

A. MULTI-VIEW AND MULTI-SCALE FEATURE
EXTRACTION (MMFE) MODULE
The MMFE module in MDBL-Net plays an important
role. By learning multi-view and multi-scale feature rep-
resentations, the potential information of the data can be
fully mined, and the perception ability and generalization
performance of the model can be improved. As shown in
Figure 2, the multi-view and multi-scale feature extraction
(MMFE) module is used to extract the feature information
of retinal disease Images. The MMFE module contains
the two substructures of different views, which are based
on the ConvNeXt block and bottleNeck block, respec-
tively. The following is an introduction to the two view
structures.

1) VIEW 1
As shown in the Figure 2, the structure of view1 is based
on ConvNeXt [32]. The ConvNeXt block is shown in
Figure 3.(a), and mainly has the following structures: two
traditional convolution(Figure 4.(a)), a depthwise convolu-
tion [33](Figure 4.(b)), GELU [34], Layer Normalization
[35], layer scale, drop path and residual connection. The
downsampling(Figure 3.(c)) operation includes Layer Nor-
malization and traditional convolution. The downsample
operation includes Layer Normalization and traditional
convolution.

First of all, the four feature maps {A1,A2,A3,A4} are
obtained by ConvNeXt, then adjust their number of channels
by 1×1 convolution. Finally, {C1,C2,C3,C4} is obtained by
the following formula.

Ci ={
Conv1×1(Ai)+ upsampling(Conv1×1(Ai+1)) i = 1, 2, 3
Conv1×1(Ai) i = 4

(1)

where upsampling represents the double upsampling opera-
tion to adjust size.

At this point, {C1,C2,C3,C4} is obtained.
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2) VIEW 2
As shown in the Figure 2, the structure of view2 is
based on ResNet [25]. The Bottleneck block is shown
in Figure 3.(c), and mainly has the following structures:
traditional convolution, downsample and residual connection.
First of all, the four feature maps {F1,F2,F3,F4} are
obtained by ResNet, then adjust their number of channels by
1 × 1 convolution. Finally, {D1,D2,D3,D4} is obtained by
the following formula.

Di

=

{
Conv1×1(Bi)+ upsampling(Conv1×1(Bi+1)) i = 1, 2, 3
Conv1×1(Bi) i = 4

(2)

where upsampling represents the double upsampling opera-
tion to adjust size.

At this point, {D1,D2,D3,D4} is obtained.

3) MULTI-VIEW FEATURE FUSION
The two views feature matrix information {C1,C2,C3,C4}

and {D1,D2,D3,D4} are fused by element-wise addition,
as follows:

Fi = Ci ⊕ Di i = 1, 2, 3, 4 (3)

where ⊕ represents the element-wise addition.
At this point, {F1,F2,F3,F4} is obtained.

B. MULTI-SCALE AGGREGATION (MA) BLOCKS
The proposed MA-block is to fuse the extracted features
{F1,F2,F3,F4}, and reduce the number of parameters to
prevent overfitting, as shown in Figure 5. The deep features
{F1,F2,F3,F4} are squeezed into a channel-wise feature
vector by adaptive global average pooling in Eq.4.

mk =
1

Hk ×Wk

Hk∑
i=1

Wk∑
j=1

Fk (i, j) (4)

whereHk andWk represent the height andwidth of the feature
maps of Fk ,{k = 1, 2, 3, 4}.
The multi-view deep learning featuresMi of the Fk can be

obtained by element-wise addition all feature vector mi(i =
1, 2, 3, 4), as follows:

Mn = m1 ⊕m2 ⊕m3 ⊕m4 (5)

where⊕ represents the element-wise addition operation, and
n denotes the number of training or testing examples.

C. MULTI-VIEW BROAD LEARNING INFERENCE
Inspired by paper [36], multi-view broad learning is used
to solve problems with long training times. As shown in
Figure 1. First of all, the feature vectorMn is combined using
the following two formulas.

A = δ
([

M⊤1 ,M⊤2 , . . . ,M⊤n
])

(6)

C = A⊤ (7)

where δ denotes the matrix normalization transformation.
At this point, the broad learning feature matrix C is obtained.
In order to transform the original high-dimensional data in
C into a low-dimensional representation while retaining the
most important information in the original data, a principal
component analysis was performed on C .

Cp = PCA(C) (8)

where PCA denotes the principal component analysis.
Finally, the fully connected layer was used to obtain the

final classification probabilities P, can be calculated by:

P = CpWMDBL (9)

where WMDBL is the weights of MDBL-Net, which can be
calculated by the pseudo-inverse algorithm. Assuming the
ground truth label is Y, WMDBL can be obtained by the
following:

WMDBL = P+Y (10)

P+ = lim
λ→0

(
λE + PPT

)−1
PT (11)

where λ and E represent a constant and unit matrix,
respec- tively. Due to the weight WMDBL is calculated using
pseudo-inverse and the weight is updated only once, the
algorithm running time is shortened.

In conclusion, multi-view broad learning inference enables
all training samples to be input at one time, which greatly
reduces the training time.The details of MDBL-Net are
shown in Algorithm 1.

Algorithm 1Multi-View Deep-Broad Learning Network
Input: All image data:{X0,X1· · · Xn}(n: the number of

samples)
Output: The final classification probabilities P
1: for all i = 1 to n do
2: {C1,C2,C3,C4}← View 1(Xi)
3: {D1,D2,D3,D4}← View 2(Xi)
4: for all j = 1 to 4 do
5: Fj← Cj ⊕ Dj
6: mj← Flatten( 1

Hk×Wk

∑Hk
i=1

∑Wk
j=1 Fk )

7: end for
8: Mi← m1 ⊕ m2 ⊕ m3 ⊕ m4
9: end for
10: A←δ

([
M⊤1 ,M⊤2 , . . . ,M⊤n

])
11: C←A⊤

12: Cp←PCA(C)
13: P+←limλ→0

(
λE + PPT

)−1 PT
14: WMDBL←P+Y
15: P←CpWMDBL
16: return P

IV. EXPERIMENTS AND RESULTS
A. DATASETS
There are three main types of retinal diseases: choroidal
neovascularization (CNV), diabetic macular edema (DME)
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TABLE 1. The MDBL-Net compares with the other classification models on two datasets.

TABLE 2. Performance of MDBL-Net under different training sample proportions.

FIGURE 6. The example of four retinal diseases OCT images.

and DRUSEN. OCT images of the three diseases and normal
retinas are shown in Figure 6. In this paper, experiments
are carried out on two public datasets. and the details of all
datasets are introduced below.

1) UCSD DATASET [40]
UCSD dataset1 has been publicly available to the research
community on the Mendeley Data website since January
2018. All images were acquired by Heidelberg Spectralis

1https://data.mendeley.com/datasets/rscbjbr9sj/3

TABLE 3. Performance of MDBL-Net ablation experiment.

OCT scanner (Heidelberg Engineering, Germany) from
multiple centers. The dataset contained (109,309) OCT
images from 5319 patients, including CNV, DME, DRUSEN,
and NORMAL. All images in the data set have a (jpeg)
format that varies in size between (496) and (1536) pixels.We
randomly split the data into two groups, where 80% of the
data is used for training and the rest (20%) is used for training
as our test set.

2) OCT2017 [41]
Retinal optical coherence tomography (OCT2017)2 is an
imaging technique used to capture high-resolution cross
sections of the retinas of living patients. OCT2017 contains
84,484 images from four classes, which are choroidal
neovascularization (CNV), diabetic macular edema (DME),
DRUSEN andNORMAL. The training set contained a total of

2https://data.mendeley.com/datasets/rscbjbr9sj/2
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FIGURE 7. T-SNE visualization results of ablation experiments.

83,484 OCT images, and the test set contained 1,000 images
from 633 patients (250 images per category).

B. IMPLEMENTATION DETAILS
All of the coding was done using the Pytorch deep learning
framework, using an NVIDIA RTX 3060 TI GPU. The SGD
optimizer is used to optimize the algorithm, and the learning
rate, batch size and weight decay of the network are set to
0.001, 10 and 5×10−4, respectively. In addition, all the input
images are resized to 224 × 224 pixels. The performance
parameters used to evaluate the prediction are as follows:
recall (Eq. 12), F1-score (Eq. 13), accuracy (Eq. 14), and the
area under the curve (AUC).

Recall =
TP

TP+ FN
(12)

F1− score ==
2TP

2TP+ FP+ FN
(13)

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(14)

C. EXPERIMENTAL RESULTS
1) COMPARISON WITH OTHER CLASSIFICATION NETWORKS
We compare the performance of MDBL-Net with some
existing networks, including the traditional ResNet101,
Swin_transformer, MobileViT, and ConvNeXt.The exper-
imental results are shown in Table 1, and MDBL-Net
achieves the highest performance on all three metrics on both
datasets. In particular, MDBL-Net achieved 96.88% accuracy
in the UCSD dataset, 2.26% higher than the second-ranked
MobileViT. At the same time, 100% accuracy was achieved
on the OCT2017 test set. In addition, we can see from the
Table 1 thatMDBL-Net only takes about 0.5 hour to complete
the training, while other models take about 10 hours.
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TABLE 4. The MDBL-Net compares with state-of-the-art models on two datasets.

FIGURE 8. Visualization of performance compared to other methods on both datasets.

The above statement indicates that MDBL-Net demon-
strates superior performance in retinal disease image recog-
nition compared to the majority of commonly used networks.
Furthermore, it exhibits a remarkable lead in terms of training
speed.

2) EFFECTIVENESS OF MDBL-NET WITH DIFFERENT
PROPORTIONS OF TRAINING SAMPLES
In this experiment, we evaluate the performance of
MDBL-Net for small sample data. For UCSD datasets, 80%
and 20% of the samples are used as training sets and test

sets. Then, four subsets were randomly selected from the
training set with the proportions of 1%, 10%, 25%, and 50%,
respectively. As can be seen from Table 2, when the training
sample is limited (less than 50%), MDBL-Net still maintains
a good performance. For othermodels, limited samples do not
keep their performance in a normal range. When the training
sample was only 1%, MDBL-Net was still able to maintain
80% accuracy and 78% F1-score, while the other models had
accuracy and F1 scores of less than 60%. It is worth noting
that the proposed MDBL-Net can get the final result by only
one batch of training because of the broad learning design,
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which greatly reduces the training time. The experimental
results are shown in Table 2. It can be seen from the results
that each part of MDBL-Net will have a significant impact
on the results.

In summary, MDBL-Net has better performance and less
training time for small samples.

3) ABLATION EXPERIMENT
In this section, ablation experiments are performed on
the OCT2017 dataset to verify the effectiveness of each
module in the proposed network. First we used the structure
of VIEW1 for performance testing, then we used the
MMFE structure for experiments, and finally tested the
performance of MDBL-Net (MMFE+broad learning (BL)).
The experimental results are shown in Table 3.

In addition, in order to observe the results more clearly,,
we performed t-Distributed Stochastic Neighbor Embed-
ding (t-SNE) on each ablation experiment. As shown in
Figure 7 (a), the result of the classification experiment is
not ideal because the distance between the datas of different
colors is relatively close, while in Figure 7 (b) and (c), the
distance between the datas of different colors is relatively far,
which means that the model can distinguish different classes
well.

4) COMPARISON WITH STATE-OF-THE-ART MODELS
MDBL-Net is compared with the latest state of the art
methods, and the results are shown in Table 4, the visualized
results are shown in Figure 8. On the UCSD dataset, the
proposed method has the highest improvement in accuracy,
reaching 3.21%. At the same time, F1 and recall also have an
improvement of about 1%. The performance on OCT2017 is
also state-of-the-art.

It is worth noting that the above comparison models are
pure deep learning (DL) models, which require multiple
iterations of optimization and more time to train. Our
MDBL-Net is a combination of deep learning and broad
learning model, which absorbs the advantages of each other
and makes up for the disadvantages, and only needs one
iteration to complete the training.

The experimental results confirm that the proposed
MDBL-Net can effectively handle the task of retinal disease
images classification.

V. CONCLUSION
In this paper, to solve a series of problems in the
retinal disease image classification model, a novel artificial-
intelligence-based approach for automatic assessment of
retinal disease images using multi-view deep-broad learn-
ing (MDBL-Net) is proposed. MDBL-Net combines the
advantage of deep learning in extracting high-level features,
and broad learning with shorter training time, thereby
complementing each other. Experiments were performed
on two datasets, UCSD and OCT2017. In the experiment,
we demonstrated that the training time of the proposed
model is significantly shorter than that of traditional models.

Furthermore, MDBL-Net maintained good performance even
when the training data was limited. Achieving an accuracy
of 96.93% on UCSD and 99.90% on OCT2017, MDBL-
Net outperformed state-of-the-art models in terms of a
specific performance metric in both datasets. However,
the proposed model also has some disadvantages, such
as the need to input all the training data at one time,
so the computing performance of the hardware equipment
is relatively high. In future studies, we plan to address this
question.

In conclusion, the proposed method can maintain high
performance with very few training samples. It also has a
much faster training time thanmost existingmethods. Finally,
the proposed model maintains the leading classification
performance and can be well qualified for the task of retinal
disease image recognition.
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