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ABSTRACT Face privacy concerns revolve around the ethical, social, and technological implications
of collecting, storing, and using facial data. With the advancement of deep learning techniques, realistic
face privacy involves techniques that obscure or alter facial features effectively without compromising the
usability or quality of the visual content. Modern face privacy techniques suffer from three main problems:
1) lack of human perception, 2) indistinguishability, and 3) loss of facial attributes. Modern face privacy
techniques generate random, realistic faces to conceal the identifiable features of the original faces but lack
the application of human perception to face de-identification. Indistinguishability arises with the highly
realistic nature of fake faces used in face privacy, making it difficult to distinguish whether a face has
been manipulated. Most face-privacy methods also fails to retain the facial attributes of the de-identified
faces. Our face de-identification method is designed to address all three issues mentioned. We propose
a novel face de-identification method that considers both human perception and face recognition models
when de-identifying a face. We explore the tradeoff between a user misidentifying the original identity with
a well-known celebrity and a facial recognition model that tries to identify the original identity. We generate
caricature faces of the de-identified faces to ensure our manipulated faces can be distinguished effortlessly.
The face caricatures are the exaggeration of the eyes andmouth region, andwe provide different exaggeration
scales depending on preference and application. We perform an attribute preservation optimization process
to retrieve all the facial attributes. We demonstrate our method through a series of both qualitative and
quantitative experiments with numerous user studies.

INDEX TERMS Face privacy, face de-identification, face caricature, human perception.

I. INTRODUCTION
Face recognition (FR) is a biometric authentication technique
that uses stored data to compare and analyze face features
taken from images or video frames to identify individ-
uals. Airports and police enforcement agencies, among
other institutions, have substantially used FR technology.
Additionally, it is frequently used in various applica-
tions, including entertainment, access control, and security
[1], [2].

Privacy concerns have increased with the growing use
of FR technology. One such concern is the possibility of
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secretly identifying an individual based on characteristics
captured from a photo or video stream. The requirement to
record or save face recordings to use them for tasks involving
recognition has given rise to grave concerns. Their primary
cause is the possibility of security breaches or vulnerabilities
in FR systems that might reveal a user’s biometric data—like
their face—without that user’s knowledge or consent. Real-
world events involving the collection of millions of facial
prints over a massive network of cameras that compromised
user privacy include Xinai Electronics [3]. Clearview AI is
a private enterprise that collected facial photographs from
social media platforms and developed a facial recognition
system that matches relevant images from several databases
and services [4].
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Concerns over privacy in biometric recognition systems
have arisen as governments across the globe are taking the
required steps to regulate the usage, gathering, and processing
of biometric data. Australia, the United Kingdom, and the
United States have made significant legal advancements in
FR technology during the past ten years Smith andMiller [5].
The Japanese Act for the Protection of Personal Information
came into effect in 2017 [6]. The European Union’s (EU)
General Data-Protection Regulation (GDPR) [7] is one
of the most significant laws protecting an individual’s
privacy.

To avoid people’s biometrics being misused, face privacy
is necessary. Several studies have been done to protect
the identity of faces [8], [9], [10]. Protecting a person’s
identity and facial features from being recognized, tracked,
or used for unwanted purposes is known as ‘‘face privacy.’’
The original face image is rendered unrecognizable through
quality reduction in traditional face privacy methods. They
remove any information that might reveal someone’s identity
by using masking [11], [12], [13], filtering [14], [15], [16],
and transformation [17], [18], [19]. Using facial details
for specific applications or deriving meaningful insights
is difficult when using traditional methods because they
deteriorate the overall quality of the images.

Instead of techniques that degrade the face-image quality,
other methods can be used to preserve the privacy of face
images. Face de-identification is eliminating or altering facial
features that can facilitate the identification of individuals
by swapping out the real person’s face for a synthetic or
surrogate one. The primary goal of face de-identification is
to prevent the linkage of an individual’s facial image to their
identity, even if the image is recognized or processed. The
earlier approach involves the k-same-family method [20],
[21], [22], which calculates the average value of ‘‘k’’ within
a dataset. Nevertheless, these techniques often struggle to
produce detailed images while preserving essential visual
qualities.

Face generation using generative AI has advanced signif-
icantly, enabling the creation of highly realistic and intricate
human facial images. The generation of synthetic faces that
closely mimic actual individuals has become substantially
more accessible due to the utilization of advanced deep
generative modeling methods like Generative Adversarial
Networks (GANs) [23], [24], [25], [26]. The drawback of
recent de-identification methods is that they are compelling
and natural-looking, making it difficult to distinguishwhether
a person’s face has been swapped. Creating realistic fake
faces raises additional concerns, and we should be able to
differentiate whether the face has been manipulated.

To further clarify the significance of distinguishability in
face de-identification, let’s use a surveillance system as an
example. The ability to distinguish whether a face has been
manipulated in surveillance footage is essential for several
reasons related to security, authenticity, and the prevention
of fraud. Facial recognition systems’ credibility, authenticity,
and dependability could be threatened if criminals could

employ fake faces to avoid detection or trick the system for
someone else. Unrestricted face manipulation can potentially
violate people’s privacy by using their facial similarities in
situations they weren’t a part of, which may cause many
issues.

Human perception of identity refers to how individuals
recognize and make sense of personal identities, distinguish-
ing one from another through various sensory cues, cognitive
processes, and contextual clues. Humans recognize others
by processing facial features, unique traits, and expressions.
It leverages memory and familiarity, enabling individuals to
recognize people they are familiar with or have encountered.
Human perception also plays a vital role in identifying an
individual. Existing privacy techniques need to consider the
requirements of human perception in the de-identification
process.

Motivated by these limitations, we proposed a de-
identification method that addresses all the above issues.
Our method is designed with a focus on three goals:
(i) easily distinguishable de-identified faces, (ii) the involve-
ment of human perception in the de-identification method,
and (iii) preserving attributes. We proposed a novel de-
identification with face caricatures. Following the creation of
face caricatures from [27], we used their pre-trained encoder
and pre-trained StyleGAN for our de-identification method.
We employ StyleGAN in our method as it can generate
very high-resolution images and create images via style
mixing. For the de-identification process, we use well-known
Hollywood celebrity faces to conceal the identifiable features
of the input face. The main reason for using celebrity faces
is to incorporate human perception into our de-identification
method and make the user think the input is some celebrity;
meanwhile, a face recognition model identifies the input face.
We performed several experiments, including a user study,
to verify our approach. Caricature faces are generated from
the de-identified faces, which makes our de-identified faces
easily distinguishable. The caricatures are an exaggeration of
the eyes andmouth regions. The attributes are preserved using
attribute preservation losses.

This work presents several significant contributions:

1) We provide an innovative approach to face de-
identification using face caricatures. The caricatured
faces have exaggerated eyes and mouth areas of the
face. The caricature faces make it easy for a face to
distinguish whether it has been manipulated.

2) To the best of our knowledge, this is the first face de-
identification method that consider human perception
with face recognition models when de-identifying
a face. We explore the trade-off between a user
misidentifying the original identity with a well-known
celebrity and a facial recognition model that tries to
identify the original identity.

3) We conduct thorough qualitative and quantitative
experiments, encompassing multiple user studies,
to assess the quality and impact of our method.
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The remainder of the paper is structured as follows: Section II
provides related works on caricature, face obfuscation, and
face de-identification techniques; Section III discusses our
proposed de-identification method and caricature generation.
Section IV details experiment settings, evaluation of results,
and extensive user study; and Section V concludes this paper
with current limitations and future work.

II. RELATED WORK
A. FACE CARICATURES
Crafting caricatures involves identifying and amplifying
distinctive facial features while retaining the person’s recog-
nizable traits. Traditionally, methods like explicitly identify-
ing and warping landmarks [28], [29] or using data-driven
approaches to estimate unique facial attributes [30], [31] are
used to increase the deviation from the average. Style transfer
has been incorporated into some image-to-image translation
techniques as generative networks have progressed [32],
[33]. WarpGAN [34] performs shape exaggeration and visual
quality, offering spatial variability flexibility for texture
and image geometry. AutoToon [35] applies exaggerations
via deformation fields and learns warping fields through
supervised training on paired data from artist-warped photos.
These paired data have significant spatial variations, which
lead to lower-quality visual outputs. With the advancement
of GAN, several methods started using GAN to create
caricatures. CariGAN [36] is a GAN that focuses on image-
to-caricature translation and is trained using unpaired images.
Shi et al. [34] present a complete GAN framework that
trains style and warping simultaneously. Creating realistic
caricatures with exaggerated eyes and mouths in the work
of [37] can be used in real-life applications. They extended
the caricature creation with eyeglasses and designed a model
using StyleGAN to generate caricatures of different styles and
exaggerations [27].

Unlike the cartoonish nature of caricatures, our application
requires a realistic nature of caricature that can easily blend
into real-world scenarios and one that doesn’t stand out.
Our de-identification method uses caricatures inspired by
[27] and [37], which is the exaggeration of eyes and mouth
and is applicable in real-world applications.

B. FACE OBFUSCATION
The initial privacy-preserving methods that were put forth
relied on hiding the individual’s face. This indicates that
various techniques, such as masking [11], [12], [13],
filtering [14], [15], [16], and transformation [17], [18], [19],
eliminate personally identifiable information. The face region
is covered with a shape in the masking approach so that the
person’s face is fully hidden; filtering and transformation
reduce the face region’s resolution; and blurring employs
Gaussian filters with different standard deviation values
to allow for varying degrees of blurring. Some masking
techniques use heat signatures to detect faces because
they often appear as warmer items in the image [12],

[38]. Wang et al. [13] showed a real-world application for
enhancing privacy using face masking and blurring methods.
A reversible technique for face masking was also introduced
by Yuan and Ebrahimi [39].
Although these methods effectively protect identity infor-

mation, they reduce image quality and practicality. Our
method maintains visual fidelity, producing a natural appear-
ance while hiding the distinctive, identifiable features of the
original face.

C. FACE DE-IDENTIFICATION
Face de-identification now mostly depends on Generative
Adversarial Networks (GANs) to produce better de-identified
photos due to their improvement. Some methods utilized
a GAN-based inpainting method for de-identification by
incorporating facial landmark points to preserve the head
pose while inpainting the head region, thus maintaining
the overall structure and appearance of the de-identified
image [40]. Reference [41] proposed a three-stage framework
for image de-identification by projecting the identified
private objects into a latent space and generating de-
identification content using StyleGAN. De-identification in
videos involves replacing the original identity with either a
real identity from a different source or a synthesized identity
that does not exist in reality [42], [43], [44]. The work
of [43] applied deepfake technology to de-identify medical
examination videos by swapping the patients’ faces.

The focus of facial de-identification research has shifted
recently to altering an individual’s identity while maintaining
characteristics that are unique to them. A few studies [44],
[45], [46] minimize the cosine similarity of identity features
to improve networks or latent codes for de-identification.
Other methods [47], [48], [49], [50] use supplied attribute
information to create new faces while hiding certain
facial parts. DeepPrivacy conditionally generates anonymous
photos that fulfill the face surroundings and sparse pose
information [47]. CIAGAN [48] anticipates using masks,
landmarks, and desired identities to regulate the created
anonymous identities. Even if the works mentioned earlier
can produce anonymous faces, they frequently need help
with unnaturalness, lack of diversity, and poor practicality.
Reversible face de-identification technology has garnered
interest recently. FIT [49] trains a generative adversarial
network with predefined binary passwords and face photos.
The network can achieve anonymity through passwords
and reconstruct the original face with inverse passwords.
RiDDLE [50] maps the image to W latent space through
GAN inversion. The password serves as guidance for other
modalities, directing the editing of the latent code to alter the
identity.

Our approach uses the cutting-edge StyleGAN [25], [51]
generation capability to produce realistic faces. Our de-
identification process uses a pre-trained encoder and Style-
GAN from [27], which can also produce caricature faces.
Unlike other de-identification methods, our de-identified
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FIGURE 1. The overview of our de-identification framework. By optimizing latent code, we perform de-identification
using a target celebrity face utilizing a pre-trained encoder and a StyleGAN. We generate caricatures from the incremental
de-identified faces as our final result for privacy protection.

caricature faces can be easily distinguishable, whether they
are manipulated or not.

III. PROPOSED DE-IDENTIFICATION
Our proposed method utilizes well-known celebrity faces as a
reference for the de-identification process and is followed by
creating corresponding caricature faces for the de-identified
faces.We visualize our de-identification framework overview
in Figure 1. Given the face image to be protected, we find
the nearest celebrity face from our custom celebrity feature
space. We project two latent codes using two pre-trained
encoders from [27]. The latent codes are optimized to produce
a de-identified face using StyleGAN latent space so that the
new identity is celebrity while the pose and skin tone is
from the input face. We perform an incremental process of
generating a series of faces from the input face towards the de-
identified faces using the StyleGAN latent space W . In each
incremental step, some of the facial features of the celebrity
appear to be incorporated into the input faces, in which the
celebrity faces slowly replace the original facial features until
the final de-identified faces are created. We create caricatures
of all the incremental faces to provide additional privacy
protection in our method. The caricatures are generated using
two pre-trained encoders with StyleGAN latent space, similar
to [27].

A. HIGH-QUALITY FACE CARICATURES
We utilize the creation of high-quality caricatures from
real images proposed in [27], for our de-identification
method. This method comprises of two stages for creating
high-quality caricatures from real images: face caricature

FIGURE 2. Examples of caricature faces with three different incremental
exaggeration scales. (a) Input face, (b) caricature face with scale → small,
(c) caricature face with scale → medium, and (d) caricature face with
scale → large. Rows 1-3 represent normal caricature exaggeration, and
rows 4-6 represent caricature exaggeration with different styles.

generation and face caricature projection. The face caricature
generation creates new face caricature datasets, which are the
exaggerated eyes and mouth regions while preserving facial
contours. The face caricature datasets are created using the
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FIGURE 3. Illustration of our de-identification optimization method.
Given the input and the target celebrity, two corresponding latent codes
are optimized to produce a de-identified face. Several images are
generated using the pre-trained StyleGAN latent space W , from the input
face to the de-identified face.

FFHQ [25] and CelebA-HQ [52] datasets. They also create
exaggerated faces with eyeglasses (like reading glasses and
sunglasses) to enrich their caricature dataset. Using the real
and new caricature datasets, they trained a StyleGAN [51]
G, which can generate highly realistic images in different
styles. The trained generator is capable of producing real
and caricature faces with diverse facial attributes, including
variations in skin tone, hair color, shapes, and more.

The face caricature projection utilizes an encoder E
with the pre-trained StyleGAN G to produce high-quality
caricature faces from real images. The encoder is trained
using real and caricature faces while keeping the G fixed.
The projecting result of the real and caricature images
preserves the facial identity, attributes, and expressions from
the input images. Additionally, they perform an incremental
facial exaggeration from the real to the caricature images
using the projected real and caricature images. Figure 2
shows the incremental exaggeration of their caricature results.
They can also change style while performing incremental
exaggerations. The incremental exaggeration is achieved by
using two previously pre-trained encoders and projecting two
latent codes on the StyleGAN latent space W , one latent
from the real and the other for the corresponding caricature,
and performing incremental exaggeration of caricature faces.
The new face caricature datasets and the caricature projection
results are 256 × 256 image resolutions.

Our de-identification method employs the pre-trained
encoder E and pre-trained StyleGANG to produce caricature
faces for the de-identified faces. The projected caricature
faces provide additional privacy protection for the input faces.
We also utilize the incremental facial exaggeration process
for caricature creation to provide an additional step on how
much exaggeration is needed for a specific application. For
our implementation, we divide our exaggeration into three
scales: small, medium, and large, as shown in Figure 2.

B. FACE DE-IDENTIFICATION WITH CELEBRITY
Our de-identification process uses celebrity faces to protect
the privacy of the input faces. First, we collected a set of

well-known Hollywood celebrities. We collected 2,000 face
images of 20 celebrities, making 100 faces for each celebrity.
We create a 512-dimensional feature space of celebrity faces
using a pre-trained image encoder [53] and Arcface [54].
We now obtain a well-defined feature representation for all
the celebrity faces in our custom celebrity dataset.

Given an input image Ireal that needs protection, we use
the pre-trained network [53] to find the closest celebrity
face regarding the Euclidean distance of both representations.
After finding the corresponding target celebrity face I celebreal ,
we use two pre-trained encoders E from [27] to produce two
corresponding latent codes, wceleb ∈ R14X512 and wreal ∈

R14X512 where wceleb is the target celebrity latent code and
wreal is the input image latent code. Using wreal and wceleb,
we replace the middle layers of the latent code wreal with the
middle layers of wceleb to create a new latent code wdeid ∈

R14X512. The new latent code wdeid has the first three layers
(layers 0-2) and the last layers (layers 8–13) with layers of
the real latent code wreal and middle layers (layers 3-7) of
the wceleb, as shown in Figure 3. The middle five layers of
wdeid from wceleb are set as a trainable vector, and the other
layers are non-trainable. We further optimized these trainable
layers to get all the facial features of the target celebrity faces,
discussed in Section III-B1. Ourmethod only works on 256×

256 resolution faces and 14 StyleGAN layers. Since each
layer in our de-identification technique represents a different
generation characteristic of StyleGAN output faces, layer
swapping is essential. The head position, facial expression,
and other coarse geometric features are preserved in layers
0–2, just as in the corresponding input faces. The target
celebrity’s lips, nose, eyes, and other facial characteristics
are retained in layers 3–7. The color distribution and finer
features, such as skin tone and hair color, are preserved in
layers 8–13.

1) CELEBRITY OPTIMIZATION
To create a de-identified celebrity face, we perform an
optimization process of the new latent code wdeid . Using the
latent code wdeid and the pre-trained StyleGAN from [27],
we can generate a new de-identified face Ideidreal . We calculate
our losses using the target celebrity faces and the newly
created, de-identified faces.

We use an identity loss LID(Ideidreal , I celebreal ) so that Ideidreal
retains a similar identity to I celebreal and an attribute loss
LATT (Ideidreal , I celebreal ) so that Ideidreal imposes all the facial
attributes of the celebrity I celebreal . The celebrity optimization
of wdeid is performed only on the middle layers (layers 3–7)
using the pre-trained StyleGAN.
The identity loss is defined as follows:

LID(Ideidreal , I celebreal ) =| cos(A(Ideidreal ),A(I
celeb
real )) − α |, (1)

where cos(·.·) denotes the cosine distance, A denotes the
ArcFace [54] network and α controls the similarity between
the target celebrity and the de-identified face images.

De-identified faces with significant identity discrepancies
result when α = 0 because the identity loss enforces
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orthogonality between the target celebrity and the de-
identified face photos. In contrast, when α = 1, the identity
loss enforces a high similarity between the de-identified face
and the target celebrity. The α controls the trade-off between
face usability and protecting privacy.
Attribute preservation loss is defined as follows:

LATT (Ideidreal , I celebreal ) =∥ B(Ideidreal ) − B(I celebreal )) ∥1, (2)

where B denotes the attribute image encoder [53]. Using
flattened 512-dimensional vectors from the encoder improves
attribute preservation of de-identified faces relative to the
target celebrity face.

C. CARICATURE FOR DE-IDENTIFIED FACES
After performing the face de-identification optimization,
we produced the final de-identified face with the target
celebrity identity Ideidreal . Utilizing the latent space W of pre-
trained StyleGAN G from [27], we perform the interpolation
step from thewreal to thewdeid to produce multiple faces from
the real input face Ireal towards the de-identified face Ideidreal ,
as shown in Figure 4. Each step from Ireal to Ideidreal creates the
illusion that a minor facial feature of I celebreal is added to the Ireal
while at the same time removing the facial feature of the Ireal .
We create caricatures for all the images produced in

each of the steps. The caricatures are generated using pre-
trained E and G, similar to those in [27]. The caricatures
are produced in three scales → small, medium, and large.
The scales provide the flexibility that our caricature uses for
different preferences or applications. The caricatures provide
additional privacy for the faces, which will be discussed in
Section IV.

IV. EXPERIMENTS
A. DATASET
We perform our experiment using the Celeba-HQ [52]
dataset, which contains 30,000 1024 × 1024 face images of
celebrities from the CelebA dataset with various attributes
like age, gender, race, etc. For our implementation, we resized
all the images to 256 × 256 resolution.

B. IMPLEMENTATION
Our de-identification framework utilizes multiple pre-trained
networks: a pre-trained encoder and a pre-trained Style-
GAN [27], ArcFace [54], attribute image network [53].
The optimization training of the middle layers of wdeid is
performed for 50 epochs. Our optimization is performed on
a single NVIDIA TITAN Xp with 12 GB of VRAM. Each
latent code optimization takes ∼1 minute/epoch. The latent
code generation from the encoders takes ∼20 seconds. Our
whole de-identification process is performed on 256 × 256
images.

C. DE-IDENTIFIED CARICATURE FACES
We compare different results with different de-identification
optimization margin values for caricatures. In Figure 5,

FIGURE 4. Visualization of our interpolation results from input to the
de-identified face with different caricature scales. The first column
presents the face from input to the de-identified face. (a) Caricature with
scales → small, (b) caricature with scales → medium, and (c) caricature
with scales → large.

we show the qualitative results of our de-identification
method with different values of the α that controls the
dissimilarity between the real and the de-identified face
images. When α = 1, the de-identified face is highly similar
to the target celebrity face. In contrast, when α = 0, the
de-identified face has a high identity difference with the
target celebrity face, creating a new face from the orthog-
onality between the target celebrity and the de-identified
face.

We create different caricatures with different scales for
all the de-identified faces. Figure 5 shows the caricature
faces for the de-identified faces with small, medium, and
large scales. The generated caricatures are distinct, and we
can easily distinguish whether a face has been manipulated,
which fulfills our primary goal of using face caricatures in
de-identification. Different people have different preferences
for facial exaggeration, so providing different scales of
exaggeration (like small, medium, and large) gives flexibility
in our caricature approach.

To test our different scales of caricature generation on
machine recognition, we take the example shown in Figure 5.
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FIGURE 5. Visualization of our result with different caricature results. (a) Input face, (b) target celebrity face,
(c) de-identified face [α = 1], (d) Our caricature de-identified face [α = 1] with different scale → [small; medium; large],
(e) de-identified face [α = 0], (f) Our caricature de-identified face [α = 0] with different scale → [small; medium; large].

We used a face recognition (FR) model, ArcFace [54] trained
with the LFW [55] and a custom face set for our face
recognition experiment. Table 1 shows the recognition result.
✓ indicates when the FR successfully identifies the input
face, and ✗ indicates when the FR fails to recognize the
input face identity. The FR fails to recognize the caricatures
with scales → large, while the FR can still recognize scale
→ small and medium. This shows that the scales → large
provide privacy protection from trained FR.

TABLE 1. Face recognition test of the example set shown in Figure 5.

D. DE-IDENTIFIED FACES
The evaluation of our de-identification results with dif-
ferent optimization margin values is shown in Table 2.
We compare the results with the target celebrity identity.
We use Curricularface [56] for computing identity similarity.
The de-identified result with α = 1 has higher identity
similarity than α = 0. We also compare the similarity of the
results with the input faces using LPIPS, pixel l2 distance,
and SSIM to evaluate the degree of facial information
preservation.

TABLE 2. Comparison of our de-identified faces with target celebrity and
input face.

FIGURE 6. Comparison of different face privacy methods. (a) Input face,
(b) CIAGAN [48], (c) DeepPrivacy [47], (d) FIT [49], (e)RiDDLE [50], (f) our
caricature de-identified face [α = 1] with scales → large, and (g) our
caricature de-identified face [α = 0] with scales → large.

E. COMPARING DIFFERENT DE-IDENTIFICATION
TECHNIQUES
We compare our method with only de-identification meth-
ods, as face-obfuscation methods conceal identities but

19350 VOLUME 12, 2024



L. Laishram et al.: Face De-Identification Using Face Caricature

compromise the usefulness of the image. We compare our
method with CIAGAN [48], DeepPrivacy [47], FIT [49]
and RiDDLE [50], as shown in Figure 6. CIAGAN
drastically ruins the image’s original structure and has
unsatisfactory artifacts. Although DeepPrivacy generates
identical facial traits, it limits identity variation despite
having superior image quality and realism. FIT can pro-
duce highly concealed, anonymous photos with success.
In general, RiDDLE produces realistic and varied anony-
mous faces. The issue with these techniques is that
it is very difficult to distinguish whether the face has
been swapped or manipulated, as most results are very
realistic. Our de-identification generates distinct caricature
faces in which a person can easily distinguish between
manipulated and original faces while keeping all the facial
attributes.

We perform a quantitative evaluation between all the de-
identification methods: CIAGAN [48], DeepPrivacy [47],
FIT [49] and RiDDLE [50] with our results and different
caricature results. Table 3 shows the evaluation results.
We randomly sampled 500 celebA-HQ and performed
all the de-identification methods for comparison. We use
Curricularface [56] for computing identity similarity. It is
important to note that our different caricature scales provide
additional privacy protection. Scale → large provides the
most protection. Table 4 shows the evaluation of the
usability of our results. Our approach excels in maintaining
comprehensive facial details. We assess the image quality
of our result using the Fréchet Inception Distance [57].
Our technique attains a lower FID, signifying superior
generation quality in deidentification compared to current
methods.

TABLE 3. Comparison of identification rate with other methods. The
lower the de-identification value in the table, the better the privacy
protection.

F. USER STUDY
We perform different user studies to check how effective our
method is. We perform three different user studies.

TABLE 4. Utility evaluation using dlib and MTCNN.

1) USER STUDY 1: RECOGNITION RATE OF CARICATURE
FACES
The first user study is to check if our caricatures are
recognizable. This study aims to check whether a user
can recognize a celebrity, given that the celebrity is well-
known and the user is very familiar with the celebrity.
We experimented with caricature exaggeration scales →

small, medium, and large. We gathered 30 movie enthusiasts
and provided 30 Hollywood celebrity caricature faces for
each scale. All the celebrity faces in each exaggeration scale
are diverse, with different poses, backgrounds, etc.

TABLE 5. User Study 1: User recognition rate with different caricature
scales.

Table 5 shows the result of the recognition rate. We can
conclude that even after scale → large exaggeration of
the face, a person can easily recognize the identity of the
caricature face, given that they are very familiar with the
target identity.

2) USER STUDY 2: HUMAN PERCEPTION VS FACE
RECOGNITION MODEL
We perform our second user study with human perception.
This experiment aims to know how much human perception
affects the de-identification process and compare the user
recognition results with the results of a face recognition
model.We use well-knownHollywood celebrity faces to trick
a person into thinking that the de-identified face is the target
celebrity, while the trained face recognition model recognizes
the identity as the input face. An example set is shown in
Figure 7, where we can see that the features of the input face
appear to be more similar to the celebrity face in each step.

We used a face recognition (FR) model, ArcFace [54]
trained with the LFW [55] and a custom face set for our
face recognition experiment. Table 6 represents the result
of the example set in Figure 7 for the face recognition
model. We observe that the FR model recognizes the input
faces till column (3), even though many facial features of
the target celebrity face are present. ✓ indicates when the
FR successfully identifies the input face, and ✗ indicates
when the FR fails to recognize the input face identity. This
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FIGURE 7. User Study 2: Examples of de-identification steps towards
celebrity. (a) Input face, and (b) de-identified face.

visualizes the margin between the input and the celebrity
faces in the trained FR feature embedding.

We evaluate the human perception using multiple users on
the condition that the users are familiar with our selected
celebrities. Table 7 represents the result of the example set in
Figure 7 for the human perception experiment. We can trick a
user into thinking that the identity face is a celebrity while the
FR recognizes it as the input identity. The user still thinks the
identity of the face is a celebrity till some cases in column (2).
✓ indicates when the user recognizes the face as a celebrity,
and ✗ indicates when the user doesn’t recognize the face as a
celebrity.

The selection of which face to use for the de-identification
depends on the specific application. There is a tradeoff
when selecting the de-identified face depending on the
application, whether we want the misclassification for an FR
system or to trick user perception. Our approach provides
a wide range of faces for de-identifying one specific
face.

TABLE 6. User Study 2: Face recognition result of input face from Figure 7.

TABLE 7. User Study 2: User recognizing as celebrity from Figure 7.

FIGURE 8. User Study 3: Examples set of the user study on
distinguishability of caricature faces. Each row represent one example
set.

TABLE 8. User Study 3: User distinguishable rate for manipulating faces
using different caricature scales.

3) USER STUDY 3: DISTINGUISHABILITY OF CARICATURE
FACES
We performed our third user study on caricature distinguisha-
bility. This experiment aims to check how easily a caricature
face can be distinguished, provided the caricature faces are
manipulated. We experimented with caricature exaggeration
scales → small, medium, and large. We gathered 30 users
for our experiment. Figure 8 shows an example of our
experimental setup. Each row provides one specific example
and consists of four faces. We also provide face sets with no
caricature, as shown in the first row, a set of four original
images with no caricature. The second row is an example for
scale → small, the third row is for scale → medium, and the
fourth row is for scale → large. We experimented with a total
set of 80, each with four face images. The sets are uniformly
distributed into 20 sets each, 20 sets of no caricature, 20 sets
of caricature with scale→ small, 20 sets of caricature set with
a scale → medium, and 20 sets of caricature with a scale →

large. We mixed the sets for our experiment.
Table 8 represents the user distinguishable rate for our

caricature with three different scales. We observe that with
scale → large, it is effortless to distinguish caricature faces
from original faces. Most of the caricatures with scale →

medium can be identified. To distinguish caricature faces
with scale → small scale is difficult, as there are faces with
big eyes and lips by nature, creating confusion during the
experiment.
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V. CONCLUSION
We provide a novel method for face de-identification using
facial caricatures. The caricatures are the exaggeration of the
mouth and the eye regions of the faces, whichmakes them dis-
tinct. The caricature makes the faces easily distinguishable,
whether they have been altered or not. As far as we are aware,
this is the first face de-identification technique that takes into
account both face recognition models and human perception.
We investigate the trade-off between a facial recognition
model that attempts to identify the original identity and a user
who incorrectly associates the original identity with a well-
known celebrity. We evaluate the effectiveness and impact
of our method by performing extensive user research and
qualitative and quantitative evaluations.

A. LIMITATION AND FUTURE WORK
Our de-identification framework depends on a pre-trained
StyleGAN generator, which introduces particular constraints
inherent in the framework due to the limitations of the
utilized GAN generator in reproducing faces that statistically
resemble the originals. Another area for improvement within
the proposed framework is the inversion method, which could
potentially result in inaccurate latent code inversions that
could consequently impact the de-identification outcomes.
For the future work, the inversion process can be improved
with the aspect of facial occlusion and also the potential
to process faster and more accurately in multiple video
frames. Improvement of the de-identification process for the
target celebrity using additional losses and changes in the
framework to make it more robust.
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