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ABSTRACT With the global population aging, the demand for technologies facilitating independent living,
especially for those with cognitive impairments, is increasing. This paper addresses this need by conducting a
comprehensive evaluation of the Rostock Kitchen Task Assessment dataset, a pivotal resource in kitchen task
activity recognition. Our study begins with an in-depth introduction, emphasizing the increasing prevalence
of neurodegenerative disorders and the crucial role of assistive technologies. Our contributions encompass
a systematic literature review, design and implementation of a working prototype of our envisioned system,
refinement of the Rostock Kitchen Task Assessment dataset, creation of a semantically annotated dataset,
extraction of statistical features, comparative analysis, and rigorous model performance assessment. The
core of our work is the thorough evaluation and benchmarking of different activity recognition approaches
using the aforementioned Rostock Kitchen Task Assessment dataset. Our experimental results demonstrate
that despite encountering an imbalance problem in the dataset, the fusion of the Hidden Markov Model
and Random Forest leads to superior results, achieving a weighted-averaged Fi-score of 74.10% for all
available activities and 81.40% for the most common actions in the Rostock Kitchen Task Assessment
dataset. Moreover, through systematic analysis, we identify strengths and suggest potential refinements,
thereby advancing the field of kitchen activity recognition. This offers valuable insights for researchers and
practitioners in assistive and remote care technologies.

INDEX TERMS Pervasive healthcare, neurodegenerative disorders, multistage activity, kitchen task
assessment, action detection, activity recognition.

I. INTRODUCTION particularly the elderly, face the dual challenges of declining

Aging brings with it a growing concern for neurodegenerative
conditions, notably Alzheimer’s disease (AD) [1]. Projec-
tions from the World Health Organization (WHO) indicate
that by 2030, an estimated 65.7 million individuals will
be primarily afflicted with Alzheimer’s disease (AD) [2].
Amongst these, individuals with cognitive impairments,
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the level of independence and safety issues [3].

As a response to this demographic shift, remote care
applications have gained attention. People with dementia
(PwD) and cognitive impairments frequently encounter
challenges while performing routine Activities of Daily
Living (ADLs), such as cooking, which can be complex
and mundane. Assistive Technology Devices (ATDs) have
assumed a key role in providing support to PwD and cognitive
impairments [4]. These devices serve as beacons, guiding
navigation and delivering timely medication reminders, while
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providing expert guidance through the intricate process of
culinary tasks. Moreover, these technologies act as virtual
sentinels, remaining observant against potentially dangerous
behaviors by reminding individuals to switch off cooking
appliances or even taking control remotely. Contemporary
innovations, such as applications on smartphones and com-
puters, advocate for a user-driven, step-by-step prompting
approach [5]. This method is a cornerstone in assisting
multi-step tasks like cooking or other vital daily activities for
the elderly, and underscores a critical aspect of assistive tech-
nologies: discerning precisely when and where intervention
is warranted, all tailored to the specific circumstances and
profile of the user [4], [6].

Effective care is built on a nuanced comprehension
of human behavior within a given environment [7]. This
understanding is often facilitated through a combination of
sensors, audio inputs, and visual cues. Insights gained from
these sources enable precise inferences about a person’s
actions, all framed within the contextual information of
their surroundings [8], [9]. However, modeling, which
hinges on annotated data, poses a significant challenge:
it requires precise and time-intensive data collection and
labeling.

Remote Care Technologies (RCTs) are emerging as
technologies within the domain of assistive technologies
for individuals suffering from cognitive impairments. These
technologies initiate real-time monitoring within smart
homes, providing invaluable insights for surveillance of
ADLs and providing support to patients and caregivers [10].
Collaborative tools, ranging from unassuming paper calen-
dars to sophisticated user-driven digital prompts, alleviate
cognitive burdens and are especially efficacious for tasks like
cooking among the elderly [11], [12].

Individuals with Traumatic Brain Injury (TBI) often
exhibit abnormal behavior during multi-stage activities,
which can be categorized into three main types: chal-
lenges related to experience, following steps, and cognitive/
emotional factors. Among daily tasks, independent kitchen
activities have been found to significantly impact overall
well-being, health, social roles, self-esteem, and emotional
balance [11], [13], [14]. Therefore, the demand for recog-
nizing multi-step activities, particularly in cooking scenarios,
has increased due to their pivotal role in nurturing inde-
pendent living, especially for those suffering from cognitive
impairments. However, the term of Kitchen Task Assessment
(KTA), interwoven with the domain of remote care, presents a
challenge: the need for a robust, versatile object and Activity
Recognition (AR) system. Such a system must discerningly
discriminate between diverse cooking items and activities
while detecting symptoms and tracing the progression of
neurodegenerative disorders in real-world conditions [7],
[15]. The KTA, a context of diverse objects shared across
multiple activities, has been significantly reinforced by sev-
eral approaches and datasets, investigated by the KTA dataset
for object usage detection, AR, and error measurements due
to cognitive impairments by Yordanova et al. [16], [17].
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TABLE 1. Description of kitchen task evaluable skills [13].

Evaluable skills Description

Initiation Evaluation of the subject’s ability to begin

the tasks

Organization Evaluation of the subject’s ability to gather
the necessary tools and use them appropri-

ately while performing tasks

Inclusion of all steps Evaluation of the subject’s ability to perform

all the major steps alone without assistance

Sequencing Evaluation of the subject’s ability to perform

tasks in a functional sequence

Judgment and Safety Evaluation is based on how the person man-
ages the use of tools that may cause injuries

such as stove or hot pot.

Completion Evaluation of the subject’s ability to com-

plete the tasks

Il. PROBLEM STATEMENT

As previously noted, among ADLs and multi-step activities,
kitchen tasks play a crucial role in people’s cognitive abilities
essential for independent living. Research has consistently
demonstrated that performing these tasks autonomously
significantly contributes to an individual’s overall well-
being, success in social roles, self-esteem, and control of
emotions [11], [13], [14].

Indeed, the KTA, which occupational therapists developed,
provides a functional measurement evaluating cognitive
processes that affect task performance [13]. Moreover, it can
be performed either in a clinic or in the person’s home in a
short period of time [18]. In general, the aim of the KTA is
assessing the skills of initiation, organization, the inclusion
of all steps, sequencing, safety and judgment, and completion
while the task is being performed [13], [16], [19]. These skills
are described in Table 1.

Considering the described kitchen task evaluable skills
and observation of abnormal behavior, KTA can achieve the
following goals [18]:

« Evaluate the cognitive processes that affect task per-
formance and record the level of cognitive support
necessary for successful task completion.

« Allow the clinician to observe and translate the person’s
performance into strategies the caregiver may use to
manage the cognitively impaired person in other ADLs
and instrumental tasks.

o Generate a score to measure changes in performance
over time (either progression or improvement).

The initial step in addressing these challenges lies in the
system’s proficiency in AR. It is important to note that
AR within the kitchen environment presents a particularly
demanding task, as it encompasses the assessment of
initiation, organization, and completion skills, adding an
extra layer of complexity to the evaluation process. Indeed,
a significant challenge arises during the process of data
acquisition and labeling for creating robust AR models.
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Moreover, refining annotations for detailed datasets like the
KTA dataset [16], [17] presents a critical task.

Therefore, in this study, we start by investigating different
existing methods in a systematic review. We then focus
on a specific cooking situation, using the very detailed
Rostock KTA dataset. We create a prototype of a system
and improve the available semantic annotation. Finally,
we compare different classification methods based on the
improved annotations.

IIl. CONTRIBUTIONS
The contributions of the paper are as follows:

o Systematic Literature Review: Our work is grounded
in a rigorous systematic literature review, which
involved the relevant studies centered around AR in
kitchen environments.

+ Enhancement of the Rostock KTA Dataset Quality:
We extend and correct the existing semantic annotations
and evaluate their quality by calculating the inter-rater
reliability between two annotators. This step ensures the
accuracy and reliability of the annotated data.

+ Development of the Prototype System: We design
and implement a working prototype of our envisioned
system.

« Statistical Feature Extraction and Comparative
Analysis: We conducted an extensive analysis by
extracting various statistical features and comparing
them with different categories of features and sensors.
This detailed examination included an in-depth inves-
tigation into the impact of various sensor types on the
recognition process.

e Model Performance Evaluation: We carried out
extensive experiments with the Rostock KTA dataset
gathered in a smart kitchen test-bed with 12 partici-
pants to evaluate the system performance considering
several state-of-the-art techniques such as Support
Vector Machines (SVM), k-Nearest Neighbours (kNN),
Decision Trees (DT), and Bidirectional Long short-term
memory (BiLSTM), as well as fusion of Hidden Markov
Models (HMM) with Random Forest (RF).

« Publication of the Annotated Dataset: The annotated
dataset, along with its detailed methodology, will be
made publicly available on GitHub! upon the publi-
cation of this manuscript. This resource is intended to
facilitate further research and applications in the domain
of AR.

The remaining sections of the paper are structured as
follows. In Section IV we present a thorough literature review
of existing approaches to AR in kitchen settings. We analyzed
several features of the systems and we found: their ability
to recognize fine- vs. coarse-grained actions, their public
availability for benchmark purposes, the sensor technology
they make use of, and their applicability in the detection of
erroneous behaviour.

1 https://github.com/DataScienceLab-HGW/Benchmark_KTA_Rostock
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Section V elaborates on the methodology utilized to
establish the benchmark for the KTA dataset. This includes
comprehensive insights into sensor technologies, data col-
lection, and annotation procedures. Additionally, it addresses
crucial aspects related to the consideration of normal behav-
ior and the simulation of erroneous behavior. These measures
are employed to evaluate errors in kitchen task proficiency
and track the progression of cognitive decline symptoms.
In Section VI, we present the experimental setup, results,
and analyses. It provides an analysis of the effectiveness
of our proposed annotation approach and feature extraction
methodology. Section VIII summarizes our findings, delves
into their implications, and future research directions.

IV. SYSTEMATIC LITERATURE REVIEW

For our study we conducted a comprehensive systematic
literature review, mirroring the approach outlined in [20],
considering relevant AR studies within a kitchen environ-
ment. Our primary emphasis was on approaches developed
or evaluated using openly accessible datasets, with a
reliance on sensor data from ambient, wearable, cameras,
objects and even radar and audio sources. Furthermore,
these selected approaches exhibit proficiency in managing
activities, whether fine-grained or coarse-grained, and a
subset of them demonstrates effectiveness in addressing
erroneous behaviors.

This literature review illuminates crucial facets regarding
the utilization of the Rostock KTA dataset in this research.
Notably, the KTA dataset stands out as a rare artifact in
kitchen AR, encompassing instances related to cognitive
impairment and erroneous behavior. Furthermore, it serves as
a notable benchmark for sensor technology integration when
compared to other datasets. Drawing on insights from related
literature, approaches can be skillfully applied to yield novel
insights when employed with the KTA dataset. This dataset
occupies a distinctive niche, boasting features like public
accessibility, diverse sensor observation types, and expertise
in handling fine-grained actions.

A. SEARCH AND SELECTION STRATEGY

For our literature search, we utilized esteemed publication
databases including IEEE Xplore, PubMed, Scopus, and Web
of Science (WoS) considering academic studies published in
peer-reviewed journals and in proceedings of international
conferences in English. These databases were chosen for their
relevance to computer science publications and their user-
friendly features, allowing for specific term searches within
titles, abstracts, and keywords. While each database may
have slight variations in query syntax, it doesn’t alter the
underlying meaning or intent of the query.

The methodology we applied for our literature study
comprised three distinct phases for extracting and final-
izing pertinent papers, including Search Phase and Paper
Extraction, Pre-Selection Phase, and Full Text Analysis and
Selection Phase. We explain each of these phases below.
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TITLE-ABSTRACT-KEYWORDS ( ( "kitchen" OR "cook" OR "food
preparation” OR "meal-taking" ) AND ( "kitchen task"
OR "kitchen activity" OR "cooking" OR "activities of
daily living" OR "ADL" OR "daily life" OR "Activity —
aware" OR "Situated Actions" OR "Situation awareness"
OR "daily routine" ) AND ( "IOT" OR "web of things"
OR "WoT" OR "sensor" OR "GPS" OR "accelerometer" OR "
gyroscope"” OR "mobile device" OR "mobile data" OR "
wearable” OR "positioning technology" OR "smart home"
OR "ambient intelligence" OR "Intelligent technology
" OR "intelligent system" OR "non-invasive" OR "
intelligent assistive" OR "assistive device" OR "
device free" OR "smartphone" OR "human computer
interaction" OR "hci" OR "mobile health" OR "
healthcare" OR "ambient assisted living" OR "aal" )
AND ( "detection" OR "analysis" OR "classification"
OR "reconstruction” OR "monitoring" OR "assessment"
OR "recognition" ) ) AND ( LIMIT-TO ( DOCTYPE , "cp"
) OR LIMIT-TO ( DOCTYPE , "ar" ) OR LIMIT-TO (
DOCTYPE , "re" ) ) AND ( LIMIT-TO ( LANGUAGE ,
English" ) )

FIGURE 1. Our search query.

1) SEARCH PHASE AND PAPER EXTRACTION

This phase encompassed a thorough delineation of terms,
keywords, and logical formulas critical for the precise
identification of relevant articles within our interest domain.
These elements were instrumental in shaping our search
query and its subsequent execution across the publication
databases. Indeed, the formulation of the query (refer to
Figure 1) was the result of a comprehensive brainstorming
session, integrating multiple terms relevant to our topic of
interest, coupled with insights derived from our extensive
experience with scientific publications in this domain.

The entire query is broken down into five sections linked
by the “AND” operator. The initial section encompasses
various terms associated with kitchen environments. Given
our focus on recognizing kitchen activities, the second section
targets publications centered around cooking, kitchen tasks,
daily living activities, and situated actions. In the third
segment, we narrow down to papers specifically addressing
sensor devices and pervasive computing technologies. The
fourth section filters for papers concerning diverse monitor-
ing techniques, while the final segment exclusively retrieves
papers published in conference proceedings or scientific
journals in English. We executed the formulated search query
and stored the paper’s link along with its metadata (including
authors, publication year, journal, link, doi, etc.). This phase
yielded an initial pool of 691 papers.

2) PRE-SELECTION PHASE

In this phase we removed all duplicate papers, keeping
548 papers. Then each paper’s title and abstract were
carefully examined to make an initial assessment of its
relevance. In case of disagreement, the paper was discussed
between all of this articles’s authors to reach a consensus
which was subsequently refined to 154 papers. The majority
of papers were excluded as they either did not utilize sensor
devices or pervasive computing technologies, focused on
activities unrelated to kitchen settings, or concentrated on
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monitoring aspects such as indoor air quality, smoke alarm
systems, identifying water usage patterns, detecting objects,
or supervising cooking assistants in the form of robots, text,
or mobile applications.

3) FULL TEXT ANALYSIS AND SELECTION PHASE
Papers which we considered potentially relevant underwent
precise reading and the information needed for our study
has been extracted from them. Further refinement during this
phase by considering our inclusion criteria led us to select
54 research papers.

The outcomes of our literature review are summarized in
Table 2.

B. FINDINGS FROM THE SYSTEMATIC LITERATURE
REVIEW

In this section, we systematically analyze and evaluate
our literature findings, considering several features which
play a pivotal role in kitchen AR. First, we discuss the
public availability of the datasets used in the works we
found. Ensuring that a dataset is freely available ensures
reproducibility and enables benchmarking. The second
feature we discuss is the sensor technology. For us it is
important to find out if single-modality or multi-modality
approaches are predominantly utilized. The particular types
of sensor technology is also of interest, since it might
provide information about advantage or limitations. The third
important aspect is the action granularity. We focus on
delineating between coarse-grained and fine-grained actions.
Here, we examine how activities are defined and recognized
in the studies, offering an in-depth understanding of the level
of detail considered in the recognition process.

Lastly, we turn our attention to how the studies account for
anomalous or erroneous behavior. This subsection addresses
whether the research performs AR for abnormal situations
or behaviors, underlining the critical importance of robust
recognition systems in kitchen AR.

1) PUBLIC DATASET AVAILABILITY

Conducting comprehensive experiments in naturalistic set-
tings is vital for evaluating tools and methods effectively.
However, this domain presents challenges in establishing
experimental test-beds and involving a diverse participant
pool, encompassing both normal and erroneous behavior.
Additionally, the involvement of sensitive information often
restricts data accessibility. As a result, there is a scarcity
of publicly available, large-scale datasets spanning extended
time periods and including a substantial number of individu-
als.

Out of the papers examined (as presented in Table 2),
approximately 35% (19 papers) discussed the utilization of
publicly available datasets for kitchen AR. Notable examples
include Carnegie Mellon University’s Multi-Modal Activity
(CMU-MMAC) Database [31], Epic Kitchens [36], [37],
Cooking activity dataset with macro and micro activities [74],
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TABLE 2. The results of our literature study. Abbreviations as folow: CS: contact sensor, THS: thermal sensor, ACC: accelerometer, LRS: laser range
sensors, IRC: infrared cam, CCDC: CCD camera, IRSMD: infrared sensors for movement detection, IMU: Inertial measurement unit, TEMP: temperature,
€02: CO2 presence, MAG - magnetic switch, PIRMS: passive infrared movement sensor, LUM: luminiscence sensor, HUM: humidity, USD: ultra sound
sensor to measure distance, ELCONS: electrical consumption sensor, WCONS water consumption sensor, WUS: water usage sensor, MS: movement sensor,
RS: reed sensor, WPS: water pressure sensor, PS: pressure sensor, LLS: light level sensor, NLS: noise levels sensor, DLS: dust levels sensor, LIM: limit
switch,RFID Radio-Frequency Identification, RFIDT: RFID-tags, DC: RGB camera with depth information, PWD: power load sensor, VS: vision sensor, C: RGB
camera, SS: smoke sensor, SWACC: smart-watch accelerometer, MACCG: mobile device accelerometer and gyroscope, MACCGMAG: mobile accelerometer,
gyroscope, magnetometer, PT: paper-tags, SC: stereoscopic camera, FS: float sensor.

Publicl Sensors Technology Actions Granularity
ublicly Cameras
Ref- | Available Ambient sensors . L Radar inkl. Audio | . o Frroneous
Dataset mbient sensors Body sensors Object sensors Sensors depth Sensors Fine-grained | Coarse-grained
cameras

[21] PT SC v v v
[22] v v v

[23] CS, THS ACC CS v

[24] LRS, MAG, LIM RFIDT IRC, CCDC v v

[25] IRSMD, CO2, TEMP MAG v

[26] THS CS v v v
[27] MS CS v

[28] ACC v v

[29] ACC v

PIRMS, LUM,

1301 HUM, TEMP, ACC v

31 v IMU v v

32 DC v

33 USD, TEMP, HUM v v

ELCONS, WCONS,

[14] v MS, TEMP DC v v

[34] ELCONS, PD, MS, PWD ACC VS v

[35] RS, PIR v

[36] v C v v

[37] v C v v

[38] v C v

[39] TEMP, CO2, HUM, MS, SS C v v
40 DC v

41 IMU v

42 DC v

43 MYOA DC v

44 v PIRM, PS, RS, FS, CS v v

[45] v v

[46] OM C v

[47] MACCGMAG, MGPS C v

[48] DC v

[49] v SWACC v v

[50] v C

TEMP, HUM, LLS,
[51] v NLS, DLS, MS, v v
WUS, EUS

[52] v DC

[53] v MAG, RFID MACCG C v

[54] v C v

[55] v v v

[56] C v v

[57] v DC v

[58] DC v

[59] IRSMD v

[60] DC v v

[61] C v

[62] v DC v

[63] MAG RFID gloves RFID tags C v

[64] EM, RS, PS, TEMP

RFIDT, LLS,TEMP,

[65] PS ACC Y ’

[66] v ACC v

[67] PT SC v v
[68] RS, PIR, PS RFID, ACC C v v
[69] v RS, RFID readers RFID v

[70] v v

[71] (wrist RFID reader) v v

[72] v v

[73] WPS v

and SPHERE [51], among others. Surprisingly, the majority
of researchers relied on their own data and observations,
without making them accessible to others. This lack of
data sharing hampers the reproducibility of experiments,
rendering benchmarking unfeasible in such cases.

It’s worth noting that in some publicly available datasets,
annotations consist solely of a set of labels without an
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underlying structure. This leaves room for potentially
annotating causally impossible sequences of events. The
absence of structured annotations can pose significant
challenges, particularly when validating more complex
symbolic structures, as annotation labels fail to represent
relations between activities [75]. To address this, the authors
of [76] endeavored to provide semantic annotation for CMU-

VOLUME 12, 2024



S. Zolfaghari et al.: Enhancing Kitchen Activity Recognition: A Benchmark Study of the Rostock KTA Dataset

IEEE Access

MMAC [77], thus establishing ground truth annotation.
The resulting annotation is publicly accessible for further
research.” However, it’s important to note that these structural
annotations are confined to the examples within the dataset.

In light of these considerations, we posit that the KTA
dataset [16], [17] stands as a crucial resource for future
benchmarking endeavors.

2) SENSOR TECHNOLOGY

In our exploration of sensor technology, a critical aspect was
discerning whether prior studies employed single-modality or
multi-modality approaches. In single-modality approaches,
a specific type of sensor technology is employed.

Experimental results have convincingly demonstrated the
reliable recognition of kitchen activities through embedded
sensors in kitchen items. Notably, distinguishing between
seemingly similar activities, such as ‘“making tea” and
“making green tea,” was facilitated by object sensors, which
discerned the specific objects in use [75]. However, the
scalability of object-based approaches poses a substantial
challenge, given the multitude of objects that require
discrimination and the complexity of annotating data for
each object under realistic conditions [15]. Additionally,
recognizing less distinct activities, like slicing, dicing, and
scraping, which are inherently fewer in number, proves to be
a formidable task [78].

Consequently, multi-modality approaches, which lever-
age multiple sensor technologies, have been employed to
infer the performed activities. Integrating sensors such as
cameras and wearable Inertial Measurement Units (IMUs)
alongside object sensors enhances prediction and assessment
robustness. Moreover, it enriches the quality of annotation,
providing a dependable ground truth for human AR. This
approach also incorporates contextual information into the
annotation, enabling the automatic learning of object models
from video or other sensor data and the application of
common-sense knowledge to activities. This ensures scala-
bility and facilitates reliable quantification of the recognition
performance [15], [16].

In certain studies ([15], [16], [79], [80]) researchers not
only embedded sensors in kitchen utensils and employed
wearable IMUs but also utilized cameras positioned on the
wrist, head, or in a fixed location to capture the surrounding
space. Although the integration of cameras significantly
enhances the accuracy of ADLs and goal recognition, it raises
privacy concerns, as it may inadvertently capture aspects of a
user’s private life [81].

In summary, our review of existing studies revealed that
the predominant approaches are based on the amalgamation
of multiple sensor technologies. Notably, around 31% of
the papers we surveyed exclusively utilized various types of
cameras (RGB and/or depth cameras) for AR, highlighting
the common practice of addressing kitchen AR scenarios by
exclusively relying on visual features as a singular modality.

2http://purl.uni-rostock.de/rosdok/idOOO()O 163
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It’s noteworthy that only one work [23] presented an ADLs
recognition approach incorporating all three types of sensors:
ambient, body, and object. Within the comprehensive review
of 54 papers, [55] and [72], exclusively utilized audio sensors.

3) ACTIONS GRANULARITY

In the realm of AR, a fundamental distinction is often drawn
between coarse-grained and fine-grained actions. Coarse-
grained actions encompass broad ADLs, such as walking,
washing dishes, and cooking food. Conversely, fine-grained
actions constitute atomic actions that are integral parts of
larger activities, often involving the manipulation of objects.
For instance, the coarse-grained action of ‘“washing dishes”
can be decomposed into finer actions like ““taking a dish’” and
“turning on the tap”.

As delineated in Table 2 of our literature review,
researchers frequently explore both types of action granu-
larity concurrently, with only 18 papers exclusively focusing
on coarse-grained actions. This reflects the recognition that
activities are often deducible by identifying sequences of
atomic actions and the objects involved in their execution.
For example, in a study by Yordanova et al. [51], the
coarse-grained action of “preparing healthy food” was
discerned through the observation of fine-grained actions
like ““drink”, “clean”, and “‘put”. Another instance is the
approach by Chatterjee et al. [31], where coarse-grained
actions (referred to as macro-activities) were disaggregated
into finer-grained actions (micro-activities). For instance, the
action “‘take baking pan”’ was represented as the sequential
series of finer-grained actions: ‘“‘open bottom cupboard, take
the pan, and finally close the cupboard”.

Ultimately, the chosen level of granularity is a pivotal
consideration, contingent upon the ultimate research goal.
Various combinations of sensors, as depicted in Table 2,
afford multiple avenues for realizing both types of AR.

4) ERRONEOUS BEHAVIOR

Our literature review underscored a limited exploration
of erroneous behavior within the context of kitchen AR.
To make KTA applicable for AR and remote care scenarios,
it’s imperative to account for anomalous behavior.

Only in six instances did researchers endeavor to pinpoint
abnormal kitchen behavior. For example, Zari’c et al. [33]
linked erroneous behavior to the use of a hotplate during
cooking, focusing solely on activities during the cooking
stage. While they modeled situations potentially endangering
individuals during cooking, such as a plate being turned on
without objects on it, they did not cover cases such as the
completion of a cooking task, initiation, or organization (see
Table 1). In the CMU-MMAC Database [77], instances of
anomalous behavior during cooking encompassed sudden
fires, smoke, house robbery, distractions while cooking,
and ingredient omissions while preparing a salad. Another
work by Garcia et al. [26] introduced a petri-net based
model capable of detecting errors in recipe executions
involving elderly individuals. However, the model in the
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paper specifically caters to precisely modeled sequences,
with limited information on real-world application and
dataset specifics provided.

Magherini et al. [67] presented a temporal logic approach
for detecting deviations from the normal execution of kitchen
tasks, primarily focusing on correct coffee preparation. Their
models, expressed in temporal logic formulas, verified the
proper execution of sequential actions, interleaved actions,
incomplete actions, and repeated actions. However, the
introduced erroneous scenarios were fairly constrained (e.g.,
user receives a phone call and forgets to complete the task).
In a subsequent work, Magherini et al. [21] employed a
similar approach to recognize incorrect coffee preparation
and incorrect medication intake.

Biswas et al. [68] addressed the erroneous behavior of
elderly patients with mild dementia by extending the planning
approach introduced in [82]. They defined a correct plan as
an ADLs and an erroneous plan as a sequence of activities
deviating from an ADLs. While the researchers achieved
promising results in recognizing three erroneous executions
of a meal-time scenario, they did not explicitly detail the types
of errors made. However, they referenced another paper [83]
that described simulated errors, including initiation error,
completion error, and realization error.

In summary, our investigation into errors associated with
kitchen tasks revealed a limited number of research papers.
Moreover, the identified errors differed from the typical errors
observed in individuals with neurodegenerative diseases.
It is also noteworthy that datasets containing records of
these erroneous behaviors, as observed in the aforementioned
studies, are not openly shared.

Therefore, the exceptional nature of the Rostock KTA
dataset [16], which stands as one of the few publicly
accessible and unique resources specifically tailored for
capturing erroneous behaviors exhibited by patients with
neurodegenerative conditions and suitable for training and
evaluating algorithms. Notably, this dataset provides struc-
tured semantic-based annotations.

V. COMPREHENSIVE EVALUATION AND
BENCHMARKING OF THE ROSTOCK KTA DATASET

The section conducts a comprehensive evaluation of the
Rostock KTA dataset. It covers the dataset’s infrastructure,
object extraction, pre-processing, feature extraction, obser-
vation model, and experimental assessment. This evaluation
provides essential insights into the dataset’s capabilities and
suitability for various applications in kitchen AR.

A. SYSTEM OVERVIEW

Figure 2 provides an overview of our prototype system.
In this study, we operate under the assumption that Rostock
KTA offers a multi-modal infrastructure with the capability
to continuously monitor inhabitants from various perspec-
tives while engaging in kitchen tasks, ranging from a
coarse-grained assessment to a fine-grained level. A com-
prehensive explanation of the employed infrastructure and
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the entire dataset is detailed in subsection V-B. Our system
exhibits the capability to extract positional information not
only from localization infrastructures, but also by leveraging
the inhabitant’s interaction with sensor-equipped objects and
appliances, and even through the analysis of collected video
data.

As previously stated, this paper emphasizes re-annotation
derived from collected videos, the processing of embedded
and wearable sensor data, and fine-grained AR. This
encompasses the utilization of both conventional learning
models and advanced techniques like BiLSTM, a widely
recognized sequential RNN model in the field of AR.

B. ROSTOCK KTA MULTI-MODAL INFRASTRUCTURE

The primary objective of the KTA problem is to ascertain
an individual’s capacity to independently perform kitchen
tasks by evaluating the manner in which the task is executed
and identifying any associated errors [16]. Tracking the
progression of dementia presents certain challenges, as error
rates in performing kitchen activities tend to escalate until
the individual is no longer capable of completing them
autonomously.

To address this, the Rostock KTA multi-modal infras-
tructure continuously collects data as participants engage in
kitchen tasks, utilizing a variety of data sources, including
Wearable Sensors (WS) and Embedded Object (EO) sensors.
The video data, recorded at a sampling rate of 25Hz,
is captured by two types of cameras: one mounted on the
chest to capture hand interactions with objects, and another
handheld camera to record the person’s entire body.

Sensor data from manipulated objects are acquired through
DIANA-boards from Bosch Sensortec, operating at a sam-
pling rate of 25Hz. Each sensor incorporates an accelerometer
(Acc), gyroscope (Gyr), and magnetometer (Mag). These
object sensors are affixed to 37 objects using tape. Each time
a sensor is triggered, the platform transmits a raw sensor
event (rse = (ty, tsys, addr, accy y, 7, 8V7x.y.z, MAgx.y, 7)) to the
system. Here, #; denotes the sensor’s timestamp, yy; is the
system’s timestamp, addr corresponds to the MAC address
of the sensor within the system (retrieved from *‘sensors
information”), and accy,y,;, &Y7x,y,z» and magy. y, , represent
the generated values of Acr, Gyr, and Mag data along the x,
v, and z axes.

Furthermore, acceleration data from a full-body motion
capture suit (XSens MVN-Biomch) with 17 sensors, operat-
ing at a sampling rate of 120Hz, is collected during kitchen
tasks.

In addition to these sensors, data from the electrocardio-
gram and electrodermal activity, recorded at varying sam-
pling rates (ECG: 1024Hz, EDA: 64Hz, Acc: 64Hz, Temp:
1Hz, Barometric Pressure: 8 Hz), are also included [16], [17].

The Rostock KTA dataset comprises a total of 24 runs
involving 12 participants. This encompasses 12 runs exhibit-
ing normal behavior, while the remaining 12 runs include
simulated erroneous behavior to evaluate errors in kitchen
task proficiency, as detailed in Table 1, and to track the
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FIGURE 2. System overview.

progression of cognitive decline symptoms. For the purpose
of this study, we exclusively considered subjects who
executed the tasks without simulated errors. Furthermore,
data for 3 subjects were excluded due to missing information
and errors in actions and sensors recorded during kitchen
tasks, a confirmation provided by both annotators upon
review of the collected videos.

C. SEMANTIC-BASED REPRESENTATION AND OBJECT
EXTRACTION

In smart homes, assistive systems must possess cognitive
capabilities to understand dynamic situations in both tem-
poral and spatial dimensions, compensating for potential
cognitive limitations of inhabitants [84]. This necessitates
data that is interpretable and processable by these systems.
We advocate for the integration of semantic technologies,
enriching sensor data with comprehensive metadata and
precise meaning. This approach empowers automation
and advanced processing, enabling assistive systems to
make automated interpretations and informed decisions
based on semantic situational data. This is particularly
critical for achieving situation-aware assistance in kitchen
ADLs [85], [86].

Hence, this module addresses both syntactic errors inherent
to compilation and semantic errors related to validation [75].
Additionally, it determines how to formulate semantic
relations in the context of kitchen AR.

Indeed, the creation of precise, high-quality ground truth is
paramount for training intelligent systems in human behavior
recognition and providing effective user support. It also plays
a pivotal role in evaluating system performance [9]. In this
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application, contextual information is typically gathered
through an array of sensors attached to objects. Each sensor
monitors a specific aspect of a situation. Based on these
observations, our context modeling and semantic annotation
consider the intricate structure of kitchen tasks, encom-
passing information about actions, manipulated objects, and
additional contextual details.

Expanding our system to encompass smart homes inhab-
ited by individuals with chronic diseases, the integration of
contextual insights pertaining to these conditions allows us
to distinguish between normal and abnormal behaviors. This
leads to a more profound understanding of the root causes
behind errors in ADLs [85].

To accomplish this, we implement an offline annotation
procedure on the video data captured during the kitchen tasks,
allowing us to closely examine the participants’ cooking
activities. The proposed semantic annotation model, depicted
in Figure 3, encompasses crucial situation and contextual
details, including the specific ‘“‘action” undertaken, the
manipulated “object,” the manipulating hand, as well as spa-
tial and location information. Notably, certain annotations,
such as ‘“‘swap-milk-right-left” indicating the transition of
the milk from the right hand to the left, or “walk-table-sink”’
signifying movement from the table to the sink, are notable
examples of annotations utilized in this process.

The re-annotation process involved meticulously assign-
ing causally accurate labels using the ELAN annotation
tool [87]. This was carried out frame by frame, encompassing
both instances of correct behavior and artificially induced
erroneous behavior. Additionally, parallel actions were anno-
tated, accounting for actions executed with the left hand, right
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FIGURE 3. Semantic annotation model with an example for sequential
actions.

hand, or both hands during kitchen tasks. The format for
annotating parallel actions followed the structure of “action-
object-object-hand & action-object-object-hand”.

Furthermore, particular attention was given to rectifying
any discrepancies in identifying the manipulating hands (i.e.,
left, right, or both) in relation to the objects.

Subsequently, the semantic-based annotation was aug-
mented with additional details, including the manipulated
objects (termed as ‘“‘objects’), the hand involved, and the
corresponding start and end times of object usage. To validate
the causal correctness of our annotations, we employed a
plan-validation procedure akin to the methodology outlined
in [76]. Since our annotations essentially represent a sequence
of consecutive actions involving manipulated objects, each
experimental run can be viewed as a plan, transitioning from
an initial state to a specific goal state. This validation process
encompassed the following steps:

1) We manually created a comprehensive domain def-
inition using Planning Domain Definition Language
(PDDL) to model the kitchen task.

2) Individual problem files were developed for each
experimental run, defining the initial and goal states.

3) Our annotations were transformed into executable
plans.

4) Weemployed a PDDL plan validator to ensure the plans
were indeed executable.

It’s important to note that the annotations underwent a
rigorous evaluation process to gauge the level of agreement
between two independent annotators tasked with annotating
data from 12 individuals, encompassing both normal and
simulated erroneous runs. This process resulted in a com-
mendable average Cohen’s kappa of 0.9694. The average
interrater reliability per subject is further detailed in Table 3.

Furthermore, Table 4 presents a comprehensive list of
annotated objects, their respective locations, and corre-
sponding action classes. Additionally, Table 5 provides an
estimated distribution of activity classes among participants
based on the annotations of two independent annotators.
It is worth noting that actions such as ‘“loosen”, “drop”,
“hold”, and “‘release” were omitted from consideration due
to their infrequent occurrence and limited representation
across participants.

As evident, there exists an imbalance in the distribution
of samples among subjects and action classes. Specifically,
Table 5 highlights that the predominant class, namely ‘stir’,

14372

TABLE 3. Cohen'’s kappa score per subject.

Subjects | Cohen’s kappa

s001-kta 0.94386
s002-kta 0.95786
s003-kta 0.98850
s004-kta 0.98157
s005-kta 0.97658
s006-kta 0.98768
s007-kta 0.96455
s008-kta 0.94328
3009-kta 0.96563
s010-kta 0.96931
s011-kta 0.96091
s012-kta 0.97200

TABLE 4. Objects and actions used in the annotation and their types.

Type | Including

Placeable objects saucepan, hotplate, measuring_cup,
paper_cups, tool_jar, cutting_board,
saucepan_lid, clipboard

Other objects milk_lid, milk_seal,pudding_seal,
hotplate_dial, wooden_spoon,
rubber_scraper, milk, pudding_mix,

plastic_spoon

Actions stir, take, put, hold, shake, walk, wait,
scrape, pour, turn, turn_on, turn_off, screw,
unscrew, tear, swap, open, close, release,
drop, loosen

Location table, sink, fridge, wastebasket, floor, mid-
dle_of_room

Hand | left, right, both

accounts for over 53% of occurrences within each subject’s
dataset.

It’s worth noting that in addition to the collected data and
semantic-based representation, we have a valuable informa-
tion source referred to as “‘sensors information” (depicted
in Figure 2). This encompasses details about sensor offsets
in relation to annotations, as well as the mapping between
sensor addresses and their respective objects. This data will
play a crucial role in the synchronization, resampling, and
amalgamation of diverse information collected from multi-
modal sensors. It will also facilitate the identification of the
MAC address of the manipulated sensor during kitchen tasks.

D. PRE-PROCESSING AND FEATURE EXTRACTION
To preprocess the data, we initiated by removing values
corresponding to sensor downtime, which were labeled
as ‘unknown’. Following this, for synchronization and
resampling, given the clock drift in the wireless sensor
nodes, we employed the cubic spline method. This enabled
us to rectify the effective output data rate of each node by
resampling.

For sampling and feature extraction, we utilized a sliding
window approach. Features were computed using the R
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TABLE 5. Distribution of actions per subject.

i | Actions

Subjects

take | swap| walk| open| close| put | turn| unscrew| tear | pour | screw| shake| stir | turn_on| turn_off| scrape
s001-kta 6.3%| 2.9%| 3.2%| 0.1%| 0.3%| 4.5%| 0.4%| 0.1% 1.0% | 10.1%| 0.4% | 0.2% @eEX¥EA 0.4% 0.4% 1.7%
s002-kta 83%| 33%| 4.1%| 0.2%| 0.2%| 8.1%| 0.5%| 0.1% 0.8% | 71% | 02% | 0.6% QEZMFEA 0.4% 0.4% 1.5%
s003-kta 3.8%| 1.2%| 2.9%| 0.1%| 0.1%| 3.8% 0.6% | 124%| 03% | 4.3% QEIA¥E 0.5% 0.3% 3.9%
s004-kta 4.0%| 21%| 3.7%| 02%| 0.2%| 3.8%| 0.2%| 0.2% 0.6% | 7.6% | 0.4% | 1.8% ERIA¥E 0.6% 0.2% 2.7%
s005-kta 42%| 13%| 3.4%| 02%| 0.2%| 4.1%| 0.3%| 0.2% 12% | 11.4%| 0.6% | 0.2% @EIWXEA 0.6% 0.5% 2.9%
s006-kta 5.9%| 3.7%| 2.5%| 0.2%| 0.3%| 6.1%| 0.1%| 0.4% 14% | 82% | 0.5% | 1.0% QLKA 0.4% 0.2% 3.4%
s007-kta 6.8%| 2.5%| 3.4%| 0.2%| 0.2%| 6.7%| 0.0%| 0.2% 0.8% | 89% | 03% | 0.2% EREE%E 0.6% 0.6% 5.2%
s008-kta 4.0%| 1.7%| 3.5%| 0.1%| 0.2%| 4.4%| 0.4%| 0.3% 0.6% | 6.5% | 02% | 0.5% ESEYA 0.3% 0.3% 3.7%
s009-kta 4.4%| 13%| 3.0%| 0.2%| 0.1%| 3.5%| 0.1%| 0.3% 0.8% | 6.9% | 0.5% | 0.5% IEEE 0.4% 0.1% 2.8%
s010-kta 32%| 1.8%| 3.7%| 0.2%| 0.2%| 4.4% 0.3% 1.7% | 7.6% | 09% | 0.7% EegE¥d 0.5% 0.4% 3.5%
s011-kta 35%| 09%| 1.9%| 0.2%| 0.2%| 4.5%| 0.4%| 0.3% 1.1% | 51% | 03% | 1.6% EeENMEEd 0.4% 0.3% 4.4%
s012-kta 3.1%| 1.3%| 2.0%| 0.2%| 0.1%| 3.3%| 0.1%| 0.3% 0.7% | 57% | 02% | 0.6% ESA¥E 0.9% 0.9% 1.8%

library ‘roll apply’,® employing a window size of 50 samples
with a step of 1. Any missing values were subsequently filled
with zeros.

In order to determine the correlation between wearable and
embedded object sensors, we utilized an adapted similarity
measure for vectors (Equation 1), akin to the Pearson
correlation coefficient and cosine similarity.

ccf _[hand — sensor] — [object ],
_ (x — mean(x)).(y — mean(y))
B Var(lx — yl)

where ccf_[hand — sensor] — [object],, denotes the
correlation between wearable sensors and the specific hand
used, as well as the manipulated object for the current window
of samples. The variables x and y pertain to the data from
different sensor axes.

Additionally, for the Acc, Gyr, and Mag, we computed
seven additional features: mean, variance, skewness, kurtosis,
and standard deviation, as well as the magnitude value.

The resulting features underwent all the preprocessing
steps and were subsequently integrated into the dataset, with
each column appropriately labeled to denote the extracted
feature. As a final step, we downsampled the data to a rate
of 100Hz. This was a pragmatic choice, considering the
somewhat inconsistent sampling frequency of the sensors.

ey

E. OBSERVATION MODEL

The observation model establishes the connection between
low-level sensor-based observations and the actual performed
activities.

In this context, the objective of the cloud-based model
training module is to instruct the designated models—whether
they be conventional, modern, or foundational sequential
learners—to categorize each sensory observation into distinct
kitchen-based actions.

To achieve this, we adopted a collaborative approach. The
module routinely receives a training set comprising feature
vectors extracted from both WS and EO sensors during

3 https://www.rdocumentation.org/packages/zoo/versions/1.8-11/topics/
rollapply
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kitchen tasks. Each vector is tagged with the corresponding
action executed by the participant (e.g., “wait” “take’ “put”
and so forth). These feature vectors are locally computed on
the edge, where various instances of the designated models
assimilate the provided training sets. The cloud-based module
is responsible for training these instances of the designated
model for action detection based on the extracted features.
The action recognition model accesses the trained model of
the same type from the cloud to classify the actions performed
by the subjects. Indeed, for the sake of privacy, feature vectors
are processed only by the trusted cloud module.

VI. EXPERIMENTAL EVALUATION

In this section, we present the results of our experimental
evaluation conducted with the Rostock KTA dataset, gathered
from an instrumented kitchen with the participation of
12 individuals. This assessment encompasses various feature
categories and sensor types. In the following subsections,
we detail our experimental setup, outline the obtained results,
and provide a comparative analysis of the performance
against state-of-the-art methods using the extracted features.

A. STATE-OF-THE-ART OBSERVATION MODELS

1) CONVENTIONAL NON-SEQUENTIAL MODELS

We evaluated nine conventional machine learning classifiers.
They are presented as follows as well as their settings.
It should be mentioned that they are mostly implemented
using the ““sklearn” python library and the settings are as
follows.

« Naive Bayes (NB) [88]: which is based on the Gaussian
function and prior probabilities are adjusted based on
classes;

e SVM [89]: The regularization parameter is set to 1.0 and
the kernel is ‘rbf’ one;

o RF [90]: The number of trees in the forest is set to 200,
all the features are considered for the best split, and the
maximum depth is set to 10;

o kNN [91]: with k = 3 as the number of neighbors;

o DT [92]: with the maximum depth 20;
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o Multilayer perceptron (MLP) [93]: composed of
100 neurons in a hidden layer, ReLU activation function,
Adam optimizer, and trained for 1000 epochs, with batch
size equal to 200;

o Linear Discriminant Analysis (LDA) [94]: with Singular
value decomposition which is suitable for data with a
large number of features;

o Logistic Regression (LR) [95]: with inverse of regular-
ization strength equal to 1.0.

2) CONVENTIONAL SEQUENTIAL MODELS

We opted to implement a HMM as a straightforward
sequential baseline model. Following a similar approach to
Albert et al. [96], we employed a classifier as the emission
probability model for our HMM. The states within our HMM
corresponded to the actions we sought to classify, augmented
by additional start and end states. To derive the transition
matrix, we computed the frequencies of action sequences
from the training set across each fold in our cross-validation
procedure.

In our experiments, we selected the best-performing
classifier as the emission model. We subsequently conducted
forward filtering to assess the probability of a state at each
time step within the test sequence, taking into account the
historical estimates of preceding states.

3) LONG SHORT TERM MEMORY BACKGROUND AND
MODEL ARCHITECTURE

Recently, advanced variations of RNNs, such as Long Short
Term Memory (LSTM) networks, have demonstrated their
effectiveness in achieving state-of-the-art performance on
demanding AR tasks [97], [98].

A distinguishing feature of LSTM networks lies in their
cell memories, responsible for retaining states over varying
time intervals, whether short or long. These memory cells
facilitate the exchange of information between different
layers of the LSTM network [97].

Among the RNN variants, the BILSTM [99] stands out.
It employs two parallel LSTM layers, operating through both
forward and backward loops. By considering patterns from
both past and future contexts, the BILSTM excels in capturing
temporal dependencies effectively. The architectural repre-
sentation of this model is illustrated in Figure 4.

In the model architecture, the inputs are channeled into the
Bidirectional layer, encompassing an LSTM layer equipped
with ‘n” LSTM cells for class prediction. The forward layer
processes input data ‘X’ from left to right (as denoted by
the green arrows), while the backward layer processes it
from right to left (as indicated by the red arrows). The
output prediction takes the form of a hidden state, which
subsequently undergoes dropout regularization to effectively
mitigate overfitting. This is followed by a dense layer
employing a softmax activation function, resulting in a
probability distribution denoted as {P(a;—1), P(an),
P(an+1), ...} across all activities in ‘A’. The final output of
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the model is the activity ‘a’ from set ‘A’ with the highest
probability.

Given that the number of cells (‘n’) and the learning rate
serve as common hyper-parameters for all LSTM-based and
neural network approaches, their selection is integrated into
the validation process.

To fine-tune the hyper-parameters of the BILSTM model,
the training data is partitioned, allocating 10% for validation
and reserving 90% for actual training. The Adam optimizer
is employed for network training, minimizing the categorical
cross-entropy loss function. This loss function, based on
the maximum likelihood estimate approach, is tailored for
single-label categorization [100]. Additionally, a dropout
layer is incorporated in the final layer to substantially curb
overfitting, with the fraction of dropped units empirically set
at 0.5. The training dataset is subdivided into small batches
of 32 samples, utilized in each epoch for error calculation and
model coefficient updates. In this specified configuration, the
number of epochs is established at 64.

B. EXPERIMENTAL SETUP

To ensure scalability, our system’s general architecture
envisions the utilization of a cloud-based system for training
both sequential and non-sequential models. However, due
to the relatively modest size of our training set in these
experiments, we conducted the training on a departmental
server. This server was equipped with four NVIDIA Tesla
P6 graphic boards, a single NVIDIA Pascal GP104 graphics
processing unit, and 16 GB of GDDRS5 memory.

Our semantic-based representation, object extraction, and
all algorithms were developed in Python. For preprocessing
and feature extraction, we employed an adapted version of
the R script coding scheme provided by Yordanova et al. [16],
customizing it to suit our specific use case. Additionally,
we utilized the Python Keras neural network library* to
implement the BiLSTM network.

All experiments employed the “Leave-One-Person-Out”
(LOPO) cross-validation approach, which is particularly
effective in preserving the sequential nature of the data. This
methodology involves reserving the data of one participant
for the test set, while the data from the remaining subjects are
used for training and validation. This ensures that data from
the same participant is never used for both training/validation
and testing simultaneously.

For the purposes of this study, we focused exclusively on
subjects who performed kitchen tasks without any simulated
errors. Furthermore, we excluded three subjects due to
missing information and errors in the actions and sensors
during data collection, a verification that was corroborated
by both annotators upon reviewing the collected videos.
To address class imbalance, we initially selected a subset of
the most common actions, specifically six actions: ‘pour’,
‘put’, ‘scrape’, ‘stir’, ‘take’, and ‘wait’.

4https ://keras.io/
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FIGURE 4. Model architecture.

In evaluating the overall performance of all models, given
the pronounced class imbalances, we relied on the metrics of
precision, recall, and F-score. We reported both weighted
and macro-averaged values of these measures. The former is
an average over all instances, while the latter is an average
over the action classes.

Notably, the macro average Fi-score provides a reliable
metric by assigning equal importance to different classes,
irrespective of their size. Conversely, the accuracy metric
is unsuitable for imbalanced problems like the one we
addressed. Therefore, we excluded it from our evaluations.
Depending on the severity of class imbalance, the accuracy
value of the majority class could overshadow that of the
minority classes.

In this context, the term ‘weighted’ denotes the calculation
of metrics for each class, with the average weighted by
support (i.e., the number of true instances for each class).
This modification accommodates class imbalance and can
yield an Fj-score that does not fall between precision and
recall.

From an evaluation perspective, having two distinct sets
of sensors affords three potential input features for the
classifiers: WS only, EO sensors only, or a combination
of both WS and EO sensors. It is of interest to compare
the performance of selecting either one set of sensors or
using both concurrently. Consequently, we conducted a
significance assessment of the results by comparing the
various combinations of sensor-based extracted features.

C. EXPERIMENTAL RESULTS

In order to assess the impact of the re-annotation process
and the utilization of sensor-based extracted features and
evaluation the developed system, we conducted experiments
employing a variety of both traditional machine learning
models and state-of-the-art sequential models, encompassing
BiLSTM and HMM. The outcomes of these experiments are
detailed in the subsequent subsections, presented in the form
of tables and plots for clarity and comprehensive analysis.
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1) CONVENTIONAL MODELS RESULTS

The results for all 16 actions, obtained using the most conven-
tional machine learning models, are illustrated in Figures Sa
and 5b. Although MLP performed reasonably well,
RF demonstrated slightly superior results across various clas-
sification models. Particularly, the MLP achieved its highest
scores in terms of macro average Fip-score with the Gyr-
Mag (WS+EQ) features, which were more than 5% lower
than RF’s best result. In terms of weighted average Fi-score,
MLP’s best performance with Acc-Gyr (WS+EO) features
was approximately 3% lower than RF’s top-weighted result.

Analyzing the experimental results based on different fea-
ture categories, RF excelled with Acc-Gyr-Mag (WS+EO)
features (33.25%) for macro average F1-score, and with EO-
Gyr-Mag features (71.33%) for weighted average F-score.
Consequently, the comprehensive RF results, considering all
16 actions, are presented in Tables 6 and 7.

Figures 6a and 6b showcase the results for models focusing
on the most common actions. As anticipated, there was
a noticeable improvement—approximately 25% for macro
average F-score and 8% for weighted average F-score.
RF and MLP demonstrated superior performance, with RF
emerging as the top performer. In this subset of experiments,
EO-Gyr-Mag feature groups delivered the best results for
both macro and weighted average Fj-score, outperforming
other feature categories.

Moreover, MLP attained its best results using EO-Gyr-
Mag features (which coincides with RF’s feature category),
albeit approximately 5% lower for macro average F-score
and 3% lower for weighted average Fi-score compared to
RF. Refer to Tables 8 and 9 for detailed RF results. It is
worth noting that among all experiments, the lowest results
for all feature categories and actions were obtained using WS
features.

2) HMIM WITH RF EMISSIONS RESULTS
As previously discussed, we employ an HMM approach that
leverages another classifier for the emission probabilities
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FIGURE 5. Action recognition F;-score results utilizing conventional models and LOPO cross-validation considering all 16 actions.

associated with each action. Given the consistent perfor-
mance of RF, which demonstrated the highest F;-score in
the majority of our experiments with conventional classifiers,
we opted to integrate it with the HMM in our experimental
setup.

The results of the HMM-RF classifier, encompassing all
actions and the most prevalent actions, are presented in
Figures 10, 11, 12, and 13.

In the context of predicting all actions, the HMM-RF
exhibited a modest performance in terms of macro
Fi-score. The highest achieved score was 24.89% with
the Gyr-Mag(WS+EQO) features. Interestingly, this result
was surpassed by the RF classifier operating independently
on the same task, attaining its peak macro Fjp-score of
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33.25% with the Acc-Gyr-Mag(WS—+EO) features. However,
in terms of weighted Fi-score, the HMM-RF displayed
improved performance at 74.22%, in contrast to the
71.33% achieved when using RF alone to classify all
actions.

For the prediction of the six most common actions
in our dataset, the HMM-RF model achieved its highest
macro Fi-score of 57.22% with the Gyr-Mag(WS+EO)
features. In terms of weighted F-score, the optimal per-
formance was observed with the EO-Gyr-Mag features,
amounting to 81.22%. Notably, according to the weighted
F1-score, the HMM-RF classifier outperforms RF in this
context, albeit with a marginal increase of approximately
1.76%.
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FIGURE 6. Action recognition F;-score results utilizing conventional models and LOPO cross-valid

In summary, our findings indicate that the integration
of HMM with RF leads to only marginal performance
enhancements. This aligns with the results obtained by
Albert et al. [96], who conducted similar experiments in a
comparable experimental setting. One potential explanation
lies in our dataset, where certain actions may occur in
prolonged sequences of consecutive timesteps—such as “stir”’
which typically spans more than 20 seconds. This results in a
substantial number of annotated frames with the same label,
potentially obscuring information about preceding distinct
actions. This suggests that future studies should explore the
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17 =
10N C

ing 6 most common actions.

use of larger time windows. However, it’s important to bear
in mind that our dataset also includes actions occurring in
very brief timeframes, such as “turn”” and expanding the time
window may pose challenges in detecting them.

3) BILSTM RESULTS

In prior studies [97], [98], it has been posited that the capacity
of networks like BILSTM to model long-term dependencies
and learn non-linear feature representations contributes to
superior modeling of ADLs patterns, particularly in datasets
characterized by imbalances.
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TABLE 6. RF action recognition macro average results regarding LOPO
cross-validation considering all 16 actions.

TABLE 9. RF action recognition weighted average results regarding LOPO
cross-validation considering 6 most common actions.

| Measures (%) |

Features
Fy- Precision| Recall
score
Acc-Gyr(WS+EO) 25.54 30.90 24.79
Acc-Mag(WS+EO) 26.03 30.50 25.64 | Macro
Gyr-Mag(WS+EO) 30.97 34.20 30.23
EO-Acc-Gyr 25.19 30.71 24.31
EO-Acc-Gyr-Mag 24.80 29.62 24.07
EO-Acc-Mag 23.10 29.35 22.31
EO-Gyr-Mag 26.33 30.09 2541
Acc-Gyr-Mag(WS) 19.80 22.01 19.95

Acc-Gyr-

37.55 31.56

Mag(WS+EO)

| Measures (%) |

Features
Fy- Precision| Recall
score
Acc-Gyr(WS+EO) 77.92 78.69 78.08
Acc-Mag(WS+EO) 70.08 72.83 68.56 | Weighted
Gyr-Mag(WS+EO) 75.58 77.52 74.28
EO-Acc-Gyr 78.20 78.33 78.70
EO-Acc-Gyr-Mag 77.84 78.10 78.25
EO-Acc-Mag 74.67 75.32 75.14
Acc-Gyr-Mag(WS) 52.07 61.23 48.84
Acc-Gyr- 77.39 78.10 77.15
Mag(WS+EO)

TABLE 7. RF action recognition weighted average results regarding LOPO
cross-validation considering all 16 actions.

TABLE 10. HMM-RF action recognition macro average results regarding
LOPO cross-validation considering all 16 actions.

| Measures (%) |

Features
F1- Precision| Recall
score
Acc-Gyr(WS+EO) 70.08 70.46 71.34
Acc-Mag(WS+EO) 63.34 66.25 62.62 | Weighted
Gyr-Mag(WS+EO) 67.96 70.03 67.05
EO-Acc-Gyr 69.64 69.82 71.09
EO-Acc-Gyr-Mag 69.53 69.77 71.10
EO-Acc-Mag 68.01 68.33 69.62
Acc-Gyr-Mag(WS) 51.94 57.46 49.88
Acc-Gyr- 70.76 71.85 70.91
Mag(WS+EO)

| Measures (%) |

Features
Fr- Precision| Recall
score
Acc-Gyr(WS+EO) 21.35 24.41 22.14
Acc-Mag(WS+EO) 20.44 24.12 21.35 | Macro
EO-Acc-Gyr 20.40 23.24 21.52
EO-Acc-Gyr-Mag 20.51 24.38 21.39
EO-Acc-Mag 19.26 23.83 19.91
EO-Gyr-Mag 21.67 25.47 22.15
Acc-Gyr-Mag(WS) 16.87 20.91 17.57
Acc-Gyr- 23.62 26.84 24.54
Mag(WS+EO)

TABLE 8. RF action recognition macro average results regarding LOPO
cross-validation considering 6 most common actions.

TABLE 11. HMM-RF action recognition weighted average results
regarding LOPO cross-validation considering all 16 actions.

| Measures (%) |

Features
Fi- Precision| Recall
score
Acc-Gyr(WS+EO) 57.35 57.04 59.31
Acc-Mag(WS+EO) 50.21 50.27 53.13 | Macro
Gyr-Mag(WS+EO) 54.54 55.93 53.98
EO-Acc-Gyr 56.83 56.45 58.46
EO-Acc-Gyr-Mag 56.31 56.00 57.88
EO-Acc-Mag 51.85 51.36 54.28
5720~ 76005
Acc-Gyr-Mag(WS) 30.92 34.57 30.69
Acc-Gyr- 56.24 56.41 57.51
Mag(WS+EO)

| Measures (%) |

Features
Fy- Precision| Recall
score
Acc-Gyr(WS+EO) 69.68 72.14 72.49
Acc-Mag(WS+EO) 67.92 70.75 71.82 | Weighted
EO-Acc-Gyr 69.90 71.64 72.69
EO-Acc-Gyr-Mag 68.39 71.76 71.31
EO-Acc-Mag 67.38 70.45 70.66
EO-Gyr-Mag 72.68 72.24 76.45
Acc-Gyr-Mag(WS) 56.43 59.90 59.46
Acc-Gyr- 70.35 73.58 72.87
Mag(WS+EO)

The outcomes generated by our BILSTM implementation
for both classification tasks (with 6 and 16 actions) are
presented in Tables 14, 15, 16, and 17.

In our experimental setup, the performance of the BILSTM
network closely parallels that of the RF model. Specifically,
with regards to the Fj-macro score, the top-performing
RF classifier (employing ACC-Gyr-Mag(WS+EO) features)
surpasses its leading BiLSTM counterpart (using Gyr-
Mag(WS+EOQ) features) by a marginal 1.0% when consider-
ing all 16 actions (33.25% vs. 32.25%, respectively). In terms
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of the weighted F|-score for the same classification task, the
highest-performing BiLSTM model achieves 72.36% (with
Gyr-Mag(WS+EO) features), slightly surpassing the score
of the best RF model (71.33% with EO-Gyr-Mag features)
in this regard.

Furthermore, even in the classification task involving only
6 actions, RF demonstrates superior macro F-scores with
varying combinations of features. However, based on the
weighted Fi-score, the BILSTM exhibits a slight edge in
detecting these specific actions.
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(a) The RF confusion matrix regarding EO-Gyr-Mag features and LOPO
cross-validation considering 6 most common actions.

FIGURE 7. Examples of confusion matrices.

TABLE 12. HMM-RF action recognition macro average results regarding
LOPO cross-validation considering 6 most common actions.
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(b) The HMM-RF confusion matrix regarding EO-Gyr-Mag features and
LOPO cross-validation considering 6 most common actions.

TABLE 13. HMM-RF action recognition weighted average results
regarding LOPO cross-validation considering 6 most common actions.

| Measures (%) |

Features
Fy- Precision| Recall
score
Acc-Gyr(WS+EO) 55.93 63.67 56.56
Acc-Mag(WS+EO) 47.39 61.84 47.88 | Macro
EO-Acc-Gyr 54.16 59.81 55.29
EO-Acc-Gyr-Mag 54.82 62.64 55.71
EO-Acc-Mag 49.42 61.16 50.06
EO-Gyr-Mag 56.89 63.31 57.27
Acc-Gyr-Mag(WS) 35.60 45.52 36.85
Acc-Gyr- 55.79 64.90 56.06
Mag(WS+EO)

| Measures (%) |

Features
Fy- Precision| Recall
score
Acc-Gyr(WS+EO) 77.86 81.16 78.78
Acc-Mag(WS+EO) 74.16 80.93 75.57 Weighted
Gyr-Mag(WS+EO) 80.78 83.20 81.87
EO-Acc-Gyr 77.16 80.85 78.19
EO-Acc-Gyr-Mag 77.45 81.81 78.44
EO-Acc-Mag 74.55 79.82 76.30
Acc-Gyr-Mag(WS) 60.93 65.72 62.74
Acc-Gyr- 77.32 82.78 78.09
Mag(WS+EO)

The results from our experiments underscore that this type
of network may still be influenced by class imbalances,
emphasizing the critical role of the chosen validation method
in such scenarios. Similar to the employed HMM, the network
could potentially lose information about preceding actions
due to the limited number of time frames per observation.
Here, one potential solution could be to consider larger
time windows. While this might result in a reduction of
samples, it could also lead to shorter intervals between
annotations for different actions (for example, reducing the
number of repetitions from 100 to 10 before the next action
occurs), which could have a positive impact on overall
performance.
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VIl. DISCUSSION
In this study, we treated the Rostock KTA dataset as temporal
data, transforming the kitchen task recognition problem into
a time series classification challenge. Extensive experiments
were conducted to assess various models, particularly those
with sequential architectures capable of processing parallel
sequences from different sensor axes, such as Acc and Gyr
data. These models demonstrated their ability to extract
features from observational sequences and map them to
distinct kitchen activities.

Our results revealed that relying solely on WS features
produced the least favorable outcomes across diverse feature
categories and model types. To better understand this,

14379



IEEE Access

S. Zolfaghari et al.: Enhancing Kitchen Activity Recognition: A Benchmark Study of the Rostock KTA Dataset

Correlation Heatmap Correlation Heatmap
la 1.00 la 1.00
-
g - rg-
mean_m - 0.75 mean_m - 0.75
skewness_a - skewness_a -
kurtosis_g - -0.50 kurtosis_g - -0.50
sd_m - sd_m -
ccf_rg-clipboard - -0.25 ccf_rg-clipboard - -0.25
ccf_ra-measuring_cup - ccf_ra-measuring_cup -
ccf_rm-measuring_cup - -0.00 ccf_rm-measuring_cup - -0.00
ccf_rg-milk - ccf_rg-milk -
ccf_ra-rubber_scraper - --0.25 ccf_ra-rubber_scraper - --0.25
ccf_rm-rubber_scraper - ccf_rm-rubber_scraper -
ccf_rg-saucepan - - =050 ccf_rg-saucepan - - =050
ccf_ra-tool_jar - ccf_ra-tool_jar -
ccf_rm-tool_jar - -0.75 ccf_rm-tool_jar - -0.75
ccf_rg-wooden_spoon - ccf_rg-wooden_spoon -
[T T T T T T T T T SO B B S B R -1.00 [T T T T e S T T T SO S SO S B BT -1.00
M ©@O®OOC®O®ODTT ALAXNX S L oo S cc M ©@O®OCOC®O®ODTT ALANXNX Lo - cc
- U == 0 v © © - 1 == 9o © @©
S nueEE33EE 8880588 ol wnoEs30r 00885583
cZ V8 rngg 1 1ITT000055 2 cZ 8 rngg 1 1TT0000505 2
9 2o Q20000559 UgQ0 00 [ 2o Qo000 o55QUlso 0NN
E st SSEE Sanz2l8 E 5t SSEE L Sonzzes
82 9955005529008 0 g2 9955955588005
X csoanC 0L L LTT O ~ CconnC0LL L LT D
L Psw 2008 ol o o Cl LPsw 29008 ol o o
I lo o oMy yo9 o o o 11y Q¢
SBEE  22/Y TE3 Ggee 22gy Ui
) o ° &> ) sp-© &2
] 1.7 Yy | ] 1.7 y— |
Y=y =y C 5 Y=y = G5
] g8 o3 St A RS
(a) Correlation of features in subject number 6. (b) Correlation of features in subject number 7.
Correlation Heatmap Correlation Heatmap
la 1.00 la 1.00
rg - rg -
mean_m - = 0.75 mean_m - ; 0.75
skewness_a - skewness_a -
kurtosis_g - 0.50 kurtosis_g - -0.50
sd_m - sd_m -
ccf_rg-clipboard - -0.25 ccf_rg-clipboard - -0.25
ccf_ra-measuring_cup - ccf_ra-measuring_cup -
ccf_rm-measuring_cup - -0.00 ccf_rm-measuring_cup - -0.00
ccf_rg-milk - ccf_rg-milk -
ccf_ra-rubber_scraper - -=0.25 ccf _ra-rubber_scraper - -=0.25
ccf_rm-rubber_scraper - ccf_rm-rubber_scraper -
ccf_rg-saucepan - -—0.50 ccf_rg-saucepan - -—0.50
ccf_ra-tool_jar - ccf_ra-tool_jar -
ccf_rm-tool_jar - =0.75 ccf_rm-tool_jar - = =0.75
ccf_rg-wooden_spoon - e ccf_rg-wooden_spoon - = =
[ R A [ T T ey S S B I B -1.00 L T T T T T T e A T A -1.00
© ©® ®©®© O © ©T QX X S - CCc =S~ CcC WO @O®O®OCOCBDTDT ALAXNXSELS CCs-CcC
== i s =ZT 0w o © e S T I I T = =4 == 0o © ©
=R SEEcad80088 c'S'uuo's 8 33EE 2288708 8
c S Vg wng ITT 000050 2 cSVangg 1 1T T 000053 &
(9] 2o 2 Do oo GYOUgQ NN @ o S22 o0ooco5G5QUlann
E St £ S50 a0 33 os ] E St SZL2LE_nonI3ea
5 3 S BB eSS S S 005565 . 380060
Y= ; 2080020505 $* 5230808002233
“ = © 2900 oli s o n L5 © 2900wl ls o
o o 28158588 10 o 28,38 ¢8¢
BEEE  228F Ti3 SEEE  22/LTE3
=) Kopel L2 S o & o c o
oy 'y sl gy e
8 ©8® ° 38 8% 8% 8%

(c) Correlation of features in subject number 9.

(d) Correlation of features in subject number 12.

FIGURE 8. Examples of randomly selected subjects and representation of their feature correlations.

TABLE 14. BiLSTM action recognition macro average results regarding

LOPO cross-validation considering all 16 actions.

TABLE 15. BiLSTM action recognition weighted average results regarding
LOPO cross-validation considering all 16 actions.

| Measures (%) |

| Measures (%) |

Features Features

Fi- Precision| Recall Fy- Precision| Recall

score ‘ score ‘ ‘
Acc-Gyr(WS+EO) 27.49 30.47 26.49 Acc-Gyr(WS+EO) 69.97 70.60 70.76
Acc-Mag(WS+EO) 28.21 30.89 27.39 | Macro Acc-Mag(WS+EO) 69.58 70.4 69.79 | Weighted
EO-Acc-Gyr 26.02 28.00 25.31 EO-Acc-Gyr 69.83 69.81 70.84
EO-Acc-Gyr-Mag 26.98 29.10 26.53 EO-Acc-Gyr-Mag 69.80 70.48 70.33
EO-Acc-Mag 25.73 27.76 25.32 EO-Acc-Mag 67.44 68.46 67.64
EO-Gyr-Mag 25.57 28.82 24.70 EO-Gyr-Mag 68.34 69.28 68.73
Acc-Gyr-Mag(WS) 15.10 18.88 15.78 Acc-Gyr-Mag(WS) 51.88 55.63 51.97
Acc-Gyr- 30.68 34.23 29.38 Acc-Gyr- 71.43 71.97 72.23
Mag(WS+EO) Mag(WS+EO)

we calculated the Pearson correlation coefficient [101],
exposing strong correlations, particularly among WS features
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(illustrated in Figure 8), leading to collinearity that may
adversely affect model performance.
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TABLE 16. BiLSTM action recognition macro average results regarding
LOPO cross-validation considering 6 most common actions.

| Measures (%) |

Features
Fy- Precision| Recall
score
Acc-Gyr(WS+EO) 53.73 56.18 52.84
Acc-Mag(WS+EO) 51.65 52.20 51.46 | Macro
Gyr-Mag(WS+EO) 55.40 57.84 54.40
EO-Acc-Gyr 52.25 54.85 51.33
EO-Acc-Gyr-Mag 54.58 56.30 53.93
EO-Acc-Mag 50.49 51.58 50.38
EO-Gyr-Mag 52.99 54.30 52.80
Acc-Gyr-Mag(WS) 29.98 37.22 31.29

Acc-Gyr-

57.77 55.15

TABLE 17. BiLSTM action recognition weighted average results regarding
LOPO cross-validation considering 6 most common actions.

Mag(WS+EO)

| Measures (%) |

Features
Fy- Precision| Recall
score
Acc-Gyr(WS+EO) 77.65 77.97 78.30
Acc-Mag(WS+EO) 76.32 76.14 76.71 Weighted
Gyr-Mag(WS+EO) 78.69 79.02 79.23
EO-Acc-Gyr 77.26 77.41 78.11
EO-Acc-Gyr-Mag 78.84 78.83 79.49
EO-Acc-Mag 75.55 76.02 75.75
EO-Gyr-Mag 76.91 77.47 77.05
Acc-Gyr-Mag(WS) 59.00 60.96 61.24

- 79.34 79.36 79.97
Mag(WS+EO)

The confusion matrices depicted in Figure 7 generated
when using EO-Gyr-Mag features with RF and HMM-RF
clearly show that while these setups yield the highest F'-score
for the 6 most common actions, reliably recognizing certain
actions, such as “put” and “‘take” still poses a challenge.

Imbalances in data distribution were identified as a
contributing factor to moderate performance, with classifiers
achieving significantly higher scores when trained on fewer
actions, e.g. the highest weighted-averaged F-scores slightly
above 80% with different feature combinations and macro
F1-scores around 57%. In comparison, our best models
trained on all 16 actions achieved an average macro F'|-score
of about 32% and a weighted F';-score of about 74%.

To tackle this challenge, our future work will delve into
hierarchical classification, distinguishing between coarse-
and fine-grained actions. This approach aims to improve the
detection of all executed actions, achieving higher macro-
averaged Fjp-scores and effectively handling imbalanced
situations.

Another research direction involves refining sequential
models, particularly the BiLSTM architecture, by integrat-
ing a symbolic model. This integration aims to leverage
the strengths of deep learning while drawing contextual
information from symbolic models, thereby enhancing
model explainability and reasoning capabilities. The planned
symbolic model employs a compact PDDL syntax and auto-
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matically generates a dynamic Bayesian network, facilitating
probabilistic reasoning about actions, goals, contexts, and
causes of behavior [14]. By developing hybrid machine
learning models for AR, we anticipate overcoming challenges
associated with sequential learning, imbalanced data, and
enhancing behavior analysis in terms of actions, goals, and
causes recognition.

VIIl. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we tackled the challenge of discerning cooking
actions executed by 12 participants within a simulated kitchen
environment at the University of Rostock in Germany.
Recognizing the limited availability of publicly accessible
data depicting the behavior of individuals with dementia,
the MMIS group at this university gathered data from
actors simulating kitchen scenarios and associated activities,
including dementia-induced errors in behavior. This dataset
is now accessible to the public for extended use.

Our contribution involved a systematic examination
of existing literature, coupled with the design and
implementation of a functional prototype for our envisioned
system, and extending and refining the Rostock KTA dataset
which annotated semantically using the ELAN annotation
tool [87]. Through precise frame-by-frame analysis of
collected videos, we enriched annotations with details
like hand usage (left, right, or both), additional actions
during kitchen tasks, and typo corrections. Subsequently,
we explored a spectrum of classical and modern sequential
and non-sequential data-driven approaches for action classi-
fication. Among the experimented models RF, HMM-RF, and
BiLSTM exhibited comparable performance, demonstrating
promising outcomes.

Generally, in KTA challenges, executed actions and
discerning underlying goals are pivotal. Addressing cog-
nitive impairment concerns necessitates error detection in
behavior and causal reasoning. Recognizing the limitations
of classical machine learning and standalone deep learning
for these challenges, our future work will showcase how
a knowledge-driven probabilistic model can enhance action
recognition and goal detection. We aim to enhance the
reliability of sequential models. Learning from a sequence
of observations can introduce errors that propagate, poten-
tially leading to inaccurate results. Our focus will be on
identifying anomalies in predictions and rectifying them
using a knowledge-based probabilistic model. Fine-tuning
parameters, refining features, and employing data augmen-
tation techniques to create additional training data for a
more balanced dataset are steps we’ll take to boost model
performance. Additionally, exploring a hybrid approach that
integrates domain knowledge through a symbolic model with
the capabilities of machine learning is a promising avenue.
This hybrid strategy can effectively address challenges in
sequential learning, provide explainability, handle imbal-
anced data, and enhance behavior analysis, encompassing
actions, goals, and causes recognition. These directions
signify promising paths for ongoing research.
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