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ABSTRACT The main goals of fifth generation (5G) systems are to significantly increase the network
capacity and to support new 5G service requirements. Ultra network densification with small cells is
among the key pillars for 5G evolution. The inter-small-cell 5G backhaul network involves massive data
traffic. Hence, it is important to have a centralized, efficient multi-hop routing protocol for backhaul
networks to manage and speed up the routing decisions among small cells, while considering the 5G service
requirements. This paper proposes a parallel multi-hop routing protocol to speed up routing decisions in
5G backhaul networks. To this end, we study the efficiency of utilizing the parallel platforms of cloud
computing and high-performance computing (HPC) to manage and speed up the parallel routing protocol
for different communication network sizes and set recommendations for utilizing cloud resources to adopt
the parallel protocol. Our numerical results indicate that the HPC parallel implementation outperforms the
cloud computing implementation, in terms of routing decision speed-up and scalability to large network
sizes. In particular, for a large network size with 2048 nodes, our HPC implementation achieves a routing
speed-up of 37x. However, the best routing speed-up achieved using our cloud computing implementation
is 15.5x, and is recorded using one virtual machine (VM) for a network size of 1024 nodes. In summary,
there is a trade-off between a better performance for HPC vs. flexible resources of cloud computing. Thus,
choosing best fit platform for 5G routing protocols depends on the deployment scenarios at 5G core or edge
network.

INDEX TERMS 5G routing protocol, cloud radio access networks, cloud computing, HPC, ultra-dense

network.

I. INTRODUCTION
Cloud computing has gained significant popularity as an
Internet-based and cost-effective computing model to access
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a massive configurable and virtualized pool of shared
computing resources on a user-demand basis [1]. Cloud
users can scale up and scale down with high reliability and
quick provisioning procedures unlike traditional computing
models e.g., high performance computing (HPC). Cloud
environments, from the HPC point of view, is a distributed
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computing model that can run large applications on central-
ized, scalable, and computationally powerful resources due to
the virtualization benefits. HPC systems typically do not have
the luxury of elastic provisioning and dynamic scalability
upon-demand (cloud characteristics). Hence, most HPC
applications recently started utilizing the cloud resources [2],
called (HPC cloud) to build a parallel Virtual Cluster (VC)
to move and run HPC applications on the cloud. In this
approach, Infrastructure-as-a-Service (IaaS) cloud solution is
adopted for HPC users. Some compute-intensive applications
target cloud features such as centralized processing and
management [3], as well as dynamic scalability and resources
utilization. Many studies show that the cloud can be a better
candidate than a dedicated HPC cluster to yield speed up for
some of HPC applications and benchmarks [2], [4]. Their
studies also show that the cloud degrades HPC performance
due to virtualization effect on network latency, resource
sharing among multi-tenants, and the idle time of slowest
threads over VMs. On the other hand, HPC is considered
as a perfect candidate parallel platform for a wide range
of compute-intensive applications in terms of performance
possibility and application scalability. However, HPC centers
have a big challenge to provide higher computing perfor-
mance with less resource input regarding cost, maintenance
and operation. Finally, there are limitations that define best-fit
applications for the cloud such as parallel performance,
scalability, and cost-benefit. Both HPC and cloud computing
have in common the advantage of computationally powerful
servers and the capability of parallel processing for compute-
intensive applications. These applications are mainly found
in production and manufacturing, science and engineering
simulation research, healthcare, and financial sectors. The
wireless communication sector also utilizes cloud computing
functionalities in fifth-generation (5G) systems.

Mobile wireless communication systems facilitate our
daily activities. By providing seamless connectivity, these
systems allow almost all the world’s smart devices to
communicate with extremely low latency and high-speed
throughput. It is expected that the next generation of mobile
wireless communications, 5G, will provide connectivity to
the numerous smart devices and interconnected things [5],
[6]. By 2023, there will be 5.3 billion total Internet users
(66 percent of the world’s population), up from 3.9 billion
in 2018, and 29.3 billion devices on the network, according
to the Cisco Annual Internet Report (2018-2023) [7]. Hence,
the overall mobile data traffic is forecasted to increase to
77 exabytes per month by 2022, which is a seven-fold
increase over that in 2017. 5G networks should not only sup-
port this massive volume of mobile data traffic and network
capacity, but also support new services requirements such as
high data rate (10 GB), low latency (1 ms), high reliability,
and enhanced spectral efficiency (SE), which defined as
the bandwidth-nominalized-data-rate (in bits/sec/Hz), and
energy efficiency (EE). Therefore, the 5G development is not
only concerned with achieving higher capacity, but it also
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represents a paradigm shift in mobile cellular networks to
provide the capability for better coverage and new services
at high quality-of-service (QoS) and lower operational cost
for Mobile Network Operators (MNOs). This requires various
technologies and architectures to be proposed for efficient
and flexible 5G Radio Access Networks (RANSs). The
main projected technologies to accommodate 5G needs are
network densification, Millimeter Wave (mmWave), and
the virtualization of some base-station functionalities in a
centralized cloud. The latter leads to the Cloud Radio Access
Network (C-RAN) technology. Network densification or the
ultra-dense network (UDN) is considered a critical technique
to meet the requirements of explosive mobile data traffic in
5G mobile communications. Deploying a massive number of
low-power small wireless cells can enhance the coverage in
crowded areas and increase network capacity. As a result,
these cells produce massive backhaul traffic to the core
network. Consequently, because of the various 5G service
needs (ultra-low latency, low power consumption, and high
data rate), cost-effective backhauling in UDN is a vital issue
that must be addressed [8], [9], [10]. Millimeter wave (mm-
wave) technology is cost-effective, and it only performs well
for short-distance line-of-sight (LOS) communications [11].
Therefore, multi-hop routing is highly needed for mm-wave
backhauling in UDN to enhance the flexibility of path
selection among wireless cells [12]. Since its processing
is compute-intensive, the path selection process at wireless
cells requires massive processing power. Besides that,
using mm-wave between wireless small cells should avoid
blockage and signal propagation loss, which affects spectral
efficiency [8] and end-to-end latency of data flows [13].
In nutshell, the procedure of best route selection requires
extensive computation and time-consuming effort in UDN,
which necessitates speed-up, particularly with different
5G service requirements. C-RAN is the most prominent
way to afford such extensive computation needed through
virtualization and cloud computing concepts. C-RAN allows
more dynamic traffic handling and the best path selecting
in mm-wave backhauling. C-RAN is supposed to tackle
network traffic growth for end-users by considering different
5G service use cases. Accordingly, RAN construction and
optimization need new protocols [14].

The motivation of using cloud computing with 5G,
especially in C-RAN architecture, is to promote centralized
processing and management, scalability, and parallel exe-
cution [15]. C-RAN has major tenets from centralization
and cloudification of RAN architecture to improve spectral
efficiency and energy efficiency, and to reduce latency and
network costs [15], [16], [17]. C-RAN is attracting MNOs
to decrease the cost of network operations, maintenance, and
upgrade procedures and increase throughput and decrease
delay. As massive amounts of 5G network connections, large
amounts of data need to be efficiently processed and analyzed
in real-time. Therefore, this paper is set out to develop
an efficient multi-hop routing protocol for 5G backhauling
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in UDN and C-RAN architecture, utilizing the parallel
platform offered by the cloud and HPC clusters. The major
objective of this research is to compare the performance of
virtual platforms on OpenStack private cloud to conventional
parallel HPC platforms.

The following points summarize our contributions in this

paper:

o We develop a parallel multi-hop routing protocol
implementation of the algorithm proposed in [18].

o We deploy a virtual cluster using cloud computing and
analyzing the performance of the parallel protocol.

o We analyze and compare the efficiency between virtual
cluster results and HPC cluster results [19] in the
speed-up and performance enhancement provided by the
parallel multi-hop routing protocol.

o« We evaluate of the scalability of (HPC and cloud
computing) parallel platforms with different network
sizes (network densification effect). Thus, our numerical
study takes extremely large sizes of networks with
thousands of communication nodes into consideration.
It contrasts considerably with the literature that usually
uses networks with tens of nodes.

« We set recommendations for the adoption of both
platforms to be highly utilized by 5G protocols in terms
of scalability, speed up, and resources or infrastructure
requirements in 5G deployment.

The remainder of the paper is organized as follows. Section II
presents related work for multi-hop routing protocols in 5G
backhaul network. Our network model is shown in section III.
Section IV describes the multi-hop routing algorithm that
we use. Section V presents the parallel implementation
details of the multi-hop routing protocol. The evaluation
methodology is presented in section VI. Section VII discusses
the cloud results and comparative results with HPC. Finally,
Section VIII discusses our conclusions and upcoming work.

Il. RELATED WORK

Multi-hop routing in backhaul networks is considered an
optimization problem to find the best solution that achieves
the network objectives and satisfies the design constraints.
The objectives considered in the literature include some of
5G network requirements such as high spectral efficiency,
ultra low-latency, high capacity, and high energy efficiency.
Hence, flexible and efficient multi-hop routing protocol is
critically needed for backhaul network in all 5G scenarios.
The work in [8] proposed multi-hop routing schema in UDN
with maximizing the transmission rate as the optimization
objective under network channel and flow constraints using
a Dijkstra algorithm. Also, [20] proposed a multi-hop multi-
path selection scheme that achieves optimization objectives
of selecting the path and allocating the data rate under
latency constraints using reinforcement learning techniques.
Both previous works do not find the optimal solution for
selecting the best path in the backhaul network, and do not
assure a fixed level of spectral efficiency. The authors of [21]
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proposed an energy-efficient routing reactive protocol to
locate low-level energy nodes for reliable transmission in 5G
network. However, their process takes several tens of seconds
in the simulation results. The study in [22] proposed optimal
routing algorithm for UDN using a combination of Genetic
Algorithm (GA) and Particle Swarm Optimization (PSO) to
handle network scalability and seamless QoS and link reli-
ability. However, the procedures of GA and PSO are slower
than other classical route optimization algorithms, such as the
Bellman-Ford algorithm [23]. Also, the proposed algorithm
does not consider power consumption along the selected path.
The study in [24] adopted a C-RAN architecture to present a
centralized software-defined network algorithm to avoid data
traffic congestion in backhauling routes via dynamic path
selection. The work in [25] proposed a routing algorithm for
Cloud Assisted-Mobile Ad Hoc Networks (CA-MANETS)
to achieve lower energy consumption and increased network
lifetime. The proposed algorithm works through two phases.
First, the local path recovery phase aims to minimize energy
consumption among mobile nodes and peer nodes. Then, the
path discovery phase aims to select the shortest path with
less routing cost. However, these procedures have a high
computational cost, especially in UDN deployments. The
work in [26] proposes a C-RAN architecture, and presents
an algorithm for joint routing and VM selection such that
the total energy cost is minimized and the task response
time required by user is satisfied. The algorithm, however,
neglects other 5G service requirements such as achieving
a target spectral efficiency. In combination of UDN and
C-RAN architectures, other studies introduced multi-hop
routing protocols such as [27], in which a multi-hop relay-
ing protocol for fronthauling signals among remote radio
heads (RRHs) is proposed to minimize capacity-constrained
fronthaul and the maximum allowable network delay as
optimization objectives. The optimization design is restricted
by a maximum number of relays per hops to three. The work
in [28] proposed a RRH placement strategy to assign traffic
and resources to a few low-traffic RRHs for maximizing
backhaul survivability and energy efficiency. This solution
depends on deep neural networks for learning and predicting
the data traffic. Accordingly, it requires expensive GPUs and
high processing to train for complex data.

In general, recent work is limited to a subset of 5G
network requirements [29], [30], [31], [32]. Unlike previous
work, the algorithm we use, which was initially proposed
in [18], chooses the best optimal path with considering the 5G
requirements such as a spectral and energy efficiency target.
This algorithm is guaranteed to generate the exact optimal
path, with an execution time of milliseconds for networks
with few tens of nodes. However, if the network density
is increased in 5G networks and beyond, the algorithm
execution time may become problematic. The process of
the Bellman-Ford algorithm used in [18] is iterative and
computationally intensive, especially in large networks with
hundreds or thousands of communication nodes [33]. There-
fore, it gives rise to the algorithm performance improvement
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using parallelization which has not been completely explored
before. None of the literature work considers speeding up the
path selection process for ultra-dense networks using parallel
platforms (i.e., cloud computing and/or HPC).

Several parallel implementations for the shortest path
problem algorithm (Bellman-ford) were proposed in the
literature. However, these implementations are different in
terms of objectives, the applied parallel programming, the
platform for parallel implementation, comparison algorithms,
and disadvantages as shown in Table 1. The work in [34]
presented different parallel implementations of Bellman-Ford
algorithm on GPU using parallel framework OpenCL.
These implementations of Bellman-ford are Single Source
Shortest Path (SSSP) and All Pair Shortest Path (APSP).
Their work targets performance comparative analysis on
Central processing units (CPUs) and Graphical processing
units (GPUs) using real environment of two compute
nodes. However, this work did not use hybrid execution
of CPUs and GPUs. Another work in [35] presents a
high-performance implementation of the Single Source
Shortest Path (SSSP) Bellman-Ford algorithm that exploits
the architectural features of recent GPU architectures of
NVIDIA (Kepler GPU) to improve the performance and
workload efficiency. CUDA parallel framework is used
for NVIDIA GPUs. Their work compare with sequential
Dijkstra and other parallel Bellman-Ford implementations on
GPUs. However, this work lacks more low-level instructions
parallelization such as OpenCL and CUDA. The study in [36]
proposed a work-efficient, Multiple Source Shortest Path
(MSSP) implementation of the Bellman-Ford algorithm is
proposed to dramatically increase the performance of shortest
path calculations for low-density high diameter graphs to
apply in transportation networks. Their implementation is
used both frameworks OpenMP and CUDA. Several sets
of hardware were used to evaluate performance in [36],
with multiple CPUs and GPUs servers used and real-
world benchmark. Then, comparative analysis is done among
different benchmarks and hardware. However, the paper did
not use greater number of GPUs. Finally, the work in [37]
proposed a new SSSP-Asyn (Single Source Shortest Path in
asynchronous mode) technique, which is parallelized form of
inter node Dijkstra and intra node Bellman Ford algorithm
and implemented in Message Passing Interface (MPI) frame-
work. Their results generated from PaARMAT (multi-threaded
RMAT graph generator) simulator among 32 processors
only. Their algorithm is evaluated using different network
graph sizes. Our implementation is different from these
implementations since we use MPI parallel programming
for SSSP Bellman-Ford algorithm parallelization using
HPC and cloud computing platforms to be applied in 5G
networks. The motivation of using cloud computing with 5G
promotes central routing decision and provides a potential
for enhancing the overall performance of route selection
using parallel processing which is not discussed before
in literature work. In a previous effort, the study in [19]
has developed a parallel multi-hop routing protocol for the
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FIGURE 1. UDCSnet 5G network architecture.

algorithm originally proposed in [18] using HPC platform.
This follow-up paper extends primarily results in [19] using
cloud virtual cluster, in an attempt to speed up path selection
and satisfy the needs of 5G UDNSs. In contrast to [19], we use
cloud computing as a cost-effective platform to parallelize the
routing algorithm proposed in [18] using HPC over cloud,
to speed up the path selection procedure, and to fulfill the
requirements of 5G UDNs. The parallelization process starts
with performance and code analysis for the serial algorithm.
Then concurrency analysis is performed for the different tasks
to reveal the data dependencies. Finally, the parallel algorithm
is implemented using a parallel programming model.

ill. NETWORK MODEL

Due to small cells densification advantages, UDN considers
a capacity-enhancing and coverage-expanding approach for
targeting 5G data and network growth requirements. C-RAN
is one of the critical cutting-edge and green technologies
adopted by 5G networks due to its advantages of cen-
tralization and cloudification. A combination of C-RAN
and UDN, as known as ultra-dense cloud small cell
network (UDCSnet), utilizes both small cells densification
and centralized processing simultaneously. Accordingly, this
network model improves spectral efficiency, coverage with
high capacity demands, and energy efficiency [17], [38],
[39]. Many studies [28], [39] adopt the UDCSnet architecture
or Heterogeneous (H-CRAN) due to its flexibility and
scalability for 5G system. In this paper, we also adopt
the UDCSnet architecture as shown in Fig.1. There are
heterogeneous base stations such as traditional macro base
station (BS), which are placed on building rooftops to give
full network coverage, in addition to antennas of smaller base
stations (small cells) to give increased data rates and extended
coverage for remote locations. Unlike the traditional RAN
architecture, baseband processing functions of small cells
are performed in centralized powerful data centers (cloud
computing or HPC) using clustered BBU pools. The BBU
pools accomplish the intolerable task of central processing
and resource management. Remote Radio Heads (RRHs) of
small cells are distributive deployed in a grid with network
size N where N is the number of RRHs. RRHs play two
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TABLE 1. Comparative analysis of parallel Bellman-Ford algorithm implementations.

Authors names Paper objectives Parallel pro- | Platform Comparison algorithms Disadvantages
gramming for parallel
frameworks | implementation
Gaurav Hajela | presents and compare differ- | OpenCL HPC servers Serial implementations of | The paper did not use hybrid
et al. [34] ent parallel implementations SSSP and APSP Bellman- | implementation of Bellman-
of Bellman-Ford algorithm for Ford on CPUs and their | Ford by partitioning the algo-
shortest path problems (SSSP, parallel executions on | rithm among CPUs ad GPUs in
APSP) using CPUs and GPUs CPUs and GPUs a balance manner.
Federico Busato | presents a high-performance | CUDA HPC servers with | Boost library sequential | They did not use other tech-
et al. [35] implementation of Bellman- Kepler GPU Dijkstra, and other | niques of low-level instructions
Ford algorithm for the Single Bellman-Ford parallelism such as OpenCL
Source Shortest Path (SSSP) implementations for | with CUDA.
problem to improve the perfor- GPUs using graphs of
mance and workload efficiency different graph sizes
Peter Heywood, | proposes a work-efficient, | OpenMP and | HPC servers with | Different set of hardware | There is lacking of using
Steve Maddock | Multiple Source  Shortest | CUDA GPUs and benchmarks for the | greater numbers of GPUs,
et al. [36] Path (MSSP) problem proposed algorithm through high-density
implementation of the GPU nodes such as the
Bellman-Ford algorithm to NVIDIA DGX-2 or through
increase the performance of distributed ~ computing  to
shortest path processing for improve performance for large
transportation networks workloads
Yadav, Sangeeta | proposes a new SSSP-Asyn | MPI Simulator Different network graph | The paper did not use real plat-
et al. [37] (Single Source Shortest Path sizes form
in asynchronous mode) tech-
nique, which is parallelized
form of inter node Dijkstra and
intra node Bellman Ford algo-
rithm

light functions to relay baseband signals from user equipment
(UE) to the BBU pool (cloud computing or HPC), and vice
versa. Therefore, the network size can be scaled up flexibly
and cost-effectively. The fronthaul or transport network is
the connection layer between the BBU pool and RRHs
to give high bandwidth. Fronthauls can be realized using
different technologies that include optical fiber or mm-wave
communications. Using millimeter-wave communication for
relaying signals among RRHs is considered a cost-effective
way to guarantee a fixed spectral efficiency for backhauling in
UDN. The procedures of this network model work as follows:

o The aggregator node, the nearest RRH to BBUs pool,
forwards the relaying UE data traffic to the BBUs
pool via fronthaul links for central processing of path
selection.

« The BBUs pool is deployed at a centralized location with
high computation and storage capabilities (i.e. cloud
computing or HPC).

o The proposed parallel routing protocol is deployed on
HPC or cloud clusters within the BBU pool, to accelerate
routing decisions from a source RRH to a destination
RRH.

The benefit of parallelization is two-fold. On the one hand,
it utilizes the cloud resources available in C-RANs. On the
other hand, it allows scalable and parallel processing in very
large networks as anticipated in 5G. One of the envisioned
5G scenarios for our network model is the Enhanced Mobile
Broadband (eMBB) scenario to deal with massively increas-
ing data rates, dense user populations, and extremely high
traffic capacity in hotspot areas. Another possible scenario
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is the Massive Machine-type Communications (mMTC)
scenario for the Internet of Things (IoT), requiring low power
consumption and high data rates for very large numbers
of connected devices. Some of 5G applications of these
scenarios are 4K high definition (HD) video, smart cities,
smart homes, and industrial automation. In the following
section we summarize the serial routing algorithm, which will
be parallelized using HPC and cloud computing platforms.

IV. MULTI-HOP ROUTING ALGORITHM
We are given a multi-hop wireless network represented by
a graph G = (V, E), where V is the set of communication
nodes (RRHs) and E is the set of links joining the nodes.
We let N = |V| and M = |E| denote the number of nodes
and links in the network, respectively. The multi-hop routing
algorithm used in parallelization is originally proposed
in [18]. It finds the optimal shortest path from source node
s € V to destination node d € V that jointly addresses an
end-to-end spectral efficiency level and allocates minimum
transmit power among communication nodes along the
selected path. The suitability to 5G systems highly depends
on jointly achieving a spectral efficiency level (in bits/s/Hz)
and high energy efficiency through minimizing total power
consumption used in the backhauling network. It has been
established in [18] that the maximum transmit power used by
any link on some path L, denoted by Py, (L), is given by
Prax(L) = (27 = 1) max NoB (1)
leL Gy
where y is the required spectral efficiency target (in
bits/s/Hz), |L| denotes the hop-count of path L, / signifies
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a link on path L, Ny is the noise power spectral density, B
is the channel bandwidth (in Hz) and G; is the path gain
from the transmitted of link / to its receiver. The problem
addressed in [18] can be formulated as finding the path from
a source node s to a destination node d such that (1) is
maximized. It has been proven that the following algorithm is
theoretically guaranteed to provide the exact optimal solution
to the problem [18]:
Algorithm Max-Power Minimization

1) For each hop-count h=1,2,...,N —1:

a) Find Lp, the widest path from s
to d with at most h hops, using
w; = G;/NoB as the link metric.
b) Calculate maximum transmit power
Prax(Ly) = (254 — 1) maxjer, J82 .
2) Return the path with the smallest
Pax(Lp) -

The following two comments are worth noticing. The Max-

Power Minimization algorithm can be implemented using

the Bellman-Ford (BF) algorithm. The BF shortest path

algorithm can be modified to produce the widest path from

a single source node to every other communication node

(destination node). This is known as the maximum capacity

path (widest path) problem. Furthermore, the BF algorithm

has the implicit property of identifying the optimal and
widest path from the source to the destination, among paths
of at most h hops at its hth iteration. The Maximum-

Power Minimization algorithm is implemented by calling BF

algorithm only once, as opposed to N — 1 times. To illustrate

the Bellman-Ford procedure, the following definitions are
needed.

) NoB*

o Width),: width of the widest path from the source node
s € V to any other node i € V such that the path has at
most & hops.

. Length;l: hop-count of the widest path from the source
node s € V to any other node i € V such that the path
has at most 4 hops.

. pred}l: predecessor of node i € V on the widest path
from the source node s € V such that the path has at
most & hops. The widest path with at most 4 hops from
the source node s € V to destination d can be explicitly
constructed by tracing pred;; backwards from d until s.

o w;j: weightof link (i, j) € E, i.e., w;j =

The procedure for the widest path computation of the
Bellman-Ford algorithm is explained below.
Procedure Bellman-Ford

1) INITIALIZATION:
Let Widthfl:oo for h=0,1,...,N—1, and
Widthy =0 for all i#s.

2) ITERATION:

for h=1,2, ..., N-1
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for all i € V do Width,

Lengthz = Lengthﬁl_l;
for all (i,j)€e E do: _
if min{Width;'l_l,wi,j} > Width,,, then /=

= Width,_;

(S1) =/ _
Width), := min{Width, |, w;;}
/x (S2) */ '
Length’h = Length;_, +1;
pred) ==1i.

Now, algorithm Max-Power Minimization is implemented
using a single run of Procedure Bellman-Ford, with the
following two changes. At the end of each of the N —
1 iterations of Step 2, the maximum transmit power Pjy,qx(Lp)
needed for path L is calculated using (1). Moreover, after
Step 2, an additional step is added, in which the path with the
smallest Py, (Ly) is returned as the solution to the problem.

The functionalities of serial algorithm implementation can
be described by the following tasks:

1) updateNetwork function: relies on a single call to
Bellman-Ford algorithm to search out the widest paths
for pair of given source-destination nodes at every hop
count.

2) caculatePmax function: computes Pmax for the widest
path for a pair of source-destination node at every hop
counth =1,2,..., N — 1. The path with the smallest
Pmax value is then returned.

The Max-Power Minimization algorithm has a running time in
the order of milliseconds for networks with tens of nodes [18].
The ultra densification of the network in 5G, however,
may introduce difficulties in the algorithm’s execution time.
In addition, the BF algorithm is a more computationally
demanding procedure than Dijkstra algorithm, especially in
large networks with hundreds or thousands of communication
nodes [33]. As a result, the serial algorithm extensively needs
parallelization. The primary aim of this study is to parallelize
the Max-Power Minimization algorithm proposed in [18],
using both cloud computing and HPC platforms, to explore
the efficiency of these platforms to accelerate the path
selection between a pair of source-destination nodes in our
network model. The main goal of this research is to parallelize
the Max-Power Minimization algorithm to have an efficient
multi-hop routing protocol in 5G networks that utilizes
cloud computing and HPC platforms. The parallelization
process starts with performance and code analysis for the
serial algorithm. Then, concurrency analysis is performed
for the different tasks to reveal the data dependencies.
Finally, the parallel algorithm is implemented using a parallel
programming model.

V. PARALLEL PROTOCOL IMPLEMENTATION

A. PERFORMANCE ANALYSIS

The parallelization methodology begins with an analysis
of execution to detect hotspots in the serial algorithm
by the Gprof (GNUproler) tool [40], which is used for
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updateMetwork

0.41% 0.00% . 0.00%

main

1.23% 0.00% . 0.00% 0.00%

FIGURE 2. Part of the callgraph of the serial multi-hop routing algorithm.

performance analysis for Linux/Unix applications. This study
provides us with the relative execution time for each function,
which is an important indicator for hotspots investigation
to exploit parallelization opportunities then, in a balanced
manner, distribute the load among the processing units. The
tool generates a call graph that declares the relationships
among functions and their dependencies. Also, it defines the
execution time percentage for each function and its callee
in a colorful manner. The high-percentage function in the
graph indicates a hotspot function. Fig. 2 shows a part of the
output callgraph for the serial multi-hop routing algorithm
that indicates how much time is spent in each function and
its callee. As shown, The ‘updateNetwork’ function occupies
98.77% of the serial algorithm total serial execution time.
The ‘updateNetwork’ function represents the Bellman-Ford
algorithm procedure in four subfunctions as listed below:

o setNetwork function: defines the initialization of
Bellman-Ford procedure.

« updateWidth function: updates the width of all paths
that begin from the source node to any other node using
iterative communication with their neighboring nodes.

« updateLength function: updates the length of all paths
that begin from the source node to any other node.

« updatePath function: defines the execution of the widest
paths estimate updates from a given source to destination
for all hops in the network.

We concentrate on the ‘updatePath’ function because it takes
almost all of the execution time of serial implementation
98.35%.

B. CODE ANALYSIS

The purpose of the ‘updatePath’ function is to find the
widest path between a given source and a given destination
node in the network. We analyze the function using an
activity diagram to display a comprehensible summary of
the execution flow as shown in Fig.3. The function iterates
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three times. The outer loop iterations indicate network hops,
while the other loops iterate communication nodes. The outer
loop is defined as the intermediate nodes that begin the path
search from the source to all other nodes. The inner loop is
then referred to as destination nodes. Width and length arrays
represent output data structures with two dimensions: hop
count and network communication nodes. The weighted link
between two communication nodes is represented by a weight
array. Single source shortest path Bellman-Ford algorithm
checks all paths starting from a given source node to all
nodes at most h iterative phases. At each phase, all edges or
links are checked to update the widest path estimate to the
destination node by going through intermediate nodes and
taking the weight of their edge into consideration. Hence,
the function ‘updatePath’ works as follows. There are two
main phases in this process, one phase is for the number
of communication nodes in the network and the other is for
the network links. First, all one-hop routes are searched for
the path from source to all communication nodes. Second,
further iterations (for each possible hop count) are performed
to traverse across all the network links. Then, the width
estimate value of the destination node may be changed. The
path from the source s to any destination node is extended by
links through intermediate nodes. The core of ‘updatePath’
function follows this equation 2.

Width, := min{Width, ,, w; ;) 2)

The widest path from source node s to destination node j is
the minimum of the width of the path to the node following
source node (intermediate node i) and the weight w from that
node to node j. To find the widest path from any node i, start
at 7 and follow the corresponding links of the network until
node j is reached for / iterations. Finally, after successful
completion of algorithm, width will contain the widest path
to all the communication nodes from the source s at most i
hops.
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FIGURE 3. The activity diagram of the ‘UpdatePath’ function.

C. CONCURRENCY ANALYSIS
Using loop iterations in the ‘updatePath’ function, the
analysis indicates that the jobs may be processed concurrently
by defining loop-carried dependencies. The relationships
between iterations within a loop and through loops identify
whether tasks can be distributed across parallel processing
elements (processors) or not. Fig.4 depicts the Loop-carried
Dependencies Graph (LDG) across loops in the function.
Every LDG node represents two dimensional iteration, and
edge shows the dependency between LDG nodes. The graph
iterates through communication nodes and hop count using
i or j, and h, respectively. The primary instructions of the
‘updatePath’ function are presented by S; and S», which
are previously referred in the Bellman-Ford procedure in
section IV. Also, Fig. 5 shows the dataflow for ‘updatePath’
function regarding the width data structure. The width
represents as an input and output for S7 and Sp.

LDG graph shows that S uses the value Widt,, computed
by S in the previous hop iteration. The iteration & computes
Width;h1 read in iteration (h — 1). Therefore, a loop-carried

VOLUME 12, 2024

dependence prevents parallelism across hop count (#) and
intermediate node (i) iterations. S> updates the value of
Width/h at the same iteration. Hence, each processing element
changes its output and input width values, iterations at the
destination node (j) may be split across parallel processing
elements.

D. PARALLEL IMPLEMENTATION

The underlying infrastructure of the hardware system is
the fundamental factor that defines the parallel imple-
mentation. We utilize a multi-processor distributed mem-
ory architecture because of its scalability. For build-
ing our distributed-memory parallel implementation, the
master-slave programming paradigm is the best match since
it is a widely utilized approach for executing independent
tasks while being supervised by a control processor. In this
approach, one processor known as the master oversees
carrying out the optimization functions. The master-slave
job consists of three fundamental tasks; preprocessing,
computation, post-processing.
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structure.

1) Preprocessing task: it is to initialize and set up tasks to
collect the data needed by slave processors and send it
to slaves. This task is done by the master processor.

2) Computation task: in this task, the slaves receive the
data and code from the master, they do computation on
the data then transfer the results back to the master.

3) Post-processing task: it is a gathering task to receive
the local results, and perform other post-processing on
these results by the master processor.

For building our application in a distributed-memory system,
we utilized the Message Passing Interface (MPI), which
is the most typical and dominant programming paradigm.
The MPI offers a programming model in which processes
interact with other processes by directly calling the library
routines to send and receive messages. The benefits of the
MPI programming model include direct control of data
distribution by the programmer, process synchronization,
explicit communication, and the ability to optimize the
data locality. This allows MPI applications to operate on
multiprocessing or multi-core systems with great scalability,
flexibility, and performance.
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Fig. 6 shows the parallel functions that are assigned to
each processing unit, as well as their execution sequence
and communication. Prior to transmitting data to other
slave processors, the master processor must first configure
the data to be transmitted, such as network settings (e.g.,
weights, links, width, and length), and then initialize the hop
count value, which is then transferred to slave processors.
MPI collective operations exploit to realize communication
between processors in the same communicator group. These
operations imply a barrier synchronization across all group
members. Configuration settings are distributed to all slave
processors at the same time using broadcast communication.
Second, all processors get a width and length array partition,
called a chunk. The number of network communication nodes
divided among all the processors in a system. Each processor
determines where it will begin processing in the width and
length arrays after the data chunk has been calculated. This
starting point is called step which is determined by the
product of the logical number of processors (rank) and
chunk size. Third, for each hop count iteration, each CPU
initializes and then updates local width and length arrays
according to the chunk size. Before increasing hop iteration,
each processor broadcasts and receives other local arrays
via collective communication to be aggregated in its buffer.
To gather all the updated local arrays at width and length
arrays, allgather communication is performed. All processors
converge on a synchronization barrier to do another iteration
of the hop count. Finally, once all hop iterations have been
completed, the master processor updates the length and width
arrays and performs post-processing on them. In order to
select the path with the lowest maximum-power value, the
master processor initially computes the maximum power for
the paths from a given source to destination node resulting at
each hop count.

VI. EVALUATION METHODOLOGY

A. EXPERIMENTAL SETUP

To evaluate our MPI parallel implementation, we carry
out experiments using a virtual cloud cluster at Electron-
ics Research Institute (ERI) HPC/cloud center of excel-
lence [41]. The ERI HPC/cloud system is divided into
two main platforms, HPC and OpenStack cloud which are
controlled by Bright Computing Linux Cluster Manager
version 8.1 [42]. The ERI HPC/cloud system has addi-
tional units (such as storage, UPS...... ) which allow the
system to operate efficiently with full monitoring by the
administrators. The ERI cloud platform is implemented with
Bright OpenStack Liberty release [43] with kernal based
virtual machine (KVM) hypervisor which is managed by
Bright Computing Manager. The cloud platform consists
of eight servers as shown in Fig. 7. One server acts as a
controller with two 8-core processors (Intel(R) Xeon ES5-
2640), each running at 2.4 GHz, where each processor has
20 threads. The remaining seven servers act as compute
servers. Five compute servers have two processors (Intel(R)
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FIGURE 6. MPI master-slave model for parallel multi-hop routing.

Xeon E5-2670), each running at 2.6 GHz, where each
processor has 16 threads. One compute server has two
10-core processors (Intel(R) Xeon E5-2640), each running at
2.4 GHz, where each processor has 20 threads. The remaining
compute server has two 8-core processors (Intel(R) Xeon
E5-2680), each running at 2.7 GHz, where each processor
has 16 threads as shown in Table 2. The internal network
has 10GB Ethernet switches. The Non-Uniform Memory
Architecture (NUMA) design is used in a distributed-memory

VOLUME 12, 2024

multiprocessing system, where memory access time relies on
the location of the memory relative to the processor. Under
NUMA, a processor can access its local memory faster than
non-local memory (local memory to another processor or
shared memory between processors) [44]. Our MPI parallel
implementation on the virtual cloud cluster operates on eight
VMs provisioned and managed by the bright OpenStack
hypervisor [42]. This virtual cluster is characterized by the

following:
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FIGURE 7. ERI Cloud system.

« Each virtual machine has 32 VCPUs to nearly meet the
specifications of HPC slave servers, 7.8 GB RAM, and
Centos 7.

o Virtual machines are interconnected using the same
network (OpenStack private network).

« MPICH package is installed on all VMs

To begin, we set up passwordless ssh communication between
VMs. Then, we configure Network File System (NFS)
protocol services [45] on NFS-server (one of VMs) and NFS-
clients (other VMs) to use the NFS shared folder between
VMs. NFS is a stateless distributed file system protocol to
allow users and applications to access and process remote
data in the server as if it were local data. Finally, we mount
the shared folder and install the MPICH (Message passing
interface Chameleon) packages version 3.2.1 [46] on the
same shared folder.

B. PERFORMANCE METRICS

We test our parallel implementation using deployment
parameters that are classified into two main categories
(application, computing platform).

1) Communication Network densification (Application
parameter): Our parallel application runs for different
network sizes which indicate the number of communi-
cation nodes (N). The memory requirements for various
network sizes are shown in Table 3.

2) Cores per node (Computing platform parameter): The
number of processors or cores running on a single
compute node in a computing cluster is represented
by this parameter. High-performance computing (HPC)
servers or cloud-based virtual machines (VMs) are used
to distribute MPI tasks. To keep things simple, an HPC
server or cloud-based virtual machine is referred to as a
node. The term cores per node refers to the number of
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Head Node(s)

TABLE 2. Technical specifications for ERI-Cloud servers.

SPECs Controller server Compute server
Physical 2X(Intel (R) Xeon (R)
server/processors | CPU E5-2640 0 @ 2.4 o 5 Compute servers
GHZ, 25MB cache, 8 2X(Intel (R) Xeon
cores, 20 threads) (R) CPU E5-26700
@ 2.6 GHZ, 20MB
cache, 8 cores, 16
threads)
o 2 Compute servers
2X (Intel(R)
Xeon(R) CPU
E5-2640 v4 @
2.40GHz,25 MB
cache, 10 cores, 20
threads)
Memory DDR3 128GB RAM, | DDR3 128GB RAM,
NUMA architecture NUMA architecture
Interconnect 2X 10GB Ethernet per | 1X 10GB Ethernet per
controller server compute servers
System Centos 7 and Hypervisor | Centos 7 and Hypervisor
software(OS) KVM KVM

TABLE 3. Data sizes and their system memory requirements.

Data size | Network size (Number of communication nodes) | System memory footprint (GB)
Small 512 527

Medium 1024 6.31
Large 2048 7.44

processors or cores or virtual compute units (VCPU)
that may be found on a HPC server or cloud VM,
respectively. There are two techniques for distributing
MPI tasks:

o The Uniformly Distributed Scenario (UDS): When
using MPI tasks, the MPI tasks (processes) are
distributed in a round-robin fashion among avail-
able nodes by default (i.e. one task is assigned to
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each node when several tasks are being executed
simultaneously) as shown in Fig. 8(a).

o The Consolidated Distributed Scenario (CDS):
Prior to moving on to the next node, each node is
loaded with MPI jobs until its processors or cores
are fully utilized as shown in Fig. 8(b). Because
most nodes have 32 processing units, the number
of MPI tasks that may run concurrently on a single
node is limited to 32.

The UDS has the benefit of spreading computing effort
for MPI tasks as the number of nodes increases, then
reducing the computation time. However, the remote
memory communication overhead across nodes is a
drawback in this scenario. With more MPI tasks, the
CDS requires less remote memory transfer. Unlike the
previous scenario, CDS has the drawback of inter-node
memory access overhead. It is possible for the memory
on a single node to become overloaded, resulting in a
slowdown. Table 4 illustrates the distribution of nodes
and cores per node against MPI jobs in two scenarios
(UDS, CDS).

TABLE 4. MPI tasks distribution in UDS and CDS scenarios.

Rank Rank

Caches Caches

Main memory Main memory

Node 1 Node 2

(a) The Uniformly Distributed Scenario (UDS)

Rank Rank

0 1 Core Core

Caches Caches

Main memory Main memory

VII. RESULTS AND ANALYSIS

A. VIRTUAL CLUSTER ON THE CLOUD

Our parallel multi-hop routing protocol implementation is
evaluated by measuring the relative execution time (compu-
tation time and communication time) and speed up compared
to the serial implementation.

o The computation time is the sum of measured time
for updating local width, length arrays for each hop
count iteration by all processing elements (p). Then, the
relative computation time is the computation time for
processing elements to the total time taken on a single
processing element in microseconds.

o The communication time is the sum of measured time
for all-to-all gathering local arrays for each hop count
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Node 2

(b) The Consolidated Distributed Scenario (CDS)

FIGURE 8. Two MPI tasks (Rank 0, Rank 1) distribution example for both

iteration between processing elements (p). Then, the
relative communication time is the communication time
for processing elements to the total time taken on a single
processing element in microseconds.

o Speedup is defined as the ratio of the total time (7f)
taken on a single processing element to the total time
(Tp) required to solve the same problem on a parallel
computer with identical processing elements (p).

MPI UDsS CDS
Tasks | Number of nodes | Number of cores per node | Number of nodes | Number of cores per node Node 1
1 1 1 1 1
2 2 1 1 2
4 4 ! ! 4 scenarios.
8 8 1 1 8
16 8 2 1 16
32 8 4 1 32
64 8 8 2 32
128 8 16 4 32
256 8 32 8 32

In Fig. 9 and Fig. 10, the x-axis is the independent variable in
our experiments which indicates the number of running MPI
tasks. Then, the number of nodes and the number of cores
per node are explicitly presented by Table. 4. The y-axis is
the dependent variable that represents relative execution time.
The results are semi logarithmic-scaled for the x-axis only,
using base-10 logarithm.

The relative execution time is shown in Fig. 9 for
small data size in UDS and CDS scenarios. Due to the
virtualization overhead and latency overhead among nodes
(VMs), increasing the number of MPI tasks up to 8 causes
a slight increase in the relative communication time for
UDS. Then, the communication time increases significantly
when the number of MPI tasks exceeds 32. The percentage
of change rate in communication time from 8 MPI tasks
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to 64 MPI tasks represents more than 100% increase due
to communicating large number of nodes. Also, increasing
the number of VMs requires high access for the physical
cores. Therefore, the virtualization overhead increases due
to massive context switches and small data transfers among
VMs.

For CDS, the change rate of communication time decreases
by 50% for up to 32 MPI tasks since one VM can still tolerate
running MPI tasks with insignificant virtualization overhead.
Because the number of running MPI tasks on the cloud server
exceeds the number of physical cores, the communication
time increases as the number of MPI tasks exceeds 32. The
virtualization effect and inter-VM communication becomes
significant to access the memory among MPI tasks starting
at 32 MPI tasks. The higher the number of utilized VMs per
server, the higher the virtualization overhead.

This virtualization overhead becomes more significant
when the number of running MPI tasks exceeds the number
of physical cores in the cloud server. From these results,
we observe that the rate of change of CDS communication
time for small data sizes can be reduced by nearly 50%
at 32 MPI tasks. In both scenarios, the computation is
performed in a fraction of the time, which means 100 times
faster than the serial execution. After running 32 MPI tasks,
UDS takes less time to compute than CDS because the
overhead of context switches increases across MPI tasks
running on the same server.

Fig. 10 shows the relative execution time in both scenarios
(UDS, CDS) for large data size. For UDS, the communication
time decreases up to 32 MPI tasks, unlike small data size.
The communication to computation ratio is lower in large
data size since each node spends more time processing than
communicating. The change rate in communication time
from 8 MPI tasks to 64 MPI tasks represents only a 40%
increase, since each MPI task handles a significant volume
of data. Beyond 64 MPI tasks, the communication time
increases significantly like small data size because of more
virtualization overhead.

For CDS, the change rate of communication time decreases
by nearly 70% up to 32 MPI tasks. The communication time
increases dramatically as the number of MPI tasks exceeds
32, in a similar manner as for small data size. At 256 MPI
tasks, the computation time is more than 100 times faster in
both scenarios (UDS and CDS). After running 32 MPI tasks,
UDS takes less time to compute than CDS because increasing
the number of MPI-tasks on the same cloud-server causes
more memory overhead. Besides, each node handles a subset
of data than distributing the computational job among them.
From the results, we observe that the virtualization overhead
in large data is less than that in small data because of the lower
communication to computation ratio. Therefore, using a large
data size can enhance execution time in both UDS and CDS.

For various data sizes in the UDS and CDS, Figs 11(a)
and 11(b) illustrate the overall speed up while increasing
the number of MPI tasks and nodes. For UDS, the speed
up scales sub-linearly up to 8 nodes per 8§ MPI tasks for all
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data sizes. We observe that all data sizes have their peak at
8 nodes per 32 MPI tasks. Beyond 64 MPI tasks, the speed
up drops since the context switches increase among MPI
tasks running on the same cloud-server VMs. Accordingly,
the network virtualization overhead increases. The large data
size achieves the best speed up of 9.8x while running 32 MPI
tasks per 8 VMs since the communication overhead for large
data size is limited due to infrequent communication of nodes.
Therefore, large data is less latency-sensitive than other data
sizes.

For CDS, the speed up is almost linear up to 8 MPIs
per VM. While running 16 MPI tasks per one VM, the
small data size requires less memory on the same server.
The number of MPI tasks surpasses the number of physical
cores in any server when using MPI tasks up to 32. The
huge context switches for large and medium data sizes have
less overhead than small data size. However, the medium
data size has the best speed up of 15.8X on one VM since
it is less memory-sensitive than the large data size. With
increasing the number of VMs from 2 to 64 MPI tasks,
the larger data has less latency overhead and virtualization
overhead than other data sizes. We observe that the memory
overhead noticeably affects the performance scaling in the
CDS scenario for large data size. Also, large data size
achieves more speed up than other data sizes in the UDS
scenario, since the communication overhead is limited due to
infrequent communication of nodes (less latency). Therefore,
for medium data size, the CDS scenario is the best fit
achieving a net speed up of 15.5x. For large data size, it is
better to adopt UDS task distribution scenario.

To efficiently utilize all capabilities of cloud computing,
a set of experiments with different configurations are per-
formed, to show the best behavior of our parallel implemen-
tation on the OpenStack virtual platform. Table. 5 shows the
experiment cases with five different configurations. Fig. 12
shows the relative execution time of VMs configurations on
the same server or different servers with a variety of assigned
VCPUs per VM to run 32 MPI tasks for large data size.
We select 32 MPI tasks to compare the utilization of one
VM with other configurations that are represented in cases as
shown in Table 5. The case 2 uses 4 VMs on the same cloud
server while case 3 uses 4 VMs on different cloud servers.
The case 4 uses 2 VMs on the same cloud server while
case 5 uses 2 VMs on different cloud servers. All cloud VMs

TABLE 5. Different experiments for VMs configurations.

Experiments Number of VMs Number of VCPUs
1 1 32
2 4 (same cloud server VMs) 8
3 4 (different cloud server VMs) 8
4 2 (same cloud server VMs) 16
5 2 (different cloud server VMs) 16
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are in the same internal network in all cases. We observed
that the best configuration case in relative execution time is
case 1 and the worst configuration case is case 2 because the
communication time increases while increasing the number
of VMs per cloud server. Accordingly, the context switches
increase among MPI tasks running on the same cloud-server
VMs and the memory-access overhead in case 2. Therefore,
case 1 has the least communication time in all cases. In the
different cloud-server VMs configurations (case 3, case 5),
the virtualization effect in communication time is less than
other cases (case 2, case 4), while increasing the number of
VMs. This is due to the low latency for large data transfers.
The computation time decreases using a smaller number
of VCPUs that does not exceed the number of physical
cores in any running cloud server. Therefore, case 1 is the
worst computation time due to using 32 VCPUs in one
cloud server VM. Also, case 3 and case 5 achieve the best
computation time in all cases because of the smaller number
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of used VCPUs. Therefore, we conclude that our MPI parallel
protocol uses collective communication operations among
MPI tasks that require low latency. Therefore, it experiences
higher virtualization overhead when running on the same
cloud server, and this overhead increases as the number
of VMs per server increases. For large data size, the best
recommendation for VMs configurations is to be on different
cloud servers with a suitable number of VCPUs regarding
the physical cores in cloud servers while using more than
one VM. For small data size, the communication time is
more significant on the same cloud server than large data size
because the number of running MPI tasks on the same cloud
server exceeds the number of physical cores as shown in
Fig. 9. Accordingly, the virtualization overhead increases due
to massive context switches and small data transfers among
VMs. Then, the best recommendation is to use the small data
size case while using a number of VCPUs less than physical
cores in the cloud server.
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FIGURE 11. The overall speedup vs MPI tasks per VMs for various data
sizes.
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B. HPC AND CLOUD COMPUTING RESULTS COMPARISON
The major purpose of this section is to compare the
performance of virtual platforms on OpenStack private cloud,
the most popular open-source cloud platform, to conventional
parallel platforms (HPC) results presented in [19]. To this
end, we compare the performance of a virtual cluster of
several VMs running the MPI implementation to the HPC
system described in [19], as to better understand the impact
of network latency on performance. Then, we evaluate the
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scalability of both platforms and set recommendations for
them to be utilized by our 5G parallel protocol. To compare
performance and scalability for various network sizes and
MPI task distribution scenarios (UDS and CDS), Fig. 13 and
Fig. 14 are shown, respectively.

In Fig. 13, for all data sizes up to 32 MPI tasks, we notice
that HPC and the cloud perform similarly in terms of speed
up. However, HPC has better speed up since the cloud has
the virtualization overhead besides latency overhead. The
large data size is the most dominant data size to achieve
peak speed up for both platforms in the UDS scenario. The
speed up of HPC is double the speed up of the cloud for the
large data size up to 32 MPI tasks. The large data size is
less latency-sensitive than other data sizes, especially when
increasing the number of physical cores per node and the
number of nodes at running 128 MPI tasks. We observe that
HPC could efficiently utilize more resources in terms of the
number of cores and nodes as compared to the cloud, due
to the absence of any virtualization overhead in the UDS
scenario, especially for the large data size. Large data size
could efficiently utilize the cloud resources (nodes and cores)
in UDS up to 8 VMs with achieving a speed up of 9.8x. The
peak speed up in HPC is four times the peak speed up in the
cloud. The peak cloud speed up is 9.8x when running 32 MPI
tasks, and the HPC speedup is 37.4x when running 128 MPI
tasks.

In Fig. 14, we observe that the peak speed up of HPC
and the cloud occurs with medium data size when running
one node in the CDS scenario. Beyond 32 MPI tasks per
node, only HPC achieves speed up when increasing the
number of nodes up to 4 in the case of large data size.
The cloud results are inferior to the HPC results due to
network virtualization and context switches overhead among
MPI tasks of VMs deployed in the cloud server. In a CDS
scenario and large data size, HPC could utilize additional
resources, such as more nodes and cores. We also observe
that the medium data size case achieves the best speed up
of 15.5x in the cloud when running 32 MPI tasks per VM
(CDS). Finally, we could conclude that choosing the best
platform for our parallel implementation protocol is highly
dependent on changing the application parameters (network
size), and accordingly the computing platform parameters
(MPI tasks distributing scenarios). HPC outperforms the
cloud in terms of scalability, while achieving speed up for
large data size. We also conclude that cloud computing could
be utilized by medium data size without distributing MPI
tasks (CDS per VM) to achieve a peak speed up of 15.5x.
In terms of efficient utilization of all capabilities, large data
size can utilize cloud resources up to 8 VMs with achieving
a peak speed up of 9.8x in UDS scenario per 32 MPI tasks.
The virtual cloud cluster could enhance the performance for
medium and large data size using fewer resources (one VM)
as compared to HPC. Therefore, the cloud outperforms HPC
since it utilizes less hardware resources in 5G BBU pool
deployment, as well as the ability to assign cloud processing
resources closer to mobile users and real-time applications
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at the network edge. Then, MNOs have the benefits of
cloudification and virtualization of 5G network resources for
C-RAN.

VIIl. CONCLUSION AND FUTURE WORK

This paper highlights the potential usefulness of utilizing
cloud computing in an attempt to speed up 5G routing
protocols and satisfy the needs of 5G UDNs. Cloud com-
puting provides many advantages for 5G networks, such as
centralized processing and management, elastic provisioning,
and dynamic scalability upon-demand. The major objective
of this research is to compare the performance of virtual
cluster on the cloud to the conventional HPC platform
and set recommendations for adopting both platforms. One
of the most significant findings in this paper is that the
best routing speed-up achieved using our cloud computing
implementation was 15.5x, and was recorded using a few
hardware requirements (one VM) for a medium network size
of 1024 nodes. By comparing the results of our protocol for
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both platforms with the original serial algorithm, we conclude
that there is a marked improvement in running bigger network
sizes with less execution time. To set recommendations for
the adoption of cloud computing and HPC platforms to be
highly utilized in terms of speed up, scalability, and resources
or infrastructure requirements in 5G deployment, a set of
experiments are done using different application and system
parameters (network size, number of cores and nodes).
We conclude that our parallel protocol is a latency-sensitive
application, and cloud virtualization adds more overhead.
Accordingly, the cloud outperforms HPC that it could be
deployed at the edge of medium to large networks to serve
mobile users and real-time applications, yielding a peak speed
up with a few hardware requirements (one VM). We also
found that the location of VMs and the number of VCPUs
per VM in the cloud server play a crucial role in determining
the latency and virtualization overhead for different network
sizes. Therefore, deploying virtual cloud clusters necessitates
enhancing the cloud resource management to reduce network
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virtualization overhead, especially for our parallel 5G routing
protocol. We conclude that our HPC cluster implementation
surpasses that of a virtual cloud cluster in terms of routing
speed-up of 37x for a large network size with 2048 nodes.
Therefore, HPC is more suitable than the cloud in terms of
higher linear parallel performance, scalability, and platform
utilization at the core network of 5G.

In the future work, various parallel implementations, such
as shared memory (OpenMP) and hybrid multiprocessing
programming, may be useful to assess the performance
gains in both platforms. Also, cloud computing is efficient
when multi-core processor speeds increase, MPICH software
versions facilitate the in-compute server communication, and
the container virtualization is used to reduce the latency of
the VM virtualization layer.
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