
Received 14 December 2023, accepted 11 January 2024, date of publication 18 January 2024, date of current version 30 January 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3355542

Fine-Grained Human Hair Segmentation Using a
Text-to-Image Diffusion Model
DOHYUN KIM 1, EUNA LEE2, DAEHYUN YOO1, AND HONGCHUL LEE 1
1School of Industrial Management Engineering, Korea University, Seoul 02841, Republic of Korea
2Center for Defense Resource Management, Korea Institute for Defense Analyses, Seoul 02455, Republic of Korea

Corresponding author: Hongchul Lee (hclee@korea.ac.kr)

This work was supported in part by the BK21 FOUR funded by the Ministry of Education of Korea, and in part by the National Research
Foundation of Korea.

ABSTRACT Human hair segmentation is essential for face recognition and for achieving natural
transformation of style transfer. However, it remains a challenging task due to the diverse appearances
and complex patterns of hair in image. In this study, we propose a novel method utilizing diffusion-based
generative models, which have been extensively researched in recent times, to effectively capture and to
finely segment human hair. In diffusion-based models, an internal visual representation during the denoising
process contains pixel-level rich information. Inspired by this aspect, we introduce diffusion-based models
for segmenting fine-grained human hair. Specifically, we extract the representation from the diffusion-based
models, which contains pixel-level semantic information, and then train a segmentation network using it.
Particularly, to more finely segment human hair, our approach employs the representation from a text-to-
image diffusion model, conditioned on text information, to extract more relevant information for human
hair, thereby predicting detailed hair masks. To validate our method, we conducted experiments on three
distinct hair-related datasets with unique characteristics: Figaro-1k, CelebAMask-HQ, and Face Synthetics.
The experimental results show the improved performance of our proposed method across all three datasets,
outperforming existing methods in terms of mIoU (mean intersection over union), accuracy, precision, and
F1-score. This is particularly evident in its ability to accurately capture and finely segment human hair
from background and non-hair elements. This demonstrates the effectiveness of our method in accurately
and finely segmenting human hair with complex characteristics. Our research contributes not only to the
fine-grained segmentation of human hair but also to the application of generative models in semantic
segmentation tasks. We hope that the proposed method will be applied for detailed semantic segmentation
in various fields in the future.

INDEX TERMS Hair segmentation, fine-grained segmentation, generative model, diffusion model, text-to-
image diffusion model, Figaro-1k, CelebAMask-HQ, face synthetics.

I. INTRODUCTION
Image segmentation is a fundamental task in computer
vision that classifies pixels within an image based on
target objects. Among various segmentation tasks, human
hair segmentation in images has been utilized not only in
facial and gender recognition, but also in recent applications
such as face editing and style simulation [1], [2], [3].
Although segmentation of general objects has seen significant

The associate editor coordinating the review of this manuscript and
approving it for publication was Claudio Zunino.

progress, human hair segmentation remains one of the more
challenging image segmentation tasks due to its diverse
shapes and appearances [4]. In particular, as shown in
Fig. 1, human hair exhibits fine and complex characteristics
that make it difficult to distinguish hair accurately from
background and non-hair elements. Recent studies [3], [5],
[6] have aimed to perform human hair segmentation using
multiple levels of feature maps based on the convolutional
neural network (CNN). Additionally, CNN-based methods
often require additional post-processing modules to generate
more precise hair masks [6]. Nevertheless, most existing
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FIGURE 1. Human hair segmentation.

methods still suffer from inaccurate hair boundaries and
unsatisfactory segmentation results. In this study, our goal
is to more finely segment human hair. We do this by using
a novel approach that utilizes representations computed by
diffusion-based generative models. These representations
contain valuable pixel-level semantic information, which is
obtained during the image generation process. We train a
segmentation network with these representations, enabling it
to achieve more detailed segmentation of human hair.

Significant advancements have been achieved with regard
to the semantic segmentation, leading to more precise
segmentation results. Most methods [7], [8], [9] based
on encoder–decoder network architecture utilized both
coarse and fine representations to capture more detailed
image features. Furthermore, both [10] and [11] exploit
multi-scale features to enhance the contextual understanding
in image processing. These methods have been applied in
areas requiring fine-grained segmentation, such as anomaly
detection [12] and biomedical applications [13], [14], [15].
Subsequently, Vision Transformer [16] (ViT) successfully
applied the transformer model [17], which was initially
proposed for machine translation, focusing on the attention
to the entire context of text in natural language processing
(NLP) research, to the field of computer vision (CV), thereby
facilitating the consideration of the entire context of images
for image segmentation [18]. Alternatively, segmentation
research has also leveraged the advantages of the image
generation process using generative models [19], [20], [21],
[22]. In particular, generative models based on the diffusion
process [23], which gradually adds Gaussian noise to an
original image and then iteratively removes it to generate
the image, have recently shown revolutionary advances
in various image generation tasks [24], [25], [26], [27].
According to [21], denoising diffusion probabilistic models
(DDPM) [24] capture excellent pixel-level semantic infor-
mation of the inputted image, thereby providing a valuable
semantic representation for segmentation tasks. Additionally,
the representation in diffusion-based generative models
containing pixel-level dense and rich semantic information
have been utilized to perform panoptic segmentation [22].
Inspired by these studies, we aim to utilize a diffusion model
that would be superior at capturing pixel-level semantic
information to perform fine-grained hair segmentation.

In this study, we propose a novel human hair segmentation
method using a diffusion-based generative model, aimed
at achieving fine-grained results for intricate and complex

hair patterns. Specifically, we extract the internal visual
representation from the diffusion-based generative model.
Particularly, we utilize a text-to-image diffusion model,
conditioned by text, to obtain hair-related representations.
By conditioning on the word ‘hair’ during the denois-
ing process, we obtain pixel-level representations with
enhanced semantic information for hair-related pixels in
image. Subsequently, a segmentation network is trained using
these representations to perform fine-grained human hair
segmentation. To evaluate the effectiveness of the proposed
method in segmenting human hair under various conditions,
we conducted experiments on three publicly available
datasets: Figaro-1k [28], CelebAMask-HQ [29], and Face
Synthetics [30]. Figaro-1k requires capturing and separating
hair in various environments, while the CelebAMask-HQ
involves separating hair from non-hair elements like various
accessories. By contrast, Face Synthetics is characterized
by its synthetic facial data, which provide more detailed
annotations. The proposed method both captured hair effec-
tively and performed fine-grained segmentation of hair from
various non-hair elements and background. Specifically, our
method achieved significant improvements over existing
methods. On Figaro-1k, it achieves mean intersection over
union (mIoU) improvement of 4.2% points and 3.1% point
rise in F1-score. For CelebAMask-HQ, the model improves
mIoU by 1.8% points and F1-score by 0.2% points. On Face
Synthetics, it reports mIoU improvement of 1.5% points,
1.2% point accuracy gain, along with 0.9% point increase in
precision. Furthermore, in qualitative experiments conducted
on the three datasets, the proposed method exhibited more
detailed boundary segmentation of human hair compared to
existing methods. Particularly, it was effective in capturing
complex hair patterns. These results have established that the
proposed method, which utilizes pixel-level representations
in diffusion-based generative models, predicts more detailed
human hair masks. The contributions of this study are
summarized as follows:

• We introduce a novel approach for fine-grained human
hair segmentation using diffusion-based generative
models, which utilize pixel-level semantic information
for precise hair segmentation.

• We develop a method that utilizes a text-to-image
diffusion model, conditioned with the text ‘hair’, for
extracting hair-focused features, which are then used to
train a segmentation network.

• We achieve segmentation of human hair by using only
pixel-level semantic representation without additional
refine modules.

• We conduct extensive experiments on fine-grained hair
segmentation by using three distinct publicly available
hair-related datasets, which include a wide range of
unique characteristics. Our method achieved state-of-
the-art performance in fine-grained hair segmentation,
demonstrating the effectiveness of our method.

The remainder of this paper is organized as fol-
lows. Section II discusses previous research on semantic
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segmentation, segmentation using diffusion-based generative
models, and human hair segmentation. Section III introduces
the proposedmethod, and Section IV presents the quantitative
and qualitative experimental results. Finally, Section V
concludes the work and suggests possible directions for
further research in other areas.

II. RELATED WORK
A. SEMANTIC SEGMENTATION
Semantic segmentation is a task of image segmentation
that involves the semantic classification of pixels in an
image. There have been significant advances in semantic
segmentation in recent years. With the success of CNN
on several CV tasks, it has been applied to various image
segmentation tasks. Fully convolutional neural networks [7]
effectively combined coarse and fine image features using a
convolutional-only architecture, facilitating accurate seman-
tic segmentation. UNet [8], another method for medical
image segmentation, leveraged a symmetric encoder–decoder
architecture to capture contextual information and enable
precise localization.

As regards fine-grained segmentation, several studies
based on CNN have been developed to capture more
detailed image features. Encoder–decoder-based methods,
such as SegNet [9], utilize low- and high-level information
at multiple encoding stages during decoding to achieve
more finely detailed segmentation results. DeepLabV3+ [11]
employs Atrous Spatial Pyramid Pooling along with atrous
convolution. This facilitates the extraction of dense features
from the image and allows for a broader understanding of the
image context. It was used to achieve more precise object
boundaries. These methods using multi-scale features and
encoder–decoder architecture have been mainly applied to
the biomedical field because of their ability in capturing
detailed representations of the image. Thus, research con-
tinues to focus on realizing precise segmentation [31], [32].
Furthermore, an adaptive feature fusion module has been
proposed to enhance segmentation performance [33], and a
boundary-aware context neural network for capturing con-
textual information has been proposed to achieve improved
segmentation results with detailed object boundaries [34].
Meanwhile, recently, ViT [16] successfully adapted

the Transformer architecture [17], originally proposed for
machine translation task in NLP, to the field of CV. This
approach allows the extraction of image features without
spatial information compression, capturing global context
in a way that contrasts with the local focus of CNN-based
methods. Inspired by success of ViT, it has been widely
utilized for feature extraction to various downstream tasks
of CV, such as object detection and segmentation [35].
[36], [37], [38] employed the transformer decoding process,
which is based on an attention mechanism among multi-
scale features, to perform precise segmentation with the
global context of the image. In this study, we propose a
method for fine-grained semantic segmentation. We leverage

the advantages of existing generative models, instead of
using the commonly employed discriminative models for
segmentation tasks. Particularly, we utilize diffusion-based
generative models and suggest a method where semantic
segmentation is conducted by extracting and utilizing features
computed during the image re-generation process.

B. DIFFUSION-BASED GENERATIVE MODELS FOR
SEGMENTATION
In recent years, diffusion-based models have been applied
to a wide variety of image generative tasks, such as image
generation [24], [26] and image editing [39], because of their
improved ability to generate high-quality images compared
with previous methods. Latent Diffusion Models (LDM)
[40] employed the latent space of autoencoders for pixel
representation, which allows for a reduction in complexity
and the preservation of details. Moreover, diffusion-based
models can also be useful in image segmentation tasks.
SegDiff [41] extendedmethod of diffusion probabilistic mod-
els to image segmentation. Reference [21] demonstrated that
diffusion-based models can be used in semantic segmentation
using only a few labels. In particular, they showed that
visual features, extracted in the denoising stage, contain
excellent pixel-level semantic information. Additionally,
ODISE [22] successfully performed panoptic segmentation
using diffusion-based models; they also used the visual
features of pixel-level rich semantic information extracted
through these models. Motivated by these advantages of
diffusion-based generative models, we focus on fine-grained
human hair segmentation to leverage the visual features
obtained from these models, which contain rich pixel-level
semantic information.

C. HUMAN HAIR SEGMENTATION
Many studies for human hair segmentation have impacted
various face-related tasks, such as facial recognition and style
translation. Particularly, hair segmentation is required for
successful style transformation in the field of face-centered
style transfer, such as face translation [42] and face
editing [43], [44]. Early research focused primarily on the
prediction of hair masks by only using color, spatial, and
frequency information [45], [46], [47], [48]. However, this
approach was limited by the spatial location of human hair
within the images, which required additional image pre-
processing. To address the limitations, [49] employed a
neural network to classify image pixels that represent human
hair. In particular, remarkable success has been achieved
using deep CNN; [50], [51], [52] utilized deep CNN to
learn various characteristics of human hair for automatic
hair segmentation. Recently, some approaches [3], [5], [53]
have been based on encoder–decoder network architectures to
utilize multi-scale features for predicting finely detailed hair
masks. In a subsequent study [6], a border refinement module
was added to enhance hair segmentation and refine the details
of hair borders. However, most of these existing methods
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still suffer from inaccuracies in hair boundary detection and
detail. They also require additional pre- or post-processing
stages. In this study, we aim to perform fine-grained
human hair segmentation using only the visual features that
contain pixel-level semantic information extracted through
the diffusion-based generative model without the need for
additional processing.

III. PROPOSED METHOD
The framework of the proposed method is shown in Fig. 2.
It consists of the following stages. The first stage is feature
extraction, during which we extract internal visual features in
the reverse process from a pre-trained text-to-image diffusion
model. The second stage involves segmentation, where a
segmentation network is trained using the extracted visual
features to predict human hair masks. Our goal is to predict
a fine-grained human hair mask using the internal visual
features of the diffusion-based generative models.

In the next subsection, we provide a brief overview of
diffusion probabilistic models. We then describe feature
extraction with pixel-level semantic information and the
segmentation network that utilizes this information to predict
the hair masks.

A. BACKGROUND
We consider the diffusion probabilistic models proposed
by [23] and [24]. Diffusion-based generative models generate
new images by progressively corrupting an original image
with Gaussian noise over a series of steps, and then creating a
new image from the corrupted image by iteratively predicting
and removing the addedGaussian noise at each step, as shown
in Fig. 3.

The forward process gradually corrupts x0 sampled from
the original data distribution q(x) by adding Gaussian noise.
Specifically, Gaussian noise with variance schedule βt is
added to xt−1 for each t ∈ T steps, which can be defined
as in

q(xt |xt−1) = N (xt ;
√
1 − βtxt−1, βtI). (1)

The resulting variable xt can be expressed as in

xt =

√
1 − αtϵ +

√
αtx0. (2)

where ϵ ∼ N (0, I) and αt =
∏T

i=1(1 − βi). The
corrupted image xT approximately follows a standard normal
distribution with a mean of 0 and a variance of 1, with
each pixel being independently and identically distributed.
Subsequently, the reverse process is the procedure of
denoising from xT back to x0. The model, under parameter θ ,
predicts the mean and standard deviation of the added noise
at each step, which can be defined as in

pθ (xt−1|xt ) = N (xt−1; µθ (xt , t), 6θ (xt , t)). (3)

The model learns its parameters through the diffusion process
while reconstructing the original image, which involves
learning the distribution of the data. During inference, a new

image is generated by predicting and removing noise from the
learned distribution at each step.

Based on the diffusion process, recent text-to-image
generative models [27], [40], [54] generate images that
correspond to text descriptions of target images. Specifically,
given an initial Gaussian noise and a text embedding extracted
from a text encoder like CLIP [55], the model generates a new
image that aligns with the text description through the reverse
process.

B. FEATURE EXTRACTION
As aforementioned, diffusion-based models generate new
images from Gaussian noise through reverse processing.
In text-to-image diffusion models, such as LDM, a UNet
architecture with a symmetric encoder–decoder structure is
utilized for denoising. Additionally, the denoising process is
guided by employing cross-attention between visual features
and text embeddings to generate images corresponding to
the desired text descriptions. Notably, the visual features
computed during denoising correlate strongly with rich,
semantically meaningful text descriptions.

For fine-grained human hair segmentation, we focus
on extracting the visual features that contain hair-focused
semantic information. Therefore, we use the text-to-image
diffusion model, which performs the diffusion process condi-
tionally based on textual information about hair. Specifically,
we extract the internal visual features during the reverse
process in the text-to-image diffusion models, which takes
image-text pairs (x,w) as input. The model first performs a
forward process on the original image data point x0 by adding
Gaussian noise over T steps. The corrupted data xT are then
denoised via the reverse process. We focus specifically on
visual features correlated with pixels of hair parts. To achieve
this, we condition the text input using the word ‘hair’ in
w during the reverse process. For text conditioned denoising,
themodel fθ employs aUNet architecture with cross-attention
(Diffusion UNet). Using the text embedding extracted from
the text encoder as K and V , and the visual features as Q, the
attention operation is performed as expressed in (4).

CrossAttention(Q,K ,V ) = Softmax
(
QKT
√
d

)
V (4)

This process is computed over T steps, and at each step, the
visual features that capture the relevance between visual and
textual information are computed. At this point, we extract
the visual features from the Diffusion UNet at the last
step. As shown in Fig. 4, we take the visual features at
different scales from the Diffusion UNet; this enables the
gathering of features encapsulating various levels of semantic
information. The extracted features are expressed in

wemb = TextEncoder(w), (5)

r = fθ (xt ,wemb). (6)

The extracted features r contain pixel-level semantic
information correlated to the word ‘hair.’ As a result,
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FIGURE 2. Framework of proposed method.

FIGURE 3. Diffusion process.

FIGURE 4. Feature extraction from Diffusion UNet during reverse process.

the features r that contain more semantic details regarding
the pixels representing hair can be obtained. Utilizing the
features r , we can train the segmentation network to produce
a more finely detailed human hair mask.

C. SEGMENTATION NETWORK
We train the segmentation network by leveraging the fea-
tures r extracted through the text-to-image diffusion model.
Since the features inherently contain pixel-level semantic
information related to the hair, their use enables our segmen-
tation network to achieve more finely detailed predictions.
These features can also be effectively utilized with direct
segmentation mask-based (query-based) models [37], [38].
These models predict segmentation masks by employing an
initial query, which is decoded with visual features. This
method aligns well with our approach, where the initial
query interacts with the extracted features for accurate image
segmentation. However, focusing exclusively on hair among

various objects can lead to pixel imbalances. Such imbalances
could potentially hinder both the training process and the
accuracy of predictions. Therefore, it is crucial to select a
model that takes these considerations into account. To address
this problem, in this study, we utilize Mask2Former [38],
which employs binary cross-entropy and dice loss functions.

IV. EXPERIMENTAL RESULTS
A. ARCHITECTURE
In these experiments, we utilized the latent diffusion model
v1-3 [40] as a text-to-image diffusion generative model
and Mask2Former [38] as the segmentation network model.
In the feature extraction stage, we paired the image with the
word ‘hair’ and performed denoising during the reverse
process. Text embeddings were extracted using CLIP text
encoder [55], by inputting the word ‘hair’ into the prompt
‘A photo of a hair.’ We maintained all the stages
of the diffusion process in a frozen state and trained only
the segmentation network. Additionally, because the optimal
performance was observed at timestep T = 0, we report the
results observed at this timestep.

Following [6], we compared our results with those of
UNet [8] and DeeplabV3+ [11], which use a pre-trained
ResNet [56] as the backbone. Additionally, we included
Mask2Former, which uses both a pre-trained ResNet and
Swin transformer [57] as the backbone, as an additional
comparison method.

B. DATASETS
To verify the effectiveness of the proposed method, we used
three public datasets: Figaro-1k [28], CelebAMask-HQ [29],
and Face Synthetics [30] for our experiments. Fig. 5 shows
an example of each dataset. Figaro-1k is a hair analysis
dataset composed of 1,050 images of various forms of hair
in everyday scenarios, as shown in (a). CelebAMask-HQ is a
large-scale facial image dataset used for various face-related
tasks; we used only the hair annotations. This dataset consists
of 30,000 face images, many of which have celebrities
wearing various accessories that partially cover their hair,
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TABLE 1. Comparison of quantitative results of models applied to the Figaro-1k dataset.

FIGURE 5. Examples from the Figaro-1k, CelebAMask-HQ, and Face
Synthetics datasets.

as shown in (b). Face Synthetics is a diverse face synthesis
image dataset that can be used for various face-related tasks.
It is composed of 100,000 face images and is characterized
by the detailed depiction of faces and hair, as shown in (c).
Therefore, this dataset has finer annotations at the pixel-level,
and we used only the hair annotations.

C. EVALUATION METRICS
For quantitative evaluation, we adopted the mean values of
the intersection over union (IoU), accuracy, precision, and
F1-score. The IoU represents the degree of overlap between
the ground truth mask and the predicted mask, whereas the
accuracy denotes the number of pixels correctly classified.
The precision indicates the accuracy of positive predictions.
Finally, the F1-score was calculated by combining precision
and recall, providing a balanced measure of both. These
quantities are described by Equations (7), (8), (9), and (10),

respectively, and were used to conduct the evaluations.
In these equations, pcls denotes the number of segmentation
classes, pij represents the number of pixels predicted as class
j but in fact belonging to class i, and ti denotes the number of
pixels belonging to class i.

mIoU =
1
pcls

∑
i

pii
ti +

∑
j pij − pii

(7)

Accuracy =
1
pcls

∑
i pii∑
i ti

(8)

Precision =
1
pcls

∑
i

pii∑
j pij

(9)

F1-score =
1
pcls

∑
i

2 · pii
2 · pii +

∑
j pij +

∑
j pji

(10)

D. QUANTITATIVE AND QUALITATIVE RESULTS
In this section, we present both the quantitative results and
visual outcomes of the proposed method in comparison with
those of existing methods, as applied to three public datasets.

1) FIGARO-1K
The experimental results obtained using the Figaro-1k dataset
are presented in Table 1 and Fig. 6. This dataset contains
images of natural human hair in various forms; hence, the
model needed to segment hair with diverse patterns from the
background.

As shown in Table 1, the proposed method outper-
formed all the compared existing methods. In particular,
it outperformed the previous state-of-the-art methods by
approximately 4% points in mIoU, 1% point in accuracy,
and 1% point in precision. This suggests that the proposed
method both segmented parts of the hair more accurately
than the existing methods and performed well in segmenting
the complex boundaries of hair. Furthermore, our method
outperformed other methods by about 3% points in F1-score.
This also means that it is effective in capturing and
distinguishing the complex pattern of hair. Upon reviewing
the results of existing methods, it is observed that extracting
the visual features from larger Backbone models does not
necessarily guarantee higher performance. This suggests
that for hair segmentation, the quality of the features is
more important than the size of the model. In contrast, [6]
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FIGURE 6. Comparison of qualitative results of models applied to the Figaro-1k dataset.

TABLE 2. Comparison of quantitative results of models applied to the CelebAMask-HQ dataset.

utilized the initially obtained human hair shape prior and the
original image together for human hair segmentation. They
also performed this segmentation with an additional refine
module. Nevertheless, our proposed method demonstrated
superior performance of the segmentation network with only
pixel-level semantic visual features without any additional
modules.

Fig. 6 shows the original images, ground truth, prediction
results of the existing methods, and the prediction results
of the proposed method. Overall, recent methods show
improved performance in segmenting hair, but they still
struggle with hair segmentation when dealing with complex
hair shapes. As depicted in (a), (b), the proposed method
could segment areas such as boundaries more finely than
the existing methods. In particular, (c) depicts that, despite
the complex pattern of the hair, the proposed method
more accurately captured and segmented hair parts. These
results imply that the features of the proposed method that
comprise pixel-level semantic information not only succeed

in capturing the various forms of hair, but are also effective
in segmenting the hair more finely.

2) CELEBAMASK-HQ
The results of the experiments on CelebAMask-HQ are
presented in Table 2 and Fig. 7. This dataset mainly consists
of images focused on the faces of various celebrities,
who often wear accessories such as hats and earrings in
public settings. The model must distinguish hair from the
background as well as from the various non-hair objects such
as diverse accessories.

According to the experimental results in Table 2, the pro-
posed method exhibited superior performance with respect
to mIoU, accuracy, precision, and F1-score compared to the
existing methods. Notably, our method effectively segmented
human hair not only in hair-centered images but also in face-
centered images. These results indicate that our method can
accurately capture only the hair parts and more precisely
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FIGURE 7. Comparison of results of models applied to the CelebAMask-HQ dataset.

segmented them while distinguishing hair from the various
non-hair objects such as diverse accessories.

Fig. 7 depicts the visual results of the proposed method
compared with those of other methods. Overall, as reviewing
in the results of existing methods, recent methods have shown
improved performance in segmenting hair, but they still face
difficulties in achieving detailed segmentation. As shown
in (b), in spite of the complex patterns exhibited by the
hair around the face, the proposed method captured and
segmented hair more effectively than the other methods.
Moreover, as shown in (c), (d), even in instances where
earrings and hats caused the hair to appear discontinuous,
the proposed method successfully focused on and segmented
only the hair, thereby performing finer segmentation. In par-
ticular, in (d), the predicted hair mask visually aligns more
closely with the observed hair patterns than the ground
truth in certain aspects. This implies that the visual features
extracted from the text-to-image diffusion model, which
is focused on the hair parts, are effective in segmenting
hair more finely from the various non-hair elements and
background.

3) FACE SYNTHETICS
Finally, the experimental results using Face Synthetics are
reported in Table 3 and Fig. 8. This is a facial synthesis
image dataset, containing more fine annotations than the
other datasets. Therefore, the model must be capable of

capturing the various forms and textures of hair, while also
predicting a more fine-grained hair mask.

Based on the quantitative experimental results in Table 3,
the proposed method achieved the best performance, sur-
passing the existing methods across all evaluated metrics.
Notably, the highest mIoU, accuracy, and precision scores
reflect our method’s ability to segment the hair boundaries
precisely. Additionally, the highest mIoU and F1-score
indicate that our method can more effectively capture the hair
parts than the existing methods, distinguishing them from the
face and background.

In Table 3, more recent methods have reported increasingly
improved performance. However, as shown in Fig 8, there
were still limitations in the detailed segmentation of the
hair boundaries. The visual prediction results illustrate that,
overall, the proposed method predicts the hair mask more
finely than the existing methods. In particular, the red boxes
in each row indicate that the proposed method segments
the boundaries of the hair more finely from the face or the
background. These results imply that the pixel-level semantic
visual features extracted from the diffusion-based generative
model in the proposedmethod are effective in predictingmore
detailed hair masks.

In summary of all experimental results, through com-
prehensive evaluation across three distinct human hair-
related datasets, each with its own unique characteristics,
our proposed method consistently demonstrated superior
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TABLE 3. Comparison of quantitative results of models applied to the Face Synthetics dataset.

FIGURE 8. Comparison of results of models applied to the Face Synthetics dataset.

performances. It not only achieved the highest scores in key
metrics (mIoU, accuracy, precision, and F1-score) but also
qualitatively surpassed the existing methods. These results
conclusively show that our method is highly effective in
capturing various forms of hair in both everyday and face-
centered images. Moreover, it outperforms other methods
in finely segmenting hair, clearly distinguishing it from the
background and various non-hair elements. This precision
in segmentation is particularly notable in challenging sce-
narios wherein hair interacts with complex patterns and
appearances.

V. CONCLUSION
In this study, we have proposed a method for the fine-grained
segmentation of human hair in various characteristics by
utilizing diffusion-based generative models. Human hair,

with its diverse shapes and outward appearances, presents a
challenge for fine-grained segmentation from the background
or from various non-hair elements. Therefore, the model
must effectively capture its diverse characteristics to segment
hair. To address this issue, we leveraged the advantage of
pixel-level semantic information by utilizing the internal
visual features of the diffusion-based generative model.
Specifically, to obtain the features focused on the parts of
hair, we extracted the visual features computed in the text-
to-image diffusion model by pairing an image with the word
‘hair.’ These visual features were then employed to train
a segmentation network, enabling the prediction of more
fine-grained hair masks. We conducted experiments with
three distinct human hair-related datasets to validate our
proposed method. Experimental results indicate that the pro-
posedmethod effectively captures hair in various patterns and
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segments hair more finely from the background and non-hair
elements than the existing methods do. Consequently, the
proposed method was empirically demonstrated to effec-
tively perform accurate and fine-grained hair segmentation.
However, the model’s training and inference were conducted
independently for each dataset in this study. Therefore,
a limitation is that the inference results of a model trained
on a specific dataset remain unclear when applied to data with
different characteristics. In future research, we aim to develop
an integratedmodel trained on a broader range of data and test
it on various datasets to explore a robust method. Meanwhile,
we hope that the fine-grained segmentation tasks required in
other areas may be addressed through the proposed method.
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