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ABSTRACT Accurately measuring the level of crowding in transit cars is crucial for ensuring passenger
safety and efficient operation. However, applying object detection algorithms to crowd counting in transit
cars poses difficulties due to the low viewpoint of the cameras and the labor-intensive task of image
labeling. Although some researchers have explored regression-based crowd counting methods without
labeling with bounding boxes, their approaches still necessitate manual counting of passengers for image
labeling. To overcome these challenges, we propose a novel calibration method for regression-based models
that minimizes the number of labeled images required for training. Our approach employs image pairs and
triplets with ranks for reinforcing the model training. Subsequently, the training task requires a minimal
number of images labeled with exact passenger counts. Experimental results demonstrate that our proposed
calibration approach considerably enhances the crowd counting performance of the conventional regression-
based model. Specifically, our method reduces the mean absolute error (MAE) by 76.5% and 34.3% for
conventional detection- and regression-based calibration methods, respectively.

INDEX TERMS Passenger load in transit, crowd counting, computer vision, regression-based model,
ranking model.

I. INTRODUCTION
Measuring passenger load in a transit car is an impor-
tant aspect of enhancing safety and optimizing operation
of public transit systems. Passenger load data can also
be used to manage crowding to provide better passen-
ger service and are inevitable to plan for future infras-
tructure improvements. Transit operators estimate revenue,
and plan budgets according to the passenger load data.
This information can also be used to justify funding
requests for future improvements or expansions to the transit
system.

There are several methods that can be used to measure
the passenger load in a transit car. Automatic fare collecting
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(AFC) systems use sensors or other devices to charge transit
fares and detect when passengers enter or exit the transit
station. Using this fare-charging information, the passenger
load data can be automatically collected on a real-time basis.
For example, radio Frequency Identification (RFID) tech-
nology uses radio waves to identify and track passengers
with RFID-enabled cards or mobile devices [1], [2]. This
technology can track the number of passengers boarding and
alighting at each station, allowing for real-time passenger
load information. Some transit systems have sensors that
measure the weight of transit cars [3]. The passenger load
can be estimated by the difference between loaded and empty
cars, but the challenge is that the estimation might be affected
by many factors and leads to an inaccurate measurement. The
computer vision technology has recently been highlighted
leveraging the recent advancements in deep learning. This
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involves analyzing video footage from cameras mounted
inside the transit car to determine the number of passengers
on board.

Each passenger crowd counting method has its own advan-
tages and disadvantages, and the most appropriate method
will depend on the specific needs and requirements of the
transit operator. However, the trend is towards computer
vision-based counting systems, as they become more accu-
rate, efficient and cost-effective. There are two typical types
of computer vision technologies for passenger counting such
as the detection- and regression-based passenger counting
methods.

The detection-based passenger counting typically involves
two steps. The first step is to use a computer vision algorithm
to detect individual passengers. This can be done using
various deep learning-based object detection models like
YOLO [4] and EfficientDet [5]. Once the individual passen-
gers have been detected, the next step is to simply count
the number of detected passengers. The detection-based
approach, however, has a serious disadvantage that the accu-
racy deteriorates as crowding level increases.

The regression-based passenger counting could be a
more plausible approach whereby only passenger counts
are required to label images [6]. Although training
regression-based crowd counting models does not require
bounding boxes, the models still necessitate manual endeavor
to count passengers for labeling images. Furthermore, regard-
less of model specifications, applying the regression-based
model to crowd counting in transit cars poses difficulties due
to the problem of varying object scales according to posi-
tions within an image. Recently, the density map enhanced
the counting accuracy of regression-based crowd counting
models, which adjust the scale by passenger positions within
an image [7], [8]. Preparing the ground truth density maps for
training, however, entails the extra burden.

Reducing the human effort to annotate training images is
the most critical challenge when working with a computer
vision technology. We propose a novel calibration method
that minimizes the human effort to annotate images for train-
ing. Our approach uses image pairs and triplets with ranks
for training the crowd counting algorithm. Subsequently,
the approach demands a minimal number of images labeled
with exact passenger counts. Ranking crowding levels of
paired or tripled images significantly takes much less time
than that for positioning or delineating individual passengers
in each image. By effectively leveraging regression-based
techniques, our proposed training method offers improved
accuracy in crowd counting for a transit car.

The present paper is organized as follows. The next section
introduces the research history of crowd counting based on
the computer vision technology. The third section set up
two models and describes how to calibrate them using a
minimal number of images labeled with exact counts. The
fourth section describes how to obtain and annotate video
images for training. The fifth section shows the test results
and compare them with those from other passenger counting
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algorithms. The last section draws conclusions and suggests
further extensions of the proposed crowd counting approach.

II. LITERATURE SURVEY

Following the significant advancements in deep learn-
ing applied to computer vision technology, the prevailing
paradigm in crowd counting has shifted towards the use
of Convolutional Neural Networks (CNNs). Contemporary
“state-of-the-art” methodologies for crowd counting pre-
dominantly rely on density maps [7], [8], [9] which modulate
object density to accommodate differing perspectives. These
CNN-based methodologies can be classified into several cat-
egories based on various criteria.

Certain studies have leveraged patch-based inputs for
crowd counting via CNNs [8], [10], while others have uti-
lized entire images as input [11], [12]. The architecture of
the employed network also differs across studies. Single
column models have been utilized in several works [13],
[14], while multi-column models have been employed in
others [15], [16]. Though the majority of researchers have
opted for a fully supervised approach for model training,
some have utilized self-supervised [17] or semi-supervised
methodologies [18]. Furthermore, there are instances where
an unsupervised training scheme has been adopted [19]. The
training scheme devised in our research aligns more closely
with these latter methodologies, being less dependent on
intensive supervision.

Besides CNN-based models, attention-based models were
developed for crowd counting. A weakly-supervised trans-
former was used for crowd counting with adaptive scene
consistency attention [20]. A multi-scale attention network
was devised for crowd counting [21]. An attention-based
crowd counting model was developed to alleviate the problem
of uneven distribution of crowd density [22].

The object detection in satellite images has the same
problem that individual objects cannot be detected using
the conventional object detectors. A semantic segmentation-
guided method was mobilized to detect objectives in remote
sensing images [23]. Some researchers used pseudo instance
soft labels for weakly supervised object detection in remote
sensing images [24]. They also suggested various technolo-
gies such as the unbiased proposal filtration and the oriented
bounding box regression to enhance the object detection in
remote sensing images [25], [26].

The regression-based approach has also employed
a CNN-based backbone for feature extraction from
images [14], [27], [28]. Some researchers have concentrated
on directly assessing passenger load using images obtained
by cameras mounted within transit cars [8]. Conversely,
an alternative strategy involves counting the number of
boarding and alighting passengers using images captured by
cameras focusing on gates of transit cars [28]. The latter
methodology offers an advantage in terms of bolstering detec-
tion accuracy, albeit with the necessity to compute passenger
load indirectly from gate counts. Computing the current
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FIGURE 1. Architecture of the proposed regression-based crowd counting model for transit cars.

crowding level, thus, depends on the previous crowd level.
This presents a challenge in situations where the detection
mechanism malfunctions, as restoring the passenger count
under such circumstances is difficult. In the present study,
we have opted for the former approach, devising a novel
training scheme designed to reduce the human effort to label
images and to enhance the accuracy of direct passenger load
measurement.

lll. MODELING FRAMEWORK

A. MODEL SET-UPS

We implemented two distinct types of regression-based
crowd counting models. The first model, referred to as the
simple regression-based model, estimates passenger num-
bers directly from the features abstracted by a CNN from
an image. This model requires only passenger counts to
be a label for training. The second model, the augmented
regression-based model, produces dual outputs: a density
map and a passenger count. Given the variable scale in an
image taken from a camera onboard, and the low view-
point leading to numerous occlusions, the augmented model
applies unique scales to each position within the image. How-
ever, this necessitates additional effort in preparing ground
truth density maps for training.

We evaluated how much the performance of both models
can enhance when using paired and tripled images with ranks.
For comparison, we utilized EfficientDet [5] and YOLOS
[4], “state-of-the-art” object detection models, as a baseline,
which were fine-tuned using the same training images with
complete bounding box labels.

Both regression-based models utilize two different back-
bones, VGG-16 and ResNet50, respectively, for abstracting
features from an image. The difference between the two
models lies in the configuration of their respective head
components, which share backbones. Specifically, the simple
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regression-based model’s head directly outputs the passenger
count within an input image. In contrast, the augmented
regression-based model incorporates an additional auxiliary
output for the density map. Thus, one head returns the pas-
senger count while the other provides a density map, aiding
in the fitting of passenger counts by considering differing
scales for each position according to the camera perspec-
tive. The architecture of the head designated for fitting the
density map is derived from a previous study that success-
fully executed crowd counting [14]. A notable feature of our
augmented model structure is the utilization of the estimated
density map to feed the main head for passenger counting.
This arrangement allows for simultaneous training of both
pipelines, which stands in contrast to the alternate training
of the two heads as conducted in a previous study [8]. The
architecture of both models is illustrated in Fig. 1.

B. RANKING DATA TO CALIBRATE THE
REGRESSION-BASED MODEL

Ranking data is composed of sequence of ranks chosen by
respondents and have widely been used to calibrate choice
models in academia [29]. The present study used the ranking
of crowdedness amongst images of passengers in a transit
car. Given three different images (A, B and C), a respondent
makes ranks in order of the passenger crowd level. In this
case, the rank ACB would be converted to the respondent’s
perception that A is more crowded than C and B, and C
is also more crowded than B. If the passenger count that
the respondent perceives for each image is assumed implicit
score, the ranking observation can be interpreted as two sta-
tistically independent choices. If expanding this concept into
the general case of N images, N — 1 independent choices are
represented as follows [30]. ¥; denotes the implicit count of
the i image and is assumed to be separated by the systematic
part (y;) and the random part (¢;). The former can be modeled
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by a neural network, and the latter is assumed to follow the
Gumbel distribution, which leads to the multinomial logit
choice model.

(YIZYm n=1127"'N);(Y22Yna n=2a31""N);
o (YNor = Yy) (1)

The probability of observing a ranking sequence can be
decomposed using the Bayes’ theorem.

Prob (ri,r,r3, ..., rN)
L rN)Prob(ry, r3,...,ry)  (2)

In Eq.(2), Prob (r1,ra2,13,...,ry) denotes the joint prob-
ability of observing that the ranking indicates that ry is
preferred to ry, r» is preferred to r3 and so on. The joint
probability is decomposed into the conditional probabil-
ity [Prob (r1|rp, 13, ...,ry)] and the marginal probability
[Prob(ra, r3, ..., ry)]. The marginal probability is recur-
sively decomposed in the same manner and so on, as shown
in the following formula [31].

= Prob (r1|ra, 13, ..

Prob (ri,r,r3,...,1N)
= Prob(ri|ry, r3,...,rN) Prob(r|r3, rq, ..., 1N)
...Prob(ry_1|rn) 3)

Finally, a multinomial logit choice model can then be used
to denote each conditional probability assuming that the ran-
dom part of count is distributed by the Gumbel distribution.
For the case where a respondent chooses a more crowded
image between a given pair of images, the probability reduces
to a simple binary logit choice probability.

C. CALIBRATING THE SIMPLE REGRESSION-BASED
MODEL

Three distinct loss functions are established to train the sim-
ple regression-based model. The first loss function reflects
the disparity between observed and estimated passenger
counts. It is denoted by the squared L2 loss (MSE) in Eq. (4),
where 2l represents the set of training images, Ng( denotes the
set size, y; corresponds to the number of passengers within the
i’ training image, and y; represents the estimated count.

1 2
Lyse = Nat ziem (yi — %) 4

Eq. (5) outlines the second loss function that takes the form
of a binary logit choice model, representing the log-likelihood
that chooses a more crowded image out of two. More intu-
itively, the loss function indicates that probability that the
estimated count (;,) of a more crowded image exceeds that
(3i,) of a less crowded image. Here, the estimated passenger
counts are regarded as random utilities for a binary logit
choice model. The model output, J;,, is derived from an input
image with more passengers, and y;, is the output from the
other image with fewer passengers. P is the set of training
image pairs, Nop is the set size, equivalent to the number of
image pairs in P, and each pair in the set is ordered such that
the first image in each pair contains more passengers. The
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FIGURE 2. Perspective map derived from a linear regression analysis.

negative sign signifies the switch of the log-likelihood to the
loss function.

1 1
— I
Nop i€? + ¥V

'E*pair = - (5)
The likelihood for observing the rank among an image
triplet can be expressed by an ordered joint probability. This
probability can be decomposed into the product of two condi-
tional probabilities as shown in Eq. (6). For this formula, the
multinomial logit choice model is applied to each conditional
choice probability, with the passenger count output regarded
as the systematic part. The first conditional term represents
the probability that the most crowded image is chosen, and
the second term denotes the conditional probability that the
second most crowded image is chosen out of the remaining
images. For the formulation, images in a triplet should be
arranged in the decreasing order of crowdedness level.

P (i1, iz, i3) = P (i1li1, iz, i3) P (i2]i2, i3)
iy iy
_ e « (4 (6)

gyil + eyiz + eyi3 eyiz + eyi3

Finally, Eq. (7) describes the third loss function, repre-
senting the negative log-likelihood that estimated passenger
counts (;,, yi,» yi;) adhere to the ranks within image triplets.
For facilitate the computation, three images in each triplet are
arranged in decreasing order of crowdedness. J denotes the
set of image triplets for training, and N represents the set
size.

1

Ltriplel = _N_‘T

—In( + & )] ©)

, [ey"l +é2 —In (e&"l + e+ ey’?)
ieT

Two distinct approaches were devised to incorporate paired
and tripled image data during the training of the sim-
ple regression-based passenger counting model. The first
approach integrates the three loss functions using weights
and minimizes the combined loss function holistically. Eq.
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(8) depicts the combined loss function, where A s represent
weights for individual losses.

Lcom_sim = LMSE + )Lpaierair + )LtripletLtriplet (®)

The second approach employs a stepwise training process.
The initial step pretrains the model using paired and tripled
images with ranks. Subsequently, the pretrained model is
fine-tuned using images labeled fully with passenger counts.
In other words, the model parameters are pretrained such that
Lpair and Lyyipje; are minimized, and Lygg is minimized in
the subsequent step after initializing parameters with those
pretrained in the previous step.

D. CALIBRATING THE AUGMENTED REGRESSION-BASED
MODEL

The augmented regression-based model requires a perspec-
tive map to construct the ground truth density map for each
training image. A perspective map signifies the relative scale
of each pixel within an input image, thereby reflecting the
varying number of pixels occupied by a human head for
different positions in the image.

More concretely, the perspective map is necessary as a
reference to reflect the different scale of human heads accord-
ing to different position in an image when creating the
ground-truth density map for each image. Once the perspec-
tive map is prepared, the density of human heads at a position
in a density map can be determined in terms of the scale
(=bandwidth) at the same position in the perspective map.
That is, a smaller bandwidth is used to compute the density
for positions far from the camera, whereas a larger bandwidth
is used to reflect the density for positions near the camera.
It should be noted that the density map adjusts the object
concentration within an image rather than for the actual space
in a transit car. The density map points to the concentration
of human heads for unit area of image.

To produce the perspective map in advance, we imple-
mented a polynomial regression analysis to identify the scales
for each position within an input image. The size of a human
head, quantified in pixels, was designated as the dependent
variable, with pixel coordinates established as independent
variables. Each pixel value within the perspective map is set
as the estimated head size. The square root of this value
determines the bandwidth of a Gaussian kernel, which is used
to generate the ground truth density map for each training
image.

Fig. 2 presents the estimated perspective map drawn from
the result of regression analysis. Fig.3 provides examples
of ground truth density maps for various input images. The
passenger density for distant pixels is calculated using smaller
bandwidths, and for closer pixels with larger bandwidths,
enabling an adjustment for the scale difference due to per-
spective. We selected a proportional factor (r = 1.02) to
modify the pixel-wise bandwidth so that the total sum of
the pixels in a density map aligns with the observed number
of passengers. Eq. (9) represents the relationship between a
pixel value (P;;) in the perspective map and the corresponding
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FIGURE 3. Examples of raw input images and their ground truth density
map for training images.

bandwidth (Bj;) used to create a density map. Fig. 4 illus-
trates the comparison across all training images between the
observed passenger count and the total sum of pixel values
of a density map. After adjustments with 7, both measures
demonstrate a strong agreement.

Bij = ‘L’Pij (9)

During the construction of the ground truth density
maps prior to training the augmented model, the most
labor-intensive task involves preparing data for the passenger
head size to obtain a perspective map. We manually identified
the size of 12,500 passenger heads across all training images.
We investigated the minimum number of passenger heads
required to be annotated in order to achieve an R? index
comparable to using the entire dataset. Fig. 5 indicates that
annotating only 500 passenger heads yields a similar outcome
to annotating the entire dataset. For a fair comparison, the
R? index was calculated for the complete dataset when each
regression analysis was conducted with a smaller sample
size. This suggests that a small amount of manual labor is
required to label passenger heads in order to obtain a reliable
perspective map. After determining the perspective map, the
ground-truth density map can be easily made based on it for
each training image.

Eq. (10) designates the loss function associated with the
discrepancy between estimated density maps and the cor-
responding ground truth density maps. In this equation, x;
represents pixel values in the ground truth density map for
the i training image, and %; denotes pixel values in the
estimated density map returned by the augmented regression-
based model.

1
- N_Ql ied

The calibration of the augmented regression-based model
was exclusively performed in a sequential manner. The simul-
taneous calibration approach is not applicable to the model
due to the absence of a density map for ranking data. The
sequential procedure commences with the pretraining of the

Lp (xi — 51)? (10)
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2o 2o TABLE 1. average times to label an image for different labeling methods.

e A 60
2 < A 2 < Labeling method Average time taken to label an image
E E Passenger counts with .
2 404 2 404 g . 36 seconds per image
2 3 position
5 30 5 30 . . . . .
£ £ Ranks in paired images 1.64 seconds per image pair
3 20 3 20

10 10 Ranks in tripled images 2.88 seconds per image triplet

0 0 Bounding boxes 120 seconds per image
0 20 0 60 0 20 0 60

Observed passenger counts Observed passenger counts

(a) Before adjustment (b) After adjustment

FIGURE 4. Relationship between the passenger count and the sum of
pixel values in a density map.
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FIGURE 5. Finding minimum number of annotations to have the same
performance as full data regression provides.

count regression head (the upper pipeline in Fig. 1) using
ranked image data. After concluding the pretraining process,
we fine-tuned the model with two pipelines based on ground
truth density maps and passenger counts, thereby minimizing
the combined loss function.

Lawg = Luse + ApLlp (1D

Eq. (11) illustrates the combined loss function for the aug-
mented regression-based model. This function is composed
of both the loss [Eq. (4)] for aligning with observed passenger
counts, and the loss [Eq. (10)] for aligning with the ground
truth density maps. Here, Ap represents the relative weight of
the latter loss.

IV. DATA ACQUISITION

Image data was collected from the Shinbundang Metro line,
which connects the southern region of the Seoul Metropolitan
Area (SMA) to the Gangnam city center. Data collection took
place on a specific date (March 16, 2023). A single train
consisting of six cars was chosen to collect video images
during the 19-hour operational period. Each car was equipped
with two overhead video cameras. As passenger load is likely
to remain consistent while the train moves between two con-
secutive stations, a single image was randomly selected each
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time the train passed a segment. After filtering out unsuitable
images, a total of 3,000 images were retained. Of these, 2,400
images were designated for training and 600 images were
allocated for testing.

From the 2,400 training images, 240 images were utilized
to create 21,000 ranked image pairs, and 60 images were
used to generate 21,000 ranked triplets. The remaining 2,100
images were reserved for count regression. For comprehen-
sive model evaluation, all 3,000 images were fully annotated
with bounding boxes for passenger heads. The total number
of passengers within these images amounted to 76,676.

We conducted experiments to measure the average times
taken to label an image using different methods. Table 1
presents empirical results obtained from three human label-
ers. Drawing bounding boxes for each human head consumed
the most time, followed by counting passengers using head
positions. Labeling images with ranks required significantly
less time, thus rationalizing the adoption of the proposed
calibration approach.

V. TEST RESULTS AND COMPARISON

The proposed regression-based models were trained and
tested on separate image sets. We will focus on presenting
and comparing test results across different training methods.
Furthermore, two different backbones of the model were
tested (VGG16 and ResNet50). The model performance was
evaluated using two metrics: Mean Absolute Error (MAE)
and Mean Squared Error (MSE). No case was observed where
these two indices contradicted each other. MAE was par-
ticularly convenient for comparison because its scale aligns
with passenger counts. As a reference, the test results of the
simple and augmented models are presented without the use
of paired or tripled data for training.

For the simple regression-based model, the sequential
approaches proved superior to the simultaneous approaches
for both backbones. When VGG16 was adopted for back-
bone, Among the various sequential approaches, pretraining
the model on both paired and tripled images recorded the
best performance, reducing MAE by 23.7% and MSE by
33.5% respectively, compared to the baseline approach.
When ResNet50 was used for backbone, MAE was reduced
by 20.1% and MSE was reduced by 32.6%. When comparing
the performance between two different backbones, VGG16
outperformed ResNet50 for both the baseline case and the
case where using ranked data sequentially.
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TABLE 2. Comparing the performance of regression-based passenger
counting models across different calibration schemes. (a) Comparison
results from the model using VGG16 as backbon.

(a) Comparison results from the model using VGG16 as

backbone
Model Calibration Training Process VGG16
method MAE MSE
Simple Baseline Passenger counts 3.38 19.52
regressi
on- Simultaneous | Paired data + Passenger counts 2.84 15.16
based calibration Tripled data + Passenger counts 2.88 14.08
model (Apair= Paired data + Tripled data + 271 | 1412
Atriptec= 10) Passenger counts
Sequential Paired data = Passenger counts 2.83 15.56
calibration Tripled data - Passenger counts 2.81 14.01
Paired data - Tripled data = 2.63 13.23
Passenger counts
Tripled data > Paired data > 2.66 12.98
Passenger counts
(Tripled data + Paired data) > 258 12.98
Passenger counts
Augmen Baseline Passenger counts + Density maps
2. 13.
ted (A = 105) 59 | 1300
regressi i i
8 Sequenpal Paired gata - (Passenger counts 239 11.93
on- calibration + Density maps)
based A, = 102 i >
o (Ap ) Tripled data . (Passenger 538 1073
mode counts + Density maps)
Paired data - Tripled data =
(Passenger counts + Density 2.22 9.04
maps)
Tripled data = Paired data >
(Passenger counts + Density 2.34 11.25
maps)
(Tripled data + Paired data) >
(Passenger counts + Density 2.35 10.54
maps)

(b) Comparison results from the model using ResNet50 as

backbone
Model Calibration Training Process ResNet50
method MAE MSE
Simple Baseline Passenger counts 3.02 16.91
regressi
on- Simultaneous | Paired data + Passenger counts 2.74 14.26
based calibration Tripled data + Passenger counts 2.73 13.68
model (Apair= Paired data + Tripled data + 261 | 1297
Atripier=10) Passenger counts ) :
Sequential Paired data > Passenger counts 2.62 13.00
calibration Tripled data - Passenger counts 2.68 13.42
Paired data - Tripled data 2> 244 11.90
Passenger counts
Tripled data > Paired data > 244 11.26
Passenger counts
(Tripled data + Paired data) > 241 11.40
Passenger counts
Augmen Baseline Passenger counts + Density maps
ted U = 105) 2.60 12.15
regressi Sequen?lal Paired .data - (Passenger counts 2.8 10.53
on- calibration + Density maps)
based (Ap = 10?) Tripled data 9 (Passenger 946 1110
model counts + Density maps)
Paired data - Tripled data 2>
(Passenger counts + Density 235 10.60
maps)
Tripled data > Paired data >
(Passenger counts + Density 2.43 11.15
maps)
(Tripled data + Paired data) >
(Passenger counts + Density 2.43 11.09
maps)

Regarding the augmented regression-based model, both
the density map and passenger count were simultaneously
matched with the ground truth during training. Comparing
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TABLE 3. comparison in counting performance between the detection-
and regression-based models.

Model Estimated vs. Observed Counts MAE MSE
Estimated
60
50
40
Detection-

based model =9 943 | 121.43

(EfficientDet) 20
10
0

0 10 20 30 40 50 60

Observed
Estimated
60
50
X 40
Detection-
based model 30 9.11 109.29
(Yolo v5) 20
10
0
0 10 20 30 40 50 60
Observed
Estimated
60
50
404
Augmented
regression- 30 2.22 9.04
based model 201
10+
0/~
0 10 20 30 40 50 60

Observed

the two baseline cases, the augmented model surpassed the
simple model for both backbones, with a considerable per-
formance gain attributed to the inclusion of density maps in
training. The inclusion of density maps in training reduced
both indices by 23.4% and 33.4%, respectively, when com-
paring baseline cases.

Furthermore, sequential calibration of the model with both
paired and tripled data significantly enhanced the perfor-
mance of the augmented model. Compared to the baseline
case of the augmented regression-based model, both indices
were reduced by 14.3% and 30.5% for VGG16, and 9.6% and
12.8% for ResNet50, respectively.

The simple regression-based method best performed when
sequentially using tripled and paired datasets, whereas the
augmented regression-based method recorded the best perfor-
mance when trained on the integrated dataset. The potential
reason for the discrepancy might stem from using the density
map fitting in the augmented method. The results of testing
both models across different calibration approaches are sum-
marized in Table 2.

Table 3 elucidates why the detection-based method is ill-
suited for crowd counting. Images from a metro train’s video
footage feature many small objects and occlusions, leading
the model to consistently underestimate the passenger count.
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The detection-based model is unable to recognize small
objects from remote perspectives. Consequently, the MAE
from an YOLOS, one of the most prevalent detectors in the
field, is four times larger than the best result from the pro-
posed regression-based model trained additionally on ranked
images. When comparing the performance of the two “state-
of-the-art” object detectors, YOLOS slightly outperformed
EfficientDet.

VI. CONCLUSION

Determining passenger load in transit vehicles using com-
puter vision technologies presents significant challenges,
primarily due to the burdensome labeling tasks. Annotating
passenger heads in images, either by positioning or delineat-
ing, necessitates considerable human effort before training a
model for crowd counting. This study proposes an efficient
training method aimed at reducing the required human effort
for labeling images without compromising the performance
of the model.

Ranked images significantly improved the training perfor-
mance as ranking images requires considerably less human
effort than annotating images by positioning passengers or
drawing bounding boxes. The simple regression model was
trained using both sequential and simultaneous approaches,
with the sequential training method proving superior.

When augmenting the calibration of a passenger counting
model with density maps, only the sequential approach was
tested, since no ground truth density map was available for
ranked images. As a result, the augmented model outper-
formed the simple regression-based model with or without
training on ranked images.

The proposed approach is currently limited to a specific
metro line in the Seoul metropolitan area. Future work should
focus on developing a generic training method that can be
applied to any transit system without the need of an additional
labeling task. The image resolution used in this study is rela-
tively low compared to those in previous studies, which might
explain why the resultant metrics are worse than expected.
However, the model performance is considerably more reli-
able than the current method employed by the Shinbundang
line, which measures passenger load based on changes in train
mass.
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